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Abstract: This paper constructs a non-cooperative/cooperative stochastic
differential game model to prove that the optimal strategies trajectory of
agents in a system with a topological configuration of a Multi-Local-World
graph would converge into a certain attractor if the system’s configuration is
fixed. Due to the economics and management property, almost all systems are
divided into several independent Local-Worlds, and the interaction between
agents in the system is more complex. The interaction between agents in
the same Local-World is defined as a stochastic differential cooperative
game; conversely, the interaction between agents in different Local-Worlds
is defined as a stochastic differential non-cooperative game. We construct a
non-cooperative/cooperative stochastic differential game model to describe
the interaction between agents. The solutions of the cooperative and non-
cooperative games are obtained by invoking corresponding theories, and then
a nonlinear operator is constructed to couple these two solutions together.
At last, the optimal strategies trajectory of agents in the system is proven to
converge into a certain attractor, which means that strategies trajectory are
certainty as time tends to infinity or a large positive integer. It is concluded that
the optimal strategy trajectory with a nonlinear operator of cooperative/non-
cooperative stochastic differential game between agents can make agents
in a certain Local-World coordinate and make the Local-World payment
maximize, and can make the all Local-Worlds equilibrated; furthermore, the
optimal strategy of the coupled game can converge into a particular attractor
that decides the optimal property.
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1 Introduction

In the last 20 years, the theoretic study of complex adaptive systems has become a significant field.
A broad range of complex adaptive systems has been studied, from abstract ones, such as the evolution
of the economic system and the criticality of the complex adaptive system, to physical systems, such
as city traffic designing and management decisions. These all have in common the property one
cannot hope to explain their detailed structures, properties, and functions exactly from a mathematical
viewpoint. By the 2010s, there were rich theories of stochastic differential games describing agent’s
behavior of interacting coupled with the optimal strategies in a transitory deterministic structure, and
there have been many random complex networks models describe the evolutionary law under specific
logical rules in various fields, which makes complex adaptive system studying colorfully. These two
problems are essential due to this management complex adaptive system.

On the one hand, Hachijo et al. [1] studied the agent’s interaction with others according to a
Boolean game in random complex networks. Lera et al. [2] and Li et al. [3], on the other hand, reported
that the agent interact with others according to certain games, such as a stochastic differential game,
which has been studied by Javarone [4], Mcavoy et al. [5], Gächter et al. [6]. However, few scientific
research results indicate that if these two problems are combined, the existing research cannot support
the making-decision process in reality.

Suppose that the system configuration is a fixed graph; the interaction between agents happens
in a certain Multi-Local-World graph. Invoke Hypothesis 1–2 specified in the following Section,
the interaction between agents can be thought of as two categories: a cooperative game between
homogenous agents in the same Local-World and a non-cooperative game between in-homogenous
agents in different Local-Worlds. According to the theory of emergence, an exclusive phenomenon of
the complex adaptive system of the non-cooperative game between agents in different Local-Worlds
can be coarsened in size to the non-cooperative game �(s, x, u) coupled with the corresponding payoff
V(s, x, u) between Super-Agents, which has been studied by Calvert et al. [7] and Gächter et al. [6].
However, the behaviors between agents in the same Local-World can be described as the cooperative
stochastic differential game �c(s, x, u), which can be separated into two sequential problems: the first
one is to simplify it as a corresponding optimal problem � , and the second one is to distribute the
maximum payoff rationally among all agents in the system; furthermore, the corresponding optimal
payoff for this Super-agent is denoted to �i(s, xi, u), which has been studied by Friesz et al. [8],
Querini et al. [9], then, a payoff distribution procedure could be designed to distribute payoff rationally
between Agents.

The most important thing to this problem should be not only the existence of a solution to
the optimal strategy but also the property of the optimal strategy and the stability of the solution.
However, several questions perplex us: all agents in this system are always partially intelligent, partially
autonomous, and partial society. They interact with others according to the interactive rules of both
cooperative and non-cooperative games. So, getting the corresponding optimal strategies is the most
important and difficult thing due to these two mixed interactions. According to theories of operational
research and game theory, for an arbitrary Super-Agent, the payoff coupled with a non-cooperative
game with other Super-Agents always is not identical to the payoff coupled with the optimal problem
that is the first process of the cooperative game to other Agents, even if the same strategy is considered.
So, how to make up for this difference must be our purpose. As well known, whether the imputation
mechanism designed is rational or not decides whether the solution is stable or not. To resolve this
problem, an adjusted dynamical Shapley is constructed; whether the adjusted dynamical Shapley
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vector can make the solution stable or not is what we focus on if non-cooperative/cooperative games
are considered together.

As far as this complex adaptive system coupled with those gaps introduced above is considered, a
non-cooperative/cooperative stochastic differential game model for the agent’s dynamical, intelligent
and social properties has been constructed. The corresponding solutions respective to these two models
are obtained by invoking classic analytic methods and processes. At last, a nonlinear operator is
constructed to pair the Nash strategies with Pareto strategies together so that each agent in the
system can select its optimal strategies under certain conditions. Because of optimal dynamic optimal
strategies, this complex adaptive system synchronizes locally but not globally, making this system
more stable to operate and more innovative to fit for change. To ensure that the optimal strategies are
stable and can converge into a certain attractor, an adjusted Shapley vector is introduced in the payoff
distribution procedure to make all agents more rational and dynamically stable over a long period.
The details of the model are specified in the next section. This paper considers a coexisting game of
the stochastic differential cooperative game and stochastic differential non-cooperative game, which is
more close to reality; furthermore, we design a rational payment distribution mechanism driven by an
adjusted dynamical Shapley value, which is proven to be much more stable under certain conditions.
These two innovations make this paper more interesting.

2 The Model

Following a complex adaptive system for Agent behavior and local topological configuration co-
evolving, let’s consider.

Definition 1. S =
(
G,A, π) ≡ (�,F ,P,

(
X β

t

)
t∈T0

)
is called the stochastic differential game model

with a random Multi-Local-Worlds graph. If

(1) Topological space G describes the interactive configuration of the system, which is the set of
graphs C = (C1, C2, . . . , Cp), Ci = (Ci1, Ci2, . . . , Ciri(t))· 1 ≤ i ≤ p is called Super-Agent, Ci is the
first order segmentation of the system, and Cij, 1 ≤ j ≤ ri(t), which is called agent, is the second
order segmentation of the system. A is strategies space, which describes all possible behaviors
of agents in this system and π is the payoff.

(2) X β = (
X β

t

)
t∈T0

is a family of �-valued random variables indexed by discrete time parameters t
and a noise parameter β. F is a σ algebra, and P a probability measure.

(3) A realization {X β

t = G} defines an action α in the graph C.
(4) The interaction law of agents can be proposed based on following hypotheses:

Hypothesis 1. Several different Local-Worlds are large enough such that there are sufficient agents
interact with the others within this Local-World, and who are small enough such that there exist sufficient
Local-Worlds interact with others in this system.

Hypothesis 2. In a short time scale, each agent interacts with the others who are in the same Local
World can be defined as a cooperative game, i.e., all agents pursue the maximized profit of the Local-World
first, then distribute the system profit rationally. Each Local World interacts with the others according to
the rule of a non-cooperative game such that the system is equilibrated. On a long time scale, the behaviors
and configuration of the system can be converted into a certain attractor.

Due to this paper’s limited space and the process’s complexity, just 2-levels of the system are
analyzed as an example. If the system’s levels are larger than or equal to 3, the results can be linearly
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extended directly. According to the property defined in Hypothesis 1 and 2, the system configuration
can be described as Fig. 1.
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Figure 1: Interaction between agents in the dynamic topology of the complex adaptive system

Fig. 1 describes the dynamic property of the complex adaptive system with co-evolving behavior
and local configuration. Where C represents “Cooperation games” happen in agents and N represents
“Non-cooperation games”happen in agents. There are two local-worlds in this system. Suppose that an
arbitrary agent should not pursue maximizing the current payoff. However, the payoff is maximized
in a specific time scale, which means that an agent can give up the transitory benefit but the total
payoff in the corresponding time scale—they think the payment is decided by a certain integral of
the transitory objectivity function at a continuous time. Furthermore, the agent’s behavior is limited
by the corresponding resource that is described as a stochastic dynamics equation such that agents’
objectivity will be changed synchronized, which should be described by a certain discount function φ(t)
at the time. This paper uses three discount functions, homogenous exponential distribution describing
the agent’s uniform and stable behavior on every time scale. Inhomogeneous exponential distribution

� =
∫ T

t0

m∑
h=1

exp
[
−
∫ s

t0

rh (y) dy
]

ds describing the agent’s non-uniform behavior on small sequential

time scales, and Lévy distribution � =
∫ T

t0

− p

2
√

πr3
exp

[
−p2

4r

]
ds, which describes the agent who can

imitate others’ behavior and interact directly, are introduced to describe the diversity of behaviors.
In the interaction process, agents make decisions relying on themselves, neighbors’ states, and the
properties of the environment. Agents in the system are intelligent and social as Eqs. (1)–(8), making
this system a complex adaptive system.

Firstly, some symbols and variables appeared in this paper should be listed in Table 1.

Table 1: Corresponding symbols and variables

Symbol Variable Symbol Variable

r(t) Discount function W Payoff coming from cooperative game
π Payoff σi Noise of behavior of agent i
xi Resource of agent i � Covariance matrix of state
ui Strategy of agent i S̃h Adjusted shapley vector
gj Objectivity of agent j L Lyapunov function
wh Weight of hth time-scale v(t0)

ji Payoff distributed of agent ji

q Initial payoff Bji(τ ) Transitory compensatory of agent ji

ψ Strategy
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Suppose that there are m Local-Worlds in the system, denoted by Super-Agent i, and the jth player
of Super-Agent i is denoted by an agent ji. Then the system configuration mentioned above can be
described as the corresponding adjacency matrix G = (G1, G2, . . . , Gm). Except for the system topology,
interaction property should also be mastered if one needs to identify this system. Furthermore, the
complex interactive mix between cooperative and non-cooperative games makes the system more
complex. This paper aims to obtain the optimal strategies trajectory for this complex interaction.

As well known, the property of a complex adaptive system of economy and management is
random time-varying. In this paper, according to the economic and management system’s property,
three different systems with the statistical property of agents’ behaviors, homogeneous exponent
distribution, inhomogeneous exponent distribution, and Lévy distribution, are studied respectively,
which should be shown as follow.

To analyze this problem effectively, we consider the Super-Agent’s behavior. For arbitrary Super-
Agent, its state dynamics are characterized by the set of vector-valued differential equations

dxi(s) = f i[s, xi(s), xj(s), ui(s)]ds + σi[s, xi(s)]dzi(s), xi(t0) = x0
i , j �= i ∈ N (1)

And the corresponding objectivities are

Et0

{∫ T

t0

gj[s, xj(s), uj(s)] exp
[
−
∫ s

t0

r(y)dy
]

ds + exp
[
−
∫ T

t0

r(y)dy
]

qj(xj(T))

}
(2)

Et0

{∫ T

t0

gj
[
s, xj(s), uj(s)

] m∑
h=1

{
wh exp

[
−
∫ s

t0

rh(y)dy
]}

ds

+
m∑

h=1

[
wh exp

[
−
∫ T

t0

rh(y)dy
]

qj
(
xj (T)

)]} (3)

where, j ∈ M = {1, 2, . . . , m}, and

Et0

{∫ T

t0

gj
[
s, xj(s), uj(s)

] [∫ s

t0

− p

2
√

πr3
exp

[
−p2

4r

]
dp
]

ds

+
[∫ s

t0

− p

2
√

πr3
exp

[
−p2

4r

]
dp
]

qj
(
xj (T)

)} (4)

describe three behaviors driven by the discount functions with homogeneous exponential distribution,
inhomogeneous exponent distribution, and Lévy distribution, respectively.

Similarly, as for an arbitrary agent ji whose behavior statistical character satisfies homogeneous
exponent distribution, the state dynamics is characterized by the set of vector-valued differential
equation

Et0

{∫ T

t0

g ji [s, xji(s), uji(s)] exp
[
−
∫ s

t0

r(y)dy
]

ds + exp
[
−
∫ T

t0

r(y)dy
]

qji(xji(T))

}
where, xi(s) ∈ Xi ⊂ Rmi denotes the system statute of the agent i, uji ∈ Ui ⊂ compRi is the control

vector of the agent i, exp
[
− ∫ s

t0
r(y)dy

]
is the discount factor, qi(xi(T)) is the terminal payoff. In

particular, gi[s, xi(s), ui(s)] and qi(x) are all positively related to xi. σi[s, xi(s)] is a mji × �i and zi(s)
is a �-dimensional Wiener process with an initial state x0

i . Let �i[s, xi(s)] = σi[s, xi]σi[s, xi]T denote the
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covariance matrix of h rows and ζ columns. For i �= j, xi ∩ xj = φ, zi(s) and zj are independent Wiener
processes.

The set of vector-valued differential equations characterizes the state dynamics of Agent ji.

dxji(s) = f ji [s, xji(s), uji(s)]ds + σji dz, xji(t0) = x0
ji
, for ji ∈ {1, 2, . . . , iri} ≡ Ni (5)

Similarly, the state dynamics for inhomogeneous exponent distribution and Lévy distribution of
agent ji is the same as Eq. (5), and their objectivity can be expressed to

Et0

{∫ T

t0

g ji
[
s, xji(s), uji(s)

] m∑
h=1

{
wh exp

[
−
∫ s

t0

rh(y)dy
]}

ds

+ exp
[
−
∫ T

t0

r(y)dy
]

qji(xji(T))

}
, j ∈ M = {1, 2, . . . , m}

Et0

{∫ T

t0

g ji
[
s, xji(s), uji(s)

] [∫ s

t0

− p

2
√

πr3
exp

[
−p2

4r

]
dp
]

ds

+
[∫ s

t0

− p

2
√

πr3
exp

[
−p2

4r

]
dp
]

qji
(
xji (T)

)}
respectively. To simplify this problem, we consider the cooperative game between arbitrary Agents ji in
an arbitrary Super-Agent i, then study the different non-cooperative games between the Super-Agent
for the cooperative game. The most important for cooperation between these agents is the objectivity
of the Super-Agent’s payoff, so,

Et0

⎧⎨⎩
∫ T

t0

∑
ji∈Ki

g ji
[
s, xji(s), uji(s)

]
exp

[
−
∫ s

t0

r (y) dy
]

ds

+
∑
ji∈Ki

exp
[
−
∫ T

t0

r (y) dy
]

qji
(
xji (T)

)⎫⎬⎭ , ji ∈ Ki = {1, 2, . . . , ki} ⊆ Ni

(6)

Et0

⎧⎨⎩
∫ T

t0

∑
ji∈Ki

g ji
[
s, xji(s), uji(s)

] m∑
h=1

{
wh exp

[
−
∫ s

t0

rh(y)dy
]}

ds

+
∑
ji∈Ki

m∑
h=1

{
wh exp

[
−
∫ T

t0

rh( y)dy
]}

qji
(
xji (T)

)⎫⎬⎭ , ji ∈ Ki = {1, 2, . . . , ki} ⊆ Ni

(7)

Et0

⎧⎨⎩
∫ T

t0

∑
ji∈Ki

g ji
[
s, xji(s), uji(s)

] [∫ s

t0

− p

2
√

πr3
exp

[
−p2

4r

]
dp
]

ds

+
∑
ji∈Ki

[∫ T

t0

− p

2
√

πr3
exp

[
−p2

4r

]
dp
]

qji
(
xji (T)

)⎫⎬⎭ , ji ∈ Ki = {1, 2, . . . , ki} ⊆ Ni

(8)

Historical strategies and local topological configuration determine agents’ payoffs. When an agent
ji interacts with others and the environment, other agents’ behaviors should be deterministic such
that the behaviors in the Local-World are coordinated if the system is in equilibrium. However, this
kind of coordination will be shifted when the system’s topological configuration changes from one
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deterministic one to another. So, the interaction between the agents is full of dynamic, random,
nonlinear, and diverse.

Invoke the models mentioned above, and it is easy to know: it is not only the payoff maximized
should be considered, but also the optimal payoff should be maintained stably in a much longer time
scale, which means that agents must give up the short-period objectivity to pursue to the long-period
objectivity once these two different objects conflict. Furthermore, the optimal strategy would change
as the environment changing, which the random dynamics and objectivity can reflect. It is easy to
know that each agent would adapt to his current and historical state, the stats of other agents that
interact with him, and the environment by using different strategies; when an agent makes a decision,
he does consider not only the current state of the system but also the historic states coupling with
the evolutionary property, which is important. An arbitrary agent in this complex adaptive system is
intelligent because an arbitrary agent in this complex system can make a decision and update strategy
relying on its historical states and other agents’ strategies that interact directly. When an agent decides,
it must forecast the future state to keep the strategies from making mistakes. The future state can be
obtained from the corresponding trend term of the state equation constrained. However, because of
the floating term in the behavior dynamics equation, the future state cannot be forecasted precisely.
So, the strategies of an arbitrary agent should be set to an adaptable interval to make up the wrong or
incorrect decision, which makes the agent autonomous.

3 Main Results
3.1 Agent’s Payoff

According to (1) and (2), an arbitrary super-agent interacts with others, which is a non-cooperative
game. Similar, arbitrary agents interact with others in the same Local-World according to (4) and
(5). The interaction is defined as a cooperative game. Considering the complexity, following analytic
method should be invoked, as specified in Table 2.

There are two theorems would be given. When the system achieves equilibrium, the transitory
payoff for an arbitrary agent in this complex adaptive system can be described as:

Theorem 1. For all xt∗
Ni

∈ X t∗
Ni

,

(1) The payoff of agent ji for systems (1), (2), (5) and (6) is

v(t0)ji

(
t, xt∗

Ni

)
=

∑
Ki∈Ni |N ji

(ki − 1)! (ni − ki)!
ni!

×
[
exp[r(s − t0)]W (t0)Ki(t, xt∗

Ki
)q − exp[r(s − t0)]W (t0)Ki�ji(t, xt∗

Ki�ji
)q
]

(2) The payoff of agent ji for systems (1), (3), (6) and (7) is

v(t0)ji

(
t, xt∗

Ni

)
=

∑
Ki∈Ni |N ji

(ki − 1)! (ni − ki)!
ni!

×
[

�∑
h=1

{wh exp [rh (s − t0)]} W (t0)Ki

(
t, xt∗

Ki

)q

−
�∑

h=1

{wh exp [rh (s − t0)]} W (t0)Ki�ji

(
t, xt∗

Ki�ji

)q
]
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Table 2: Analytic process and method

Problem Process Method

Cooperative game between
agents in same Local-world

Transform it to corresponding
differential stochastic
differential optimization
problem under stochastic
constraint

Pontryagain’s stochastic
optimization theorem and
fleming theorem

Construct a payoff distribution
mechanism to make agents
fairness

Shapley value

Non-cooperative game between
agents in different Local-worlds

Transform it to corresponding
differential stochastic
differential optimization
problem under stochastic
constraint

Bellman dynamic
programming theorem,
Pontryagain’s stochastic
optimization theorem, and
fleming theorem

Optimal strategy trajectory Set a nonlinear operator to
couple the Paroto optimal
strategy driven by cooperative
game and the nash optimal
strategy driven by
non-cooperative game

Theorem 2.5.1 of Yeung
(2006)

Stability of optimal trajectory Construct adjusted shapley
vector

General shapley

Introduce a corresponding
Lyapunov function

Lyapunov stability theorem

(3) The payoff of agent ji for systems (1), (4), (6) and (8) is

v(t0)ji

(
t, xt∗

Ni

)
=

∑
Ki∈Ni |N ji

(ki − 1)! (ni − ki)!
ni!

[
1√
πr

exp
[

1
4r

(
τ 2 − t2

0

)]
W (t0)Ki

(
t, xt∗

Ki

)q

× 1√
πr

exp
[

1
4r

(
τ 2 − t2

0

)]
W (t0)Ki�ji

(
t, xt∗

Ki�ji

)q
]

where, W denotes the optimal of the coalition Ki, q =
∣∣∣∣∣∣∣∣(∂g

∂x
∂x
∂t

)/(
∂f
∂x

∂x
∂t

)∣∣∣∣∣∣∣∣ is a constant smaller than

or equal to 1.

However, it is clear from Theorem 1 that the optimal payoff of the agent ji depends on the
transitory time t, not the arbitrary time τ ∈ [t0, T ]. Furthermore, the arbitrary agent ji cannot obtain
the global information of time τ at that time, so there are some gaps in the optimal decision. For
compensating this fault, the transitory compensatory mechanism should be introduced.

3.2 Transitory Compensatory of Arbitrary Agent

Theorem 2. On time τ ∈ [t0, T ]
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(1) The transitory compensatory agent ji ∈ Ni of the system (1), (2), (5) and (6) should be described
as

Bji (τ ) = − exp [r (s − t0)]
∑

Ki⊆Ni |N ji

(ki − 1)! (ni − ki)!
ni!

×
{ [

W (τ )Ki
t (t, xτ∗

Ki
)|t=τ

]q

−
[
W (τ )Ki�ji

t (t, xτ∗
Ki�ji

)|t=τ

]q

+
{[

W (τ )Ki
xτ∗

N
(t, xτ∗

Ki
)|t=τ

]q

−
[
W (τ )Ki�ji

xτ∗
N

(t, xτ∗
Ki�ji

)|t=τ

]q}
f Ni

[
τ , xτ∗

Ni
, ψ(τ)Ni

ji
(τ , xτ∗

Ni
)
]

+ 1
2

ni∑
hp̂ζ�

p
=1

�
hp̂ζ�

p
Ki

(
τ , x∗

τ

) [
W (τ )Ki

x
hp̂
t x

ζ�
p

t

(
t, x∗

t

) |t=τ

]q

−1
2

ni∑
hp̂ζ�

p
=1

�
hp̂ζ�

p
Ki�ji

(
τ , x∗

τ

) [
W (τ )Ki�ji

x
hp̂
t x

ζ�
p

t

(
t, x∗

t

) |t=τ

]q

⎫⎪⎬⎪⎭
(2) The transitory compensatory agent ji ∈ Ni of the system (1), (3), (6) and (7) should be described

as

Bji (τ ) = −
H∑

h=1

{wh exp [rh (s − t0)]}
∑

Ki⊆Ni |N ji

(ki − 1)! (ni − ki)!
ni!

×
{[

W (τ )Ki
t (t, xτ∗

Ki
)|t=τ

]q

−
[
W (τ )Ki�ji

t (t, xτ∗
Ki�ji

)|t=τ

]q

+
{[

W (τ )Ki
xτ∗

N
(t, xτ∗

Ki
)|t=τ

]q

−
[
W (τ )Ki�ji

xτ∗
N

(t, xτ∗
Ki�ji

)|t=τ

]q}
f Ni

[
τ , xτ∗

Ni
, ψ(τ)Ni

ji
(τ , xτ∗

Ni
)
]

+ 1
2

ni∑
hp̂ζ�

p
=1

�
hp̂ζ�

p
Ki

(
τ , x∗

τ

) [
W (τ )Ki

x
hp̂
t x

ζ�
p

t

(
t, x∗

t

) |t=τ

]q

−1
2

ni∑
hp̂ζ�

p
=1

�
hp̂ζ�

p
Ki�ji

(
τ , x∗

τ

) [
W (τ )Ki�ji

x
hp̂
t x

ζ�
p

t

(
t, x∗

t

) |t=τ

]q

⎫⎪⎬⎪⎭
(3) The transitory compensatory agent ji ∈ Ni of the system (1), (4), (6) and (8) should be described

as

Bji (τ ) = − 1√
πr

exp
[

1
4r

(
τ 2 − t2

0

)] ∑
Ki⊆Ni |N ji

(ki − 1)! (ni − ki)!
ni!

×
{ [

W (τ )Ki
t (t, xτ∗

Ki
)|t=τ

]q

−
[
W (τ )Ki�ji

t (t, xτ∗
Ki�ji

)|t=τ

]q

+
{[

W (τ )Ki
xτ∗

N
(t, xτ∗

Ki
)|t=τ

]q

−
[
W (τ )Ki�ji

xτ∗
N

(t, xτ∗
Ki�ji

)|t=τ

]q}
f Ni

[
τ , xτ∗

Ni
, ψ(τ)Ni

ji
(τ , xτ∗

Ni
)
]
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+ 1
2

ni∑
hp̂ζ�

p
=1

�
hp̂ζ�

p
Ki

(
τ , x∗

τ

) [
W (τ )Ki

x
hp̂
t x

ζ�
p

t

(
t, x∗

t

) |t=τ

]q

− 1
2

ni∑
hp̂ζ�

p
=1

�
hp̂ζ�

p
Ki�ji

(
τ , x∗

τ

) [
W (τ )Ki�ji

x
hp̂
t x

ζ�
p

t

(
t, x∗

t

) |t=τ

]q }
where, xNi(τ ) = xτ∗

Ni
∈ X τ∗

Ni
make Condition 1 implement. Bji(τ ) is the transitory compensatory of Agent

ji at transitory time τ for distributing payoff fairly, which can lead to the dynamical stable solution of
the coalition. W (τ )Ki

t is the payoff of coalition Ki at time τ under cooperative game �, n is population
of agents in system.

4 Behavior and the Equilibrium of the Agent in Multi-Local-Worlds Graph
4.1 The Cooperative Stochastic Differential Game Between Agents of Super-Agent

Regarding the cooperative stochastic differential game, two problems why an arbitrary agent
will cooperate with others and how much it will get coupled with a certain optimal strategy must
be considered. In this sense, the conflicts between coalition and individual rationality should be
considered. Scientists insist that the essence of a cooperative stochastic differential game is to distribute
the payoff between agents in the system after its profit is maximized. As mentioned above, two
problems must be considered. The first is optimizing this system by invoking Bellman dynamic
programming theorem, Pontryagain’s stochastic optimization theorem, and Fleming theorem, then
transferring the optimal problem to a corresponding Hamilton-Jacobi-Isaacs equation, which has
been resolved respectively by Chighoub et al. [10], Guo et al. [11], Gomoyunov [12]. The second one is
constructing a payoff distribution procedure for all agents [13,14]. These papers discuss the properties
and relationships among the kernel, the nucleolus, and the minimum core of the cooperative game. It is
concluded that the Shapley value is a relatively feasible method for distributing the payoff among the
agents in the system if coalition rationality constraint conditions and individual rationality constraint
conditions are considered.

However, these conclusions lack analyzing of time-varied of the system, which makes the results
far from reality. Furthermore, human behavior is very uncertain and cannot be recognized and take
on the property of diversity, which means that every agent has different behaviors at a time, and he
can select a strategy randomly, which makes the deterministic conclusions mentioned cannot fit for
the real complex system and must be adjusted to satisfy this requirement. In this paper, we omit the
diversity of the behavior and abstract them to a certain effort level. It means every agent’s behavior
transfers the input to output by laboring and maximizing the output for a long time. In this sense,
simplifying human behaviors is the most important thing one must study. This paper will analyze the
system’s property according to this idea.

4.1.1 Payoff Maximized of the Sub-System

Because the first process is to optimize an arbitrary Local-World i, i.e., Super-Agent i and the
corresponding optimal strategies can be expressed to a PDE, which has the following formation:

−Vt (t, x) − 1
2

∑
h,ζ=1

�hζ (t, x) Vxhxζ
(t, x) = max

u

{
g [t, x, u] exp

[
−
∫ t

t0

r(y)dy
]

+ Vx (t, x) f [t, x, u]
}
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and V(T , x) = q(x) exp
[
− ∫ T

t0
r(y)dy

]
+ Vx(t, x)f [t, x, u]

As far as the agent’s behavior of discount function with homogeneous exponential distribution
is considered, this is the basic representation. If agent’s behavior satisfies the distribution function
of in-homogenous exponential distribution and Lévy distribution, a similar representation will be
copied except for the discount functions. So, it is concluded that the strategies are independent of
the agent’s property if all agents have identical properties, i.e., all agents have the same distribution but
have different parameters of the dynamics function. This result should be seen in Lemma 1 and the
corresponding proof in Supplementary Material. Furthermore, the corresponding optimal strategies
trajectory should be specified by Theorem 3 coupled with corresponding proofs in Supplementary
Material for the discount function of the homogenous exponential distribution, Theorem 4, and
Lemma 2, Lemma 3, Corollary 1 and Corollary 2 coupled with corresponding proofs in Supplementary
Material for the discount function of the in-homogenous exponential distribution, and Corollary 3,
Corollary 4 and Corollary 4 coupled with corresponding proofs in Supplementary Material for the
discount function of Lévy distribution.

4.1.2 Dynamical Shapley Value for Distribution Coalition’s Payoff

Firstly, some necessary conditions should be introduced in this paper. As well known, an agent
feels rational if the following conditions are all satisfied: (1) The sum of all agent’s payoff distributed
must equal to the maximum payoff of this Local-World; (2) As far as each agent in this system is
considered, the payoff distributed that he take part in the cooperation must be not less than the one
that he does not take part in the cooperation. The former is called coalition rationality, and the latter
is called an individual coalition. Many scientists provide a rational imputation payoff method, for
example, Shapley value, to distribute payoff rationally between Agents in Super-Agent. It is proven
right that dynamical Shapley has the property of joint stability and sub-game consistency [15]. In this
sense, the agent’s payoff in arbitrary Local-World would be calculated, and so would the corresponding
optimal strategies.

Condition 1: System rational constraint Dynamical Shapley value imputation vector

v(τ )ji

(
τ , xτ∗

Ni

)
=

∑
Ki⊆Ni

(ki − 1)! (ni − ki)!
ni!

[
W (τ )Ki

(
τ , xτ∗

Ki

)
− W (τ )Ki\ ji

(
τ , xτ∗

Ki\ ji

)]
ji ∈ Ni, τ ∈ [t0, T ] and xτ∗

Ni
∈ X τ∗

Ni
, where

v(τ )i(τ , xτ∗
Ni

) = [v(τ )1(τ , xτ∗
Ni

), v(τ )2(τ , xτ∗
Ni

), . . . , v(τ )ni(τ , xτ∗
Ni

)]

Satisfying,

(1)
ni∑

ji=1

v(τ )ji

(
τ , xτ∗

Ni

)
= W (τ )Ni

(
τ , xτ∗

Ni

)
(2) v(τ )ji(τ , xτ∗

Ni
) ≥ W (τ )ji(τ , xτ∗

Nj
) for all ji ∈ Ni and τ ∈ [t0, T ]

where, (1) of Condition 1 guarantee v(τ )(τ , xτ∗
Ni

) satisfies Pareto optimization and coalition rational, and
(2) v(τ )(τ , xτ∗

Ni
) makes the individual rationality satisfied, i.e., each agent’s payoff after cooperating is not

less than the one before cooperating. Furthermore, an arbitrary Agent in this complex adaptive system
may play with all other Agents, producing several deterministic coalitions that map the cooperative
states. Set Bji(s) is the transitory payoff distributed of the agent ji at the time s ∈ [t0, T ] coupled with
v(t0)ji(t0, x0

Ni
), see Condition 2.
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Condition 2:
ni∑

ji=1

Bij(s) =
ni∑

ji=1

gji

[
s, xs∗

ji
, ψ

(t0)N∗
i

Ni

(
s, xs∗

ji

)]
, for t ∈ [τ , T ] and xt∗

Ni
∈ X t∗

Ni

From these two conditions, it is easy to see that an arbitrary Agent feels rational if and only if the
deviation among all possible payoffs is the least minimum.

It is concluded that the Shapley vector satisfies Condition 1 and Condition 2. According to
the dynamical Shapley value and cooperative game theory, we can know the agent will take the

strategy vector of
{
ψ

(t0)N∗
i

Ni

(
t, xt∗

Ni

)}T

t=t0

in whole time intervals [t0, T ], with the optimal state trajectory{
x∗

Ni
(t)
}T

t=t0

. Set the initial state is x0
Ni

at the time t0 the payoff distributed to the agent ji under

coordination should be

v(t0)ji

(
t0, x0

Ni

)
=

∑
Ki⊆Ni

(ki − 1)! (ni − ki)!
ni!

[
W t0Ki

(
t0, x0

Ki

)
− W t0Ki\ ji

(
t0, x0

Ki\ ji

)]
, ji ∈ Ni

This kind of distribution fits the initial state but unfits for arbitrary time. The state is always
changed dynamically, which makes the optimal strategies change randomly, too. Here, a dynamical
imputation mechanism must be constructed to fit the real complex management system, i.e.,

v(t0)ji

(
t, xt∗

Ni

)
=

∑
Ki⊆Ni

(ki − 1)! (ni − ki)!
ni!

[
W (t0)Ki

(
t, xt∗

Ki

)
− W (t0)Ki\ ji

(
t, xt∗

Ki\ ji

)]
where xt∗

Ni
∈ X t∗

Ni
.

The fairness of the concept is provided using the Theorem below.

Theorem 3. The transitory payoff distributed to the agent ji ∈ Ni at a time τ ∈ [t0, T ] equal to:

Bji (τ ) = −
∑
Ki⊆Ni

(ki − 1) ! (ni − ki) !
ni!

{ [
W (τ )Ki

t

(
t, xτ∗

Ki

)∣∣∣
t=τ

]
−
[

W (τ )Kii
t

(
t, xτ∗

Ki

)∣∣∣
t=τ

]
+
([

W (τ )Ki
xτ∗

Ni

(
t, xτ∗

Ki

)∣∣∣
t=τ

]
−
[

W (τ )Ki\ ji
xτ∗

N∗
i

(
t, xτ∗

Ki\ ji

)∣∣∣∣
t=τ

])
f Ni

[
τ , xτ∗

Ni
, ψ(τ)Ni

ji

(
τ , xτ∗

Ni

)]
+ 1

2

ni∑
hi ,ζi=1

�
hiζi
Ki

(
τ , x∗

τ

) [
W (τ )Kt

x
hi
t

(
t, x∗

t

)∣∣∣∣
t=τ

]
− 1

2

ni∑
hi ,ζi=1

�
hiζi
Kii

(
τ , x∗

τ

) [
W ci

x
hi
t x

(τ )Ki
t \i

(
t, x∗

t

)∣∣∣∣
t=τ

]}
where xNi(τ ) = xτ∗

Ni
∈ X τ∗

Ni
will make Condition 1 be implemented.

The proof is finished by invoking Lemma 2 and Theorem 6 in Supplementary Material. The
specification meaning should be seen in Remark 1 and Remark 2 in Supplementary Material. An
example is given to specify this process in Zheng et al. [16], to explain the agent’s coordination
strategy and effort level in the stochastic cooperative differential game framework. In fact, the rational
payoff distributed and the corresponding compensatory is independent of the discount function; the
distinction is in detail in the imputation process.

4.2 The Noncooperative Stochastic Differential Game Between Super-Agents

An Arbitrary Local-World is regarded as a Super-Agent, in this case, suppose that there are m
Super-Agents in this system. According to Hypothesis 1–2, we can know, the interaction between
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these Super-Agents is a non-cooperative stochastic differential game �. So, the corresponding model
is constructed as follows.

For an arbitrary Super-Agent i, its objective should be described as

Et0

{∫ T

t0

gi[s, xi(s), ui(s)] exp
[
−
∫ s

t0

r(y)dy
]

ds + exp
[
−
∫ T

t0

r(y)dy
]

qi(xi(T))

}
, i ∈ M (9)

The corresponding constraint equation should be:

dxi(s) = f i[s, xi(s), ui(s)]ds + σi[s, xi(s)]dzi(s), xi(t0) = x0
i (10)

There must exist a Nash equilibrium point for the system. Due to its complexity in resolving
the optimal problem, another PDE is introduced to give the corresponding solution identical to the
optimal strategy of the non-cooperative stochastic differential game.

Lemma 1. A set of controls u∗(t) = φ∗(t, x) constitutes an optimal solution to the problems introduced
above, if there exists a continuously differentiable function V(t, x) : [t0, T ] × Rm → R satisfying the
following partial differential equation

−Vt (t, x) − 1
2

∑
h,ζ=1

�hζ (t, x) Vxhxζ
(t, x) = max

u

{
g [t, x, u] exp

[
−
∫ t

t0

r(y)dy
]

+ Vx (t, x) f [t, x, u]
}

and V(T , x) = q(x) exp
[
− ∫ T

t0
r(y)dy

]
+ Vx(t, x)f [t, x, u].

As far as other discount functions are considered, similar forms are reflected except for the dis-
count function. The corresponding proof should invoke Lemma 3 and Corollary 3 in Supplementary
Material.

4.3 Coupling Between the Noncooperative Game of Super-Agent and the Cooperative Game of Agent

So far, the optimal strategy coupled with a cooperative stochastic differential game between agents
in a certain Local-World and the Nash optimal strategy coupled with a non-cooperative stochastic
differential game between differential Local-Worlds has been obtained. However, there exists another
paradox: the optimal strategy due to the cooperative stochastic differential game between Agents in
a certain Super-Agent is not identical to the optimal strategy of the agent. This is because of complex
interaction mixed as a Non-cooperative game and cooperative game, which means the most important
research for obtaining the optimal strategy of the system is to find an algorithm to couple these two
different optimal strategies together. According to Proposition 1, shown in Supplementary Material,
it is evident that the optimal solution for the Cooperative game in Super-Agent is feasible. Let’s
reconsider the essence of these two kinds of games. As far as the cooperative stochastic differential
game between Agents in this Local-World is considered, the corresponding optimal strategy of
arbitrary agents comes from a rationally distributed payoff. In fact, the total payoff comes from the
non-cooperative stochastic differential game between Super-Agents.

So, it is the identical relationship between optimization and game theory shows that there is a
mapping between the Nash optimal solution V(s, x, u) of a non-cooperative stochastic differential
game �(s, x, u) and the optimal solution W(s, x, u) of an optimization problem �(s, x, u). Invoke the
definition of the optimal solution and introduce the proof process of Theorem 2.5.1 of Yeung et al. [17],
it is easy to say that The Nash optimal solution of Super-Agent is one feasible solution of the optimal
problem, so there must be a nonlinear operator between them, which will be obtained as follows.
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According to the theory of calculus of variations, a nonlinear operator ϑ(s, x, u) is con-
structed in this paper such that there is a strong relationship between these two optimal solu-
tions mentioned above, i.e., V(s, x, u) = ϑ(s, x, u)W(s, x, u) + o(�(s, x, u)), where ϑ(s, x, u) =
ϕ(s, x, u, V(s, x, u))/W(s, x, u). Combining these two different optimal strategies, we know that the
following Theorem should be invoked as far as the discount functions with different homogenous
exponential distributions are considered.

Theorem 4. There must be a function ϕ(x) such that V(s, x, u) = ϕ(W(s, x, u))

(1) As for the complex system of management with a discount function of the homogenous exponential
distribution, we have
1) ϕ(t, x) = exp[−r(t − t0)]x if the game � is an infinite-horizon feedback game;

2) ϕ(t, x) = o(exp[−r(t − t0)]xq), and 0 < q < 1 if the game � is a feedback game.

(2) As for the complex system of management with the discount function of the in-homogenous
exponential distribution, we have

1) ϕ (t, x) =
�∑

h=1

{wh exp [−rh (t − t0)]} x if the game � is an infinite-horizon feedback game;

2) ϕ (t, x) = o

(
�∑

h=1

{wh exp [−rh (t − t0)]} xq

)
, and 0 < q < 1 if the game � is a feedback game.

(3) As for the complex system of management with the discount function with Lévy distribution, we
have

1) ϕ (t, x) = 1√
πr

exp
[
− 1

4r

(
τ 2 − t2

0

)]
x if the game � is an infinite-horizon feedback game;

2) ϕ (t, x) = o
(

1√
πr

exp
[
− 1

4r

(
τ 2 − t2

0

)]
xq

)
, and 0 < q < 1 if the game � is a feedback

game.

Theorem 4 couples the cooperative stochastic differential game between agents in an arbitrary
Local-World and the non-cooperative stochastic differential game between Super-Agents. By invoking
this result, the agent’s optimal strategy in the system must be obtained. The proof of Theorem 4 should
invoke Proposition 1, Theorem 1, Theorem 5, and Theorem 6 in Supplementary Material.

5 The Stability of Agents’ Behaviour in Deterministic Multi-Local-World Graph

Section 4 shows us the Agent’s Nash-Pareto optimal solution of the complex system of manage-
ment coupled with the game theory model in a Multi-Local-World graph. Scientists think the solution
is stable if the optimal solution of a cooperative stochastic differential game is stable, which means
the synchronism, coordination, and stability are all satisfied, which will be analyzed in this Section.
However, stability must be discussed to promise the scientific character of the solution.

The stability of the cooperative stochastic differential game solution decides whether optimal
equilibrium strategies are feasible or not. Intuitively, the stability of the solution of the corresponding
Hamilton-Jacobi-Isaacs equation and the stability of the Shapley decide the stability of the optimal
strategies. However, scientists have not yet discussed the attractor of these optimal strategies’ trajectory.
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Definition 2. The following vector is the adjusted Shapley vector if

S̃hji (x0) =
m−1∑
k=0

∫ sk+1

sk

Shk+1
ji

(̃x(s))

ni∑
ji=1

gji (sk, x̃(s))

V (̃x(s), T − s; Ni)
(11)

As for the sub-game v (̃x(s), T − s) , s ∈ [sl, sl+1), l = 0, 1, 2, . . . , m − 1], the adjusted Shapley
vector is defined according to

S̃hji (x0) =
∫ sk+1

s

Shk+1
ji

(̃x(s))

ni∑
ji=1

gji (sl, x̃(s))

V (̃x(s), T − s; Ni)
+

m−1∑
k=l+1

∫ sk+1

sk

Shk+1
ji

(̃x(s))

ni∑
ji=1

gji (sk, x̃(s))

V (̃x(s), T − s; Ni)
(12)

Introduce the adjusted Shapley vector compensatory program, γ (s) which is defined as

γji(s) = Shk+1
ji

(̃x(s))

ni∑
ji=1

gji (sk, x̃(s))

V (̃x(s), T − s; Ni)
, s ∈ [sl, sl+1) (13)

Obviously, γji(s) ≥ 0.

So, S̃hji (x0) satisfies the properties of inter-coordinative, realizable and super-addition, which
should be considered in the complex system.

The Nash-Pareto optimal solution of the cooperative stochastic differential game with the
discount function of the homogenous exponential distribution is stable if the corresponding Shapley
imputation and the corresponding compensatory mentioned in Theorem 4 and Theorem 5 in Supple-
mentary Material are proven to be adjusted Shapley vectors, respectively. The detailed proof can be
seen in Lemma 4 and Lemma 5, coupled with the proof in Supplementary Material. In this sense, the
point of this problem is transferred to find the strong condition of this mapping.

We know that the dynamical distribution mechanism for payoff and the compensatory mechanism
described describe the properties of three complex management systems, driven by agent behavior
coupled with the homogeneous discount function of the exponential distribution exp[−r(s − t0)], an

inhomogeneous discount function of the exponential distribution
�∑

h=1

{wh exp [−rh (s − t0)]} and Lévy

distribution
1√
πr

exp
[
− 1

4r

(
s2 − t2

0

)]
, respectively.

As for the first case, the payoff imputation is

v(t0)ij

(
t0, x0

Ni

)
=

∑
Ki⊆Ni

(ki − 1) ! (ni − ki) !
ni!

[
W(t0)K

(
t0, xt0

Ki

) − W(t0)Ki\ ji

(
t0, x0

Ki\ ji

)]

= Et0

{∫ T

t0

Bji(s) exp
[
−
∫ s

t0

r(y)dy
]

ds + qji

(
x∗

ji
(T)

)
exp

[
−
∫ T

t0

r(y)dy
]

| xNi (t0) = x0
Ni

}

= Et0

{∫ T

t0

Bji(s) exp [−r (s − t0)] ds + qji

(
x∗

ji
(T)

)
exp [−r (T − t0)] | xNi (t0) = x0

Ni

}
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and for t0 ≤ τ ≤ t ≤ T and xt∗
N ∈ X t∗

N , we have

v(τ )ji
(
t0, xt∗

N

) = v(t0)ji

(
t, xt∗

Ni

)
exp

[
−
∫ τ

t0

r(y)dy
]

=
∑
Ki⊆Ni

(ki − 1) ! (ni − ki) !
ni!

[
W (τ )Ki

(
τ , xt∗

Ki

)
− W (τ )Ki\ ji

(
τ , xt∗

K\ ji

)]

= Eτ

{∫ T

Bji(s) exp
[
−
∫ τ

r(y)dy
]

ds | xNi(t) = xt∗
tN .

}
The corresponding compensatory is

Bji (τ )�t = Eτ

⎧⎨⎩−
[

v(τ )ji
t

(
t, xt∗

Ni

)∣∣∣
t=τ

]
�t −

∑
ki∈Ni

[
v(τ )i

xt∗
ki

(
t, xt∗

Ni

)∣∣∣∣
t=τ

]
f N

ki

[
τ , xτ∗

Ni
, ψ(τ)N

ki

(
τ , xτ∗

Ni

)]
�t

−1
2

ni∑
h,ζ=1

�hζ

Ni

(
τ , x∗

τ

) [
v(τ )ji

xh
t xζ

t

(
t, x∗

t

)∣∣∣
t=τ

]
�t −

∑
ki∈Ni

[
v(τ )ji

xt∗
ki

(
t, xt∗

Ni

)∣∣∣∣
t=τ

]
σki

[
τ , x∗

τ

]
�zτ∗

ki

⎫⎬⎭ − o (�t)

The imputation is specified as

v(t0)ij

(
t0, x0

Ni

)
= Et0

{∫ T

t0

Bji(s)
[∫ s

t0

− p

2
√

πr3
exp

[
−p2

4r

]
dp
]

ds

+qji

(
x∗

ji
(T)

) [∫ s

t0

− p

2
√

πr3
exp

[
−p2

4r

]
dp
]

| xNi (t0) = x0
Ni

}

= Et0

{∫ T

t0

Bji(s)
1√
πr

exp
[
− 1

4r

(
s2 − t2

0

)]
ds

+qji

(
x∗

ji
(T)

) 1√
πr

exp
[
− 1

4r

(
T 2 − t2

0

)] | xNi (t0) = x0
Ni

}
(14)

and for t0 ≤ τ ≤ t ≤ T and xt∗
N ∈ X t∗

N , we have

v(τ )ji
(
t0, xt∗

N

) = v(t0)ji

(
t, xt∗

Ni

) [∫ s

t0

− p

2
√

πr3
exp

[
−p2

4r

]
dp
]

=
∑
Ki⊆Ni

(ki − 1) ! (ni − ki) !
ni!

[
W (τ )Ki

(
τ , xt∗

Ki

)
− W (τ )Ki\ ji

(
τ , xt∗

K\ ji

)]

= Eτ

{∫ T

t

Bji(s)
[∫ s

t0

− p

2
√

πr3
exp

[
−p2

4r

]
dp
]

ds | xNi (t) = xt∗
tNi

}
(15)

By analyzing the above, it is evident that the imputation mechanism adjusted has the property of
strong δ stability. The rest two adjusted Shapley vectors are

v(t0)ij

(
t0, x0

Ni

)
=

∑
Ki⊆Ni

(ki − 1) ! (ni − ki) !
ni!

[
W(t0)K

(
t0, xt0

Ki

) ni∑
ji=1

gji (sk, x̃(s))

V (̃x(s), T − s; Ni)
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− W
(t0)Ki\ji

(
t0,x0

Ki\ ji

)ni = 1
ni

gji(sk ,̃x(s))
]

= Et0

{∫ T

t0

Bji(s)
1√
πr

exp
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Ni
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(16)

v(t0)ij
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ni!

[
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) ni∑
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(
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gji (sk, x̃(s))

V (̃x(s), T − s; Ni)
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= Et0
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exp
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(
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ji
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) 1√
πr

exp
[
− 1

4r

(
T 2 − t2

0

)] | xNi (t0) = x0
Ni

}
(17)

6 The Attractor of Agents’ Behaviour in Deterministic Multi-Local-World Graph

Under the interaction between the agent and the external environment, the economic and
management system constantly changes dynamically. If and only if Agent optimal strategy converges
to a relatively constant value, the system tends to be stable and can be described as deterministic.
Furthermore, if and only if the system state converges to a certain small region, the behavior strategy
of each agent in the whole system will tend to a certain deterministic state, which will make the system
converge to its attractor as defined by Definition 6 in Supplementary Material.

The convergence of system game results determines the state’s convergence in the process. If the
system state equation dx = 0, or dx

p→ 0, the system state, can be considered as a constant value and
also means that x(s) can take specific value in-game objective equation, the problem will be simplified
to the classic problem of the game theorem.

The convergence of a random differential game in a deterministic Multi-Local-World graph
determines the property that each Agent behavior tends to a constant state in a relatively small time
scale, which is proven by Lemma 6, Lemma 7, Lemma 8 and Theorem 8 coupled with corresponding
proofs in Supplementary Material. If and only if the Agent behavior in the Multi-Local-World graph
remains constant, external environment interference, internal non-leading factors, and fluctuations
of those factors can make the innovation. Such innovation may lead to dynamic behaviors for Agent
behavior, including creating new reactions with other agents in the same local domain and in different,
breaking the relationship with other agents that have reacted with, eliminating by the system, creating
new reaction relationships with new agents coming into the system. Those behaviors are the sources
of system innovation. And then, the convergence analysis of Agent behavior in a relatively small time
scale has very important value. Furthermore, such convergence is deterministic by constraint condition
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of Agent behavior describing the system characteristics (namely, the convergence of corresponding
random differential equation of state dynamics equation). From such a Perspective, the problem will
turn to attractor analysis of Eqs. (1) and (6).

The attractor of the equation is disused by introducing a corresponding Lyapunov function L;
suppose that

L (W (t, x)) = W (t0)Ki
t

(
t, xKi

) + 1
2

m∑
h,ζ=1

�hζ

Ki

(
t, xNi

)
W (t0)Ki

xhxζ

(
t, xKi

)

+ max
uKi

⎧⎨⎩∑
ji∈Ki

gji
[
t, xji , uji

]
exp

[
−
∫ t

t0

r(y)dy
]

+
∑
ji∈Ki

W (t0Ki)
xji

(
t, xKi

)
f Ki

ji
[t, x, u]

⎫⎬⎭ (18)

For Eq. (18), we set ψ(t) = exp[−r(t − t0)], we have

L [ψ−pα(t)V(t, φ)] ≤ γ (t) − u1

(
ψ−α(t)φ(0)

) +
∫ 0

−τ

ς(θ)u2

(
ψ−α(t + θ)φ(θ)

)
dθ

= γ (t) − u1

(
ψ−α(t)φ(0)

) + E
(
u2

(
ψ−α(t)φ(t)

))
(19)

Suppose that p = 1, φ(t) = x(t), according to the property of x(t), we have

L [ψ−α(t)W(t, x)] ≤ γ (t) − [u1 (hα(t, x)) − u2 (hα(t, x))] = γ (t) − u (hα(t, x))

We can know there does exist some t, x(t) satisfying u(hα(t, x)) = 0 such that lim
t→∞

(hα, ker (u)) = 0.

Combining (18), we can see the solution satisfying this condition must be the solution of Eq. (18), so
Eq. (18) is the optimal strategy (t, xt∗

Ki
) of the agent Ki, which should be seen in Fig. 2.

These optimal strategies are stable when some degree of disruptions are added sharply, as shown
in Fig. 3.

The optimal strategies strategy driven by adjusted Shapley value is more stable, as shown in Figs. 1
and 2. The proof is seen Sub-section in 6.2 and Appendix H in the Supplementary Material.

Figure 2: The property of the attractor of stochastic differential game
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Figure 3: The property of attractor of the stochastic differential game when optimal strategy trajectory
deviates

7 Conclusion

The interaction between Agents can be concluded with two kinds of stochastic differential games:
cooperative and non-cooperative. The former happens between agents in the same Local-World.
However, the latter happens between agents in different Local-World. Agent’s behavior is decided by
two factors: the constraint condition driven by a stochastic dynamics equation on resources and the
objectivity of payoff maximized within a specific time interval.

In this paper, three different behaviors with the discount function of the homogenous exponential
distribution, in-homogenous exponential distribution, and Lévy distribution are analyzed, respec-
tively. By analyzing, it is concluded that the optimal strategy according to the cooperative stochastic
differential game in a certain Local-world and the non-cooperative stochastic differential game
between different Local-worlds are obtained, respectively. The optimal strategy of a cooperative game

is not consistent with the other. It is concluded that a nonlinear operator q =
∣∣∣∣∣∣∣∣(∂g

∂x
∂x
∂t

)
/

(
∂f
∂x

∂x
∂t

)∣∣∣∣∣∣∣∣
could couple these two different games together, which produces a Nash-Pareto optimal strategy. Thus,
it is known that the different payoff coupled with the optimal strategies of the agent ji according to
the behavior of the discount function of the homogenous exponential distribution, in-homogenous
exponential distribution, and Lévy distribution, respectively, will be

v(t)ji

(
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=

∑
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(
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)q

ni∑
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gji (t, x̃ (t))

V (̃x (t) , T − t; Ni\ji)

⎤⎥⎥⎥⎦
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where W is the agent’s optimal payoff coming from the cooperative stochastic differential game in
a certain Local-World. The vector (t, x̃ (t)) denotes the optimal strategy, in which the information
vector of transitory resources configuration, agent’s strategy structure, and local topological structure
are included, of the agent ji at the time t coupled with the cooperative stochastic differential game
in the corresponding Local-World; gji (t, x̃ (t)) denotes the objective function of the agent ji at time t;
V (̃x (t) , T − t; Ni) denotes the optimal payoff coming from the non-cooperative stochastic differential
game between Agents who stand in different Local-Worlds; however, W is the optimal payoff coupled
with the optimal solutions.

The optimal strategy is described as a mapping of the optimal strategy of a cooperative game
stochastic differential game, and the stability relies on the payoff distribution mechanism. In this paper,
we construct an adjusted dynamical stochastic Shapley value

S̃hji (x0) =
∑

Ki⊂Ni ,(ji∈Ki)

(ni − ki) ! (ki − 1) !
ni!

[
V̂ (x0, T − t0; Ki) − V̂ (x0, T − t0; Ki\{ji})

]
The adjusted dynamical stochastic Shapley payoff distribution procedure and the transitory

payoff compensatory make the agent’s optimal strategy stable and sustained and make the Agents’
behavior such that the optimal strategy converge into a deterministic attractor.
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