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Abstract: The automatically defect detection method using vision inspection
is a promising direction. In this paper, an efficient defect detection method for
detecting surface damage to cables on a cable-stayed bridge automatically is
developed. A mechanism design method for the protective layer of cables of a
bridge based on vision inspection and diameter measurement is proposed by
combining computer vision and diameter measurement techniques. A detec-
tion system for the surface damages of cables is de-signed. Images of cable
surfaces are then enhanced and subjected to threshold segmentation by utiliz-
ing the improved local grey contrast enhancement method and the improved
maximum correlation method. Afterwards, the data obtained through diame-
ter measurement are mined by employing the moving average method. Image
enhancement, threshold segmentation, and diameter measurement methods
are separately validated experimentally. The experimental test results show
that the system delivers recall ratios for type-I and II surface defects of cables
reaching 80.4% and 85.2% respectively, which accurately detects bulges on
cable surfaces.

Keywords: Defect detection; computer vision; bridge cable; image
enhancement

1 Introduction

The safe operation of a cable-stayed bridge influences the social stability and travel safety of
people. As one of main stressed components of a cable-stayed bridge, cables are exposed to air for a
long term, whose surface PE (polyethylene) protective layer is damaged to different extents. As a result,
the internal steel wires are corroded, thus influencing the structural strength. Therefore, exploring the
detection method for surface defects on cables is of great significance to guaranteeing the safety of a
bridge.
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At present, the detection methods for surface defects on cables mainly involve artificial detection,
laser scanning, and computer-vision-based inspection. Computer-vision-based inspection offers the
advantages of safety, low cost, and high efficiency and is widely applied in including rail surface
defect detection [1], non-destructive testing of wire ropes [2,3], surface defect detection on metals [4],
aero plane surface defect detection [5], corrosion detection in pipelines [6], and fabric surface defect
detection [7].

The combination of vision inspection method and image mosaicking is extensively used [8–
13]. Researchers identify surface damage by applying various methods (such as image mosaicking,
statistical inference, and convolutional neural networks) after collecting surface images of bridges.
Pham et al. [14,15] performed vision inspection on the 3-D structure of a steel bridge by designing
a climbing robot and stitched captured pictures into a whole image by using image mosaicking.
Guldur et al. [16] improved the vision inspection strategy by combining images with laser scanning.
Potenza et al. [17] quantified defects in bridges by using color-based image processing method.
Oh et al. [18] designed a robot for automatically detecting cracks and a machine vision system to detect
cracks in a bridge. Xu et al. [19] designed a cable climbing repair robot system based on independent
quadrilateral suspension, designed a supporting automatic repair mechanism, and realized a variety
of functions including visual detection. Lee et al. [20] propose a machine vision system for automatic
inspection of bridges. Adhikari et al. [21] proposed an innovative computer vision method to examine
defects in a bridge by applying digital image analysis.

In terms of the vision inspection method for surface defects of cables of a bridge, Akutsu et al. [22,23]
designed a semiautomatic robot to detect, measure, and annotate the defects of a bridge by combining
data with different types of software such as computer aided design (CAD) routines. Li et al. [24,25]
developed a vision-based distributed detection system to detect surface damage to cables and proposed
the use of the effective scale-invariant feature transform (SIFT) algorithm to realize the mosaicking
of multiple images with partially overlapped areas in different defect images. Ho et al. [26] explored
an image-based damage detection system, which can automatically identify surface damage to cables
through image processing technology and improve the image quality by using the image enhancement
method and a noise elimination technique. The robot designed by Cho et al. [27] for detecting
cables carries three cameras to photograph the surface of the cables. Yin et al. [28] study the camera
positioning in visual detection, and designs a set of visual detection and image processing system to
improve the flexibility and efficiency of camera positioning. Zhang et al. [29] also made some research
on the security of data processing and the robustness of the system, which improved the stability of
the system.

On the basis of analyzing the vision inspection processing method, a method for mechanism design
based on diameter measurement was proposed in the study to detect the defects in cables. The rest of
the study is organized as follows: Section 2 introduces the overall scheme of the defect detection system
based on vision inspection and diameter measurement; Section 3 further analyses the principles and
methods of vision inspection and diameter measurement; Section 4 outlines the experimental test and
verification; Section 5 draws conclusions.

2 Overall Scheme for Detecting Surface Defects on Cables

In the research of cable climbing robot, our team has conducted more in-depth research [30].
The proposed defect detection system based on vision inspection and diameter measurement is
composed of a cable-climbing robot, vision equipment, and a computer. The climbing robot carries
four cameras and a diameter measurement instrument to detect cables (Fig. 1), which features the
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following functions: (1) performing all-round defection on the PE protective layer of cables; (2)
automatically processing inspection data and screening information about defects; (3) providing an
accurate location for each defect. The diameter measuring instrument model is ZM100, the measuring
range reaches 500 mm, and the precision is ±0.3 μm, as shown in Fig. 1b. The diameter measuring
instrument have laser emitter and receiver laser, laser beam from the laser beam through the lens of
a set of processing into a parallel light, as long as the lasso blocking beam, a signal on the receiver,
through the photoelectric sensor signal to the processor, this can be read out by measuring the diameter
of the value.

Camera

Camera PTZ

Launcher

Laser curtain

Receiver

(b) Laser diameter measurement instrument(a) The rotational station with cameras

Figure 1: The detection mechanism for cable surfaces

The proposed climbing robot (Fig. 2a) works according to the scheme of wheeled climbing at two
sides. The robot consists of two vehicles symmetrical to a cable and connectors. The climbing device
driven by a motor is set in the active vehicle to provide climbing power to the robot. Independent
parallel-link hitches are used for the four climbing wheels of the robot (Fig. 2b) to guarantee that the
four V-shaped wheels are simultaneously pressed onto the surface of the cable, providing the clamping
force of the mechanism for cables. In view of the universality of the climbing robot for cables with
different diameters, a group of connected grooves (Fig. 2c) are set on the upper and lower connectors
on the one side of the robot able to slide, which allows further regulation of the clamping radius of the
robot by means of positioning bolts.

Motor

Active vehicle

Connectors

Driven car

V-Shaped 
wheel

Cable 

Parallel-link hitches
Grooves

(a) Climbing robot (c) Regulating mechanism(b) Parallel-link hitch

Figure 2: The whole structure of the robot for detecting cables
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2.1 Vision Inspection Module for Cables

The four cameras carried by the climbing robot are used to acquire surface images of cables; the
images taken from the four cameras are merged and stored on a secure digital (SD) memory card.
Moreover, the information is transferred (in real-time) to the ground-based workstation through the
wireless switching system for processing. The block diagram of the vision inspection system is shown
in Fig. 3.

Wireless image 
transmitter

DVR

4-way image splitter

Camera 1 Camera 2 Camera 3 Camera 4 

SD card

Wireless image 
receiver

Video capture card

Personal 
computer

Figure 3: Block diagram of the vision inspection system for detecting cable surface defects

2.2 Diameter Measurement Module for Cables

The vision inspection system can detect cracking, pits, corrosion, etc. on the protective casings
around each cable while it is difficult to perform quantitative analysis thereof. Considering this, a
diameter measurement system for cables is designed, which mainly comprises a rotational platform and
a diameter measurement instrument. The rotational platform mechanism is composed of a connecting
sheet metal and a driving device (Fig. 4a), in which the connecting sheet metal aims to connect
the climbing robot with the platform mechanism for diameter measurement. The rotational driving
device consists of a large torque motor, a spur gear, and a crescent gear. The diameter measurement
instrument is fixed on the crescent gear. To ensure accuracy of the diameter measurement instrument, it
is necessary to use a group of V-shaped universal spheres as the benchmark of the diameter in one side
of cables. The spring and three linear bearings are used to ensure that the group of V-shaped universal
spheres can press against the cable (Fig. 4b) and at the same time the laser diameter measurement
instrument is fixed by regulating the fixture. Under the driving effect of the motor, the crescent gear
drives the diameter measurement instrument to move around the cables along the semi-circular guide
to perform defect detection.

Large torque 
motor

Cable

Connect sheet 
metal

Crescent gear 

Diameter measurement
instrument

Diameter 
measurement

instrument

Cable

Linear Bearings

V-shaped         
universal spheres

Spring

(b) Benchmark for diameter measurement(a) The rotational platform

Figure 4: Diameter measurement module
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3 Principles Underpinning Image Detection and Diameter Measurement for Surface Damage Assess-
ment

To extract the information about the surface damage to such cables, it is necessary to process and
analyze the collected images and data; to attain the information on bulges on the cable surfaces, it is
also essential to process the acquired data relating to the cable diameter.

3.1 Image Processing and Analysis

The acquired surface images also contain areas beyond the cables and are subject to interference
from vibration and light. Hence, an improved local grey contrast enhancement method and an
improved maximum correlation method for threshold segmentation are proposed to improve the defect
detection performance.

3.1.1 Image Enhancement

The main part is extracted from the original image by using image matting method (Fig. 5).

Figure 5: Extracting the part with cables from the original image

Considering the influences of light and different reflection characteristics of the cable surfaces,
the surface defects of cables are possibly hidden and therefore it is necessary to highlight the defective
areas on the cable surface through image enhancement. Although the light intensity of the defective
areas possibly approaches, or is higher than, that of the background areas, the light and reflection
characteristics of each small area both vary marginally when only considering localized small areas.
Thus, the local grey contrast enhancement method is improved. At first, the extracted image of the
cable areas is transformed into the grey scale image; the grey value of each pixel in the grey scale
image is then transformed into the corresponding enhanced value.

The local grey contrast enhancement method proceeds as follows: the image collected by the robot
is set as f (x, y), which also represents the grey level at pixel point (x, y), with the local small window
of w and the size of w × h. The image with the enhanced grey level is determined as c(x, y), defined as
follows:

c (x, y) = f (x, y) − uw

f (x, y) + uw

, (x, y) ∈ w (1)

where, uw refers to the mean of grey levels of the window w.
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uw =
∑w×h

i=1 (fi(x, y))

w × h
, (x, y) ∈ w (2)

The image c(x, y) with the enhanced local grey contrast presents the following characteristics:
weakening the interference of multiplicative noise sources, and being insensitive to the intensity of
light sources. The demonstration is shown as follows:

The image with noises is set as fn(x, y), which is defined as follows:

fn (x, y) = A · f (x, y) + B, (x, y) ∈ W (3)

where, A and B separately denote multiplicative and additive noise signals.

The noisy image is transformed into cn(x, y) after being processed with the local grey contrast
enhancement method, and thus,

cn (x, y) = fn (x, y) − unw

fn (x, y) + unw

, (x, y) ∈ W (4)

where, unw denotes the mean of grey levels of the window W of the noisy image.

unw =
∑w×h

i=1 (fni (x, y))

w × h
, (x, y) ∈ W (5)

By substituting Eq. (3) into Eqs. (4)–(6) is obtained when supposing that A and B are constants
in the case that the window W is small enough.

cn (x, y) = A · f (x, y) + B − unw

A · f (x, y) + B + unw

, (x, y) ∈ W (6)

where,

unw = A · ∑w×h

i=1 fi(x, y) + B × w × h
w × h

= A ·
∑w×h

i=1 fi(x, y)

w × h
+ B = A · uw + B, (x, y) ∈ w (7)

By substituting Eq. (7) into Eqs. (6) and (8) is attained:

cn (x, y) =

⎧⎪⎪⎪⎨
⎪⎪⎪⎩

f (x, y) − uw

f (x, y) + uw

= c (x, y) B = 0, (x, y) ∈ W

A · f (x, y) − A · uw

A · f (x, y) + B + A · uw + B
B �= 0, (x, y) ∈ W

(8)

According to Eq. (8), it is found that the image processed by the local grey contrast enhancement
method is insensitive to multiplicative noise when ignoring additive noise. The insensitivity to the
intensity of light source is then verified. If the model for the image f (x, y) is shown as follows:

f (x, y) = L (x, y) × R (x, y) (9)

where, L(x, y) and R(x, y) denote the intensity of the light source forming an image and reflection
characteristics of the object surface, respectively, within the local small window W , it is assumed that
the light intensity is of a fixed value L. By substituting Eq. (9) into Eq. (1), it is attained that:

c (x, y) = L(x, y) × R(x, y) − uw

L(x, y) × R(x, y) + uw

= L × R(x, y) − L × uR
W

L × R(x, y) + L × uR
W

= R(x, y) − uR
W

R(x, y) + uR
W

, (x, y) ∈ W (10)

where, uR
W refers to the mean of R(x, y) within a small window.
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Generally, within a small area, R(x, y) insignificantly differs from uR
W for normal points, that is,

R (x, y) − uR
W << R (x, y) + uR

W (11)

For two different windows W1 and W2, it is supposed that the mean uR
W of the window W1 is large

and the variance within the window W1 is low, that is, the image within the area is relatively smooth.
The grey levels within two areas are possibly different due to different reflection characteristics of the
object surfaces even under the same light intensity; however, the local grey contrasts within the two
areas are similar. Therefore, the influences of uniform light on the image of the cable surface and the
different reflection characteristics of the surface of cables will be favorably weakened by using the grey
contrast enhancement method.

Generally, the grey level of the defective areas is lower than that of background areas. Furthermore,
if an area corresponds to the background area, the pixel grey level thereof is larger than the average
grey level within the local window. If the area corresponds to a defective area, the pixel grey level
thereof is lower than the average grey level within the local window. Considering that the grey levels
of the background areas are set as the same during threshold segmentation of images of cables, it is
feasible to define the improved local grey contrast enhancement method as follows:

c (x, y) =

⎧⎪⎨
⎪⎩

f (x, y) − uw

f (x, y) + uw

f (x, y) < uw

0 f (x, y) ≥ uw

, (x, y) ∈ W (12)

where, the grey level equals 0 when the pixel f (x, y) of a local area is larger than the average uw within
a local window.

The image with the enhanced local grey contrast shows the following characteristics: weakening
the interference of multiplicative noises and being insensitive to the intensity of light sources. It can be
supposed that the grey level of the defective areas is lower than that of the background areas for an
image with the enhanced local grey contrast of small areas.

The curved surface taking the pixel grey level f (x, y) and the average grey level uw within the small
window W as the independent variables and the local grey contrast c(x, y) as the dependent variable
is displayed in Fig. 6a. It can be seen from the figure that the local grey contrast of the areas with a
low pixel grey level in the original image is remarkably enhanced when the average grey within the
window is low. In the image of the curved surface, the change curves of the local grey contrast with the
pixel grey level are shown in Figs. 6b and 6c when the average grey levels within the window are set as
220 and 15. As shown in Fig. 6b, the local grey contrast approximately linearly varies with the pixel
grey level at a large average grey level within the window. It can be found from Fig. 6c that at a low
average grey level within the window, the local grey contrast is in [−1, 0] under the pixel grey level [0,
25]; however, the local grey contrast is in the range of (0, 1) when the pixel grey level is within (26, 255],
that is, the part with a low pixel grey level can be enhanced under the effect of the local grey contrast
when the average grey level within the local window is low. Generally, the grey level of defective areas
is lower than that of background areas, with a low average grey level, and the grey contrast within a
localized small area is enhanced, thus overcoming the influences of light and reflection characteristics.
Therefore, the method can significantly enhance defective areas.
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Figure 6: Analysis of the local grey contrast

3.1.2 Threshold Segmentation

After the images on the cable surface are enhanced, the pixels in the image mainly include defects,
background, and noise. It is only necessary to detect the defective areas therein. The images are
segmented by applying the improved maximum correlation method.

The maximum correlation method mainly describes as follows: for an image c(x, y) with size of
W × H, it is supposed that cm = {0, 1, · · · , m} represents a set of grey levels of the image c(x, y) after
being normalized; fi(i ∈ cm) denotes the frequency of occurrence of the grey level i in the image c(x, y).
Thus, the probability of occurrence of the grey level i in the image c(x, y) is expressed as follows:

pi = fi

W × H
, i ∈ cm (13)

By successively calculating the probability of each grey level, the probability distribution can be
attained:

PG = {pi|i ∈ cm} (14)

The probability distribution PG is divided into A and B:

A =
{

p0

p (Ts)
,

p1

p (Ts)
, · · · ,

pTs−1

p (Ts)

}
(15)

B =
{

pTs

1 − p (Ts)
,

pTs+1

1 − p (Ts)
, · · · ,

pm−1

1 − p (Ts)

}
(16)

where, P(TS) refers to the total probability of the grey level in the range of [0, Ts − 1], that is,

P (Ts) =
∑Ts−1

i=0
pi (17)

TS denotes the optimal segmentation threshold. The selection of Ts must ensure that Eq. (18) is
maximized.
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TC (Ts) = CA (Ts) + CB (Ts) (18)

where, CA(Ts) and CB(Ts) are the correlations of the probability distribution A and B. In the study,
CA(Ts) and CB(Ts) can be separately regarded as the defect and background correlation functions,
which are separately defined as follows:

CA (Ts) = − ln
Ts−1∑
i=0

{
pi

P (Ts)

}2

(19)

CB (Ts) = − ln
m−1∑
j=Ts

{
pi

1 − p (Ts)

}2

(20)

The defective areas are small in the defect images. In view of this, the optimal threshold is greatly
affected by the correlation function CA(Ts) for defects. Moreover, the proportion of the defective areas
is related to the numbers of defective pixels and background pixels segmented by the optimal threshold.
The improved maximum correlation method is described as follows:

Let the weight coefficient w(Ts, α) be

w (Ts, α) = (1 − P (Ts))
α (21)

thus, the improved maximum correlation method for threshold segmentation is defined as follows:

TCw(Ts) = w(Ts, α) · CA(Ts) = (1 − P(Ts))
α · CA(Ts) (22)

where, parameter α refers to the proportion of the defective areas in an image of a cable.

The improved maximum correlation method proposed in the study is defined by the product of the
correlation function for defects and the weight coefficient w(Ts, α). The correlation function for defects
is defined in Eq. (19) and the explanation of the weight coefficient is displayed in Fig. 8. Fig. 8 shows
the changes in weight coefficient w(Ts, α) with the segmentation threshold when parameter α of the
weight coefficient w(Ts, α) is separately set to 0.5, 1, and 15 after four original images (Fig. 7) of cables
on a cable-stayed bridge are enhanced by using the improved local grey contrast enhancement method.
As shown in the figure, the weight coefficient decreases with increasing segmentation threshold
independent of α. At a large segmentation threshold, the weight coefficient decreases rapidly. As the
weight coefficient is within the range [0, 1], it is possible to reduce the background correlation function
of the areas larger than the segmentation threshold with the aid of the weight coefficient. Thus, it can
be guaranteed that the optimal segmentation threshold is taken at a low grey level, which can weaken
the background, and noise information.

(a) Fracture (b) Scratch (c) Hole (d) Crack

Figure 7: Surface damage to cables
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Figure 8: Changes in the weight coefficient with the segmentation threshold based on the improved
maximum correlation method

3.1.3 Defect-Judgment Method

Due to the presence of noise, and some rough areas on the cables, the image of the cable surface
after segmentation does not always correspond to defects. It is necessary to judge further the segmented
areas. The defects are judged by applying the statistical comparison method.

The specific method is described as follows: m images without surface defects are selected, then
extracted, enhanced, and segmented to calculate the gradient values of the images after threshold
segmentation. The pixel number Ti(i ∈ [1, m]) of each gradient diagram within a certain gradient
value U is separately computed. Afterwards, T obtained through Eq. (23) is taken as the cut-off value.

T =
∑m

i=1Ti

m
(23)

When the surface images f (x, y) are detected, the gradient values of the images are also calculated
after extracting, enhancing, and segmenting the images. Similarly, the numbers of pixels Ts of the
gradient values within the set range U are computed. The judgment is performed according to Eq. (24):

f (x, y) =
{

defect Ts > T
Non−defective Ts ≤ T

(24)

When Ts is larger than the cut-off value, there are defects; otherwise, no defects are detected.
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3.2 Data Processing Through Diameter Measurement

To attain an intuitive picture of the diameter of cables, it is necessary to process the data obtained
through the diameter measurement of cables. A moving averaging method is proposed to analyze the
measured data. The datum x(t) obtained by dynamically testing the diameter of cables consists of
the deterministic component f (t) and the random component e(t). The former denotes the required
measurement while the latter denotes the error. The corresponding dynamic test datum can be
expressed as follows:

x (n) = f (n) + e (n) (n = 1, 2, 3 . . .) (25)

The more accurately to express the measured result and inhibit the influence of the random error
e(n), smoothing and filtering are commonly performed on dynamic test data x(n) (which is regarded
as a stationary signal within a small range). Local averaging is performed within that range to reduce
the random error caused by e(n). By gradually narrowing the range and constantly performing local
averaging, the smoothed and filtered result f (n) is obtained to filter the random error: however, only
the majority of values in the middle part can be attained by using the moving averaging method while
it cannot analyze multiple data points in the starting and ending positions (the so-called end effect).

The moving averaged sequence of x(n) with the sample size N is expressed as follows:

x̂ (n) = 1
k

k∑
i=1

x (n + i − 1) , (n = 1, 2, 3, . . . , N − K + 1) (26)

where, k denotes the moving length. The value of k is determined according to the sample size. The
data obtained through diameter measurement are calculated by using the moving averaging method
based on Eq. (26). Moreover, N − K + 1 smoothed values are attained based on N data. Owing to the
defect signals from the cable surface being considered as an important part of the random error e(n),
the high-frequency error signal en = yn − fn of defects can be attained by calculating the difference
between the raw signal yn and the signal fn for measured results.

A scheme for relative measurement is proposed based on the moving averaging method, that
is, the mechanism first detects the surface of non-destructive cables to obtain a group of reference
data; afterwards, the cables under equivalent conditions are measured based on the mechanism.
The systematic measurement error and trend of the mechanism are acquired according to the
reference data, based on which the measured data are processed. Compared with the ordinary filtering
algorithm, the measurement method can better measure the surface conditions of cables to decrease
systemic error and increase the measurement accuracy.

4 Experimental Test
4.1 Data Processing Through Diameter Measurement

The test system includes a camera with a focal length of 2.8 mm, an Angle of 80°, and a shooting
distance of 10 cm. An image splitter that supports NTSC/PAL dual video systems. Digital video
recorder (DVR) with frame rate up to 30fps using Mpeg-4 video compression technology. a wireless
image receiver, a wireless image transmitter, a video capture card, test cables, and a computer. Fig. 9
shows the main devices used for video capture.

According to the level of damage to the cable surface, the images are divided into two types:
separately containing a large (type-I) and a small (type-II) damage area of defects, which temporarily
do not influence the cables. To evaluate the performance of the detection algorithm, the accuracy P
and recall ratio R are used as performance indices, defined as follows:
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P = T
T + F

× 100% (27)

R = T
S

× 100% (28)

where, T represents the number of the defect images correctly detected by using the algorithm; F and
S denote the number of images without surface defects detected by using the algorithm and the total
number of images of each type of defect. According to the definition, it can be found that the accuracy
is inversely proportional to the recall ratio, however, it is essential to ensure detection of all defects on
the cables of a bridge, thus, the recall ratio is more important than the accuracy.

Light intensity 
sensor

Infrared light

Focus adjustment

(a) Camera (b) Image splitter (c) DVR (d) Video capture card

Figure 9: Devices for image capture

4.2 Tests on Image Enhancement and Image Threshold Segmentation

To test the effect of the image enhancement method, the following test is designed: different images
on the surface defects of the cables are selected and processed by separately using local grey contrast
enhancement method and the improved grey contrast enhancement method. The results are shown in
Fig. 10 wherein, a1, a2, a3, and a4 correspond to the images of surface defects of cables, separately
showing an accumulation of small particles, cracks, scratches, and holes; rows b and c separately
display the results after processing by the local grey contrast enhancement method and the improved
grey contrast enhancement method. As shown in Fig. 10, the local grey contrast enhancement method
can enhance the images of the cable surface while its effect is inferior to that of the improved method.
The defective parts of the cable surface are well enhanced and highlighted in the results processed by
using the improved grey contrast method.

a1 a2 a3 a4

(a)

(b)

(c)

(a) Original images; (b) Results processed by using the grey contrast enhancement method; (c) Results
processed by applying the improved grey contrast enhancement method

Figure 10: Test results
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Aiming at the proposed threshold segmentation method, the following test is designed: different
images of surface defects on cables are selected and then processed by applying the maximum
correlation method and the improved maximum correlation method. The results are displayed in
Fig. 11. The row a show the images of surface defects of cables. The rows b and c show the results
of examples segmented based on the maximum correlation method and the improved maximum
correlation method after the images are processed with the improved local grey contrast enhancement
method. By comparing rows b and c, it can be found that the segmentation threshold t calculated by
using the improved maximum correlation method is generally lower than that obtained when using
the original method. This indicates that the improved method for threshold segmentation can better
segment those parts of images pertaining to defects compared to the original method.

t=138t=72t=109 t=109

t=144t=75t=132 t=111

(a)

(b)

(c)

(a) Original images; (b) Results obtained by using the maximum correlation method; (c) Results obtained
by applying the improved maximum correlation method  

Figure 11: Results obtained using two methods of threshold segmentation (t: segmentation threshold)

In the improved local grey contrast enhancement method, the accuracy and recall ratio changes
across the different types of windows. Aiming at that problem, the test based on the control variate
method is designed, that is, the improved maximum correlation method is applied as the threshold
segmentation method during the test; moreover, the parameter α is set as 1 so that only the type of
window varied. As shown in Table 1, the size of the test image is determined as M × N and that of
the test window is set to M × 1, M × 2, M × 3, M/2 × 1, and M/3 × 1, recorded as columns 1, 2,
3, 1/2, and1/3, respectively. It can be seen from the table that there are high recall ratios for type-I
(80.4%) and type-II (85.2%) defects when the size of the window is M × 1. Compared with the results
(the recall ratios for type-I (56.5%) and type-II (66.7%) defects) attained without the application of
the enhancement method, the performance of the algorithm increases, achieving the better detection
effect.

In the improved maximum correlation method for threshold segmentation, parameter α is defined
as the proportion of the defective areas in the images of cables and the segmentation threshold is
related to the value of α. The test is conducted based on the control variate method. The improved
local grey contrast method is applied as the enhancement method; moreover, when the type of window
is determined (Column 1), parameter α is separately set to 0, 0.5, 1, 2, 3, 4, 5, 10, 15, and 20 to test the
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performance indices of the algorithm. Fig. 12 shows the changes in the accuracy and recall ratio with
changes in parameter α.

Table 1: Comparison of effects when applying different types of windows

Type of window Column 1 Column 2 Column 3 Column 1/2 Column 1/3

Type of defects I II I II I II I II I II

Accuracy P (%) 75.5 88.46 81.4 85.7 80.9 85.9 88.5 90.8 90.6 91.76
Recall ratio R (%) 80.4 85.2 76 82.5 73.9 82 67.4 89.4 63.04 82.5

(a) Changes in accuracy with parameter � (b) Changes in recall ratio with parameter � 

Figure 12: The influence of parameter α on the performance of the algorithm

The recall ratio is more important relative to the accuracy. It can be seen from Fig. 12b that the
recall ratio almost reaches a maximum when α is 1. The recall ratio of the algorithm for type-I defects
is 80.4%, showing an accuracy of 75.5%; the recall ratio for type-II defects is 85.2%, with an accuracy
of 88.46%. This shows that the detection algorithm presents favorable performance.

4.3 Test on the Module for Diameter Measurement of Surface Damage to Cables

To detect the surface damage to cables, the test equipment designed and used for direct measure-
ment is shown in Figs. 13a and 13b. The bulges on cables are simulated by pasting the paper with a
certain thickness onto a polyvinyl chloride (PVC) pipe. The simulated bulges are measured through
two methods: 1) circumferential measurement: the robot for detection climbed and drove the diameter
measurement mechanism to the measuring points and then the rotational mechanism cyclically swung
to perform the measurement. The width of the shielded laser screen is measured by using the diameter
measurement instrument and recorded; 2) axial measurement: the detection mechanism swung to a
certain angle and the robot scanned and detected the cable while climbing and recorded the data.
Fig. 13c shows the picture of robot field test. The distribution of the raw data collected through the
tests is shown in Fig. 14.
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Detection robot

(a) Circumferential measurement (b) Axia l measurement (c) Robot field test

Figure 13: Diameter measurement test

For circumferential measurement, it can be seen from Fig. 14a that, although a certain benchmark
mechanism is defined in the measurement system, the measured benchmark data are non-linear due
to various reasons such as the uneven mechanism during the test. At two rotational limit angles of
the platform, the deviation gradually increases, with the error being about 1 to 1.5 mm. For the axial
measurement (Fig. 14b), the measured data are relatively stable. The height difference of three bulges
set and the contour shapes of the bulges can be clearly observed; however, the measured values still
fluctuate to some extent and therefore it remains necessary to process the measured data.

Figure 14: The distribution of the acquired raw data

Fig. 15a compares the reference data and the measured data of bulges collected by the mechanism.
By calculating the differences between the two types of data and then finding their moving averaged
values, error signals are obtained, as shown in Fig. 15b. Through observation, it is found that the
height of the bulge is 2.4 mm and the observable time of the bulge is about 0.6 s. On this basis, it is
feasible to infer the shape of the bulge.

The deviations in data are low during longitudinal measurement, the signals are thus directly
filtered based on the moving averaging method and the resulting images are shown in Fig. 16. The
heights of bulges can be found from the figure. In addition, according to the measurement time of
signals and the operating speed of the robot, it is feasible to infer the longitudinal width of bulges, and
the measured heights of longitudinal bulges are 10.178, 6.638, and 8.288 mm, respectively.
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Figure 15: Relative measurement method

Figure 16: Data curves during longitudinal measurement

The above test results show that the heights and widths of the surface damages of cables can be
acquired through circumferential and axial measurements based on the relative measurement method,
thus effectively evaluating the damage to the protective casings of stay cables.

5 Conclusion

To overcome the difficulty in detecting the surface defects of cables of a bridge, a detection device
and method for surface defects of cables is proposed based on computer vision and laser diameter
measurement. The improved local grey contrast enhancement method and the improved maximum
correlation method are proposed, and the data processing method (i.e., moving averaging method)
used for diameter measurement is analyzed. The simulation and experimental verification of these
methods on the damage measurement of cables are performed. The results reveal that the application of
the improved local grey contrast method and the improved maximum correlation method for threshold
segmentation allows better defect identification. Moreover, in the case that the size of the windows is
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M × 1 and the parameter α is set to 1, the recall ratios for type-I and type-II defects reach 80.4%
and 85.2%, respectively; during the diameter measurement test of cables, the observed height of the
transverse bulge is about 2.4 mm while those of longitudinal bulges are 10.178, 6.638, and 8.288 mm,
respectively. The test data approach the actual sizes.

Funding Statement: This work was supported by the National Natural Science Foundation of
China (Grant Nos. 52175100), the Natural Science Foundation of Jiangsu Province (Grant Nos.
BK20201379), Jiangsu Provincial natural science research major project (Grant Nos. 21KJA460013)
and six talent peaks project in Jiangsu Province (Grant Nos. JY-081).

Conflicts of Interest: The authors declare that they have no known competing financial interests or
personal relationships that could have appeared to influence the work reported in this paper.

References
[1] Q. Li and S. Ren, “A real-time visual inspection system for discrete surface defects of rail heads,” IEEE

Transactions on Instrumentation and Measurement, vol. 61, no. 8, pp. 2189–2199, 2012.
[2] P. Zhou, G. Zhou, Y. Li, Z. He and Y. Liu, “A hybrid data-driven method for wire rope surface defect

detection,” IEEE Sensors Journal, vol. 99, pp. 1–1, 2020.
[3] X. Huang, Z. Liu, X. Zhang, J. Kang, M. Zhang et al., “Surface damage detection for steel wire ropes using

deep learning and computer vision techniques,” Measurement, vol. 161, pp. 107843, 2020.
[4] J. P. Yun, D. Kim, K. H. Kim, S. J. Lee, C. H. Park et al., “Vision-based surface defect inspection for thick

steel plates,” Optical Engineering, vol. 56, no. 5, pp. 053108, 2017.
[5] B. Ramalingam, V. H. Manuel, M. R. Elara, A. Vengadesh, A. K. Lakshmanan et al., “Visual inspection

of the aircraft surface using a teleoperated reconfigurable climbing robot and enhanced deep learning
technique,” International Journal of Aerospace Engineering, vol. 1, pp. 1–14, 2019.

[6] S. A. Idris, F. A. Jafar, Z. Jamaludina and N. Blar, “Improvement of corrosion detection using vision system
for pipeline inspection,” Applied Mechanics and Materials, vol. 761, pp. 125–131, 2015.

[7] Y. Li, J. Ai and C. Sun, “Online fabric defect inspection using smart visual sensors,” Sensors, vol. 761, pp.
4659–4673, 2013.

[8] M. R. Saleem, J. W. Park, J. H. Lee and M. Z. Sarwar, “Instant bridge visual inspection using an
unmanned aerial vehicle by image capturing and geo-tagging system and deep convolutional neural
network,” Structural Health Monitoring, vol. 20, no. 4, pp. 1760–1777, 2020.

[9] S. Albahli, H. T. Rauf, M. Arif, M. T. Nafis and A. Algosaibi, “Identification of thoracic diseases by
exploiting deep neural networks,” Computers, Materials & Continua, vol. 66, no. 3, pp. 3139–3149, 2021.

[10] Y. Li, W. Zhao, X. Zhang and Q. Zhou,“A two-stage crack detection method for concrete bridges using
convolutional neural networks,” IEICE Transactions on Information and System, vol. 101, no. 12, pp. 3249–
3252, 2018.

[11] S. Husain, M. Imran, A. Ahmad, Y. Ahmad and K. Elahi, “A study of cellular neural networks with vertex-
edge topological descriptors,” Computers, Materials & Continua, vol. 70, no. 2, pp. 3433–3447, 2022.

[12] P. Prasanna, K. Dana, N. Gucunski and B. Basily, “Computer-vision based crack detection and analysis,”
Proceedings of Spie the International Society for Optical Engineering, vol. 8345, pp. 115, 2012.

[13] X. R. Zhang, X. Sun, X. M. Sun, W. Sun and S. K. Jha, “Robust reversible audio watermarking scheme
for telemedicine and privacy protection,” Computers, Materials & Continua, vol. 71, no. 2, pp. 3035–3050,
2022.

[14] N. H. Pham, H. M. La, Q. P. Ha, S. N. Dang, A. H. Vo et al., “Visual and 3D mapping for steel bridge
inspection using a climbing robot,” in 33th Int. Symp. on Automation and Robotics in Construction, Auburn,
Alabama, US, pp. 125–132, 2016.

[15] A. Marchewka, P. Ziółkowski and V. Aguilar-Vidal, “Framework for structural health monitoring of steel
bridges by computer vision,” Sensors, vol. 20, no. 3, pp. 700, 2020.



2226 CMC, 2023, vol.75, no.1

[16] B. Guldur, Y. Yan and J. F. Hajjar, “Condition assessment of bridges using terrestrial laser scanners,”
Proceedings of Structures Congress 2015, Portland, Oregon, April 23−25, 2015, pp. 355–366, 2015.

[17] F. Potenza, C. Rinaldi, E. Ottaviano and V. Gayyulli, “A robotics and computer-aided procedure for defect
evaluation in bridge inspection,” Journal of Civil Structural Health Monitoring, vol. 10, pp. 1–14, 2020.

[18] J. K. Oh, G. Jang, S. Oh, J. H. Lee, B. L. Yi et al., “Bridge inspection robot system with machine vision,”
Automation in Construction, vol. 18, no. 7, pp. 929–941, 2009.

[19] F. Xu, S. Dai, Q. Jiang and X. Wang, “Design, analysis, and testing of a climbing robot to repair the cables
on cable-stayed bridges,” Automation in Construction, vol. 129, pp. 103807, 2021.

[20] J. H. Lee, J. M. Lee, H. J. Kim and Y. S. Moon, “Machine vision system for automatic inspection of bridges,”
in 2008 Congress on Image and Signal Processing 27-30 May, vol. 3, IEEE, Sanya, Hainan, China, pp. 363–
366, 2008.

[21] R. S. Adhikari, O. Moselhi and A. Bagchi, “A study of image-based element condition index for
bridge inspection,” ISARC, Proceedings of the International Symposium on Automation and Robotics in
Construction, vol. 30, pp. 1, 2013.

[22] A. Akutsu, E. Sasaki, K. Takeya, Y. Kobayashi, K. Suzuki et al., “A comprehensive study on development
of a small-sized self-propelled robot for bridge inspection,” Structure and Infrastructure Engineering, vol.
13, no. 8, pp. 1056–1067, 2017.

[23] Y. C. Chen, C. E. Yang and S. C. Kang, “A lightweight bridge inspection system using a dual-cable
suspension mechanism,” Automation in Construction, vol. 46, pp. 52–63, 2012.

[24] X. Li, C. Gao, Y. Guo, F. He and Y. Shao, “Cable surface damage detection in cable-stayed bridges using
optical techniques and image mosaicking.” Optics & Laser Technology, vol. 110, pp. 36–43, 2019.

[25] W. Jianlin and P. Jianping, “A method of background segmentation for surface defect of bridge cables,”
Engineering of Surveying and Mapping, vol. 27, no. 7, pp. 24–29, 2018.

[26] H. N. Ho, K. D. Kim, Y. S. Park and J. J. Lee, “An efficient image-based damage detection for cable surface
in cable-stayed bridges,” Ndt & E International, vol. 58, pp. 18–23, 2013.

[27] K. H. Cho, H. M. Kim, Y. H. Jin, F. Liu, H. Moon et al., “Inspection robot for hanger cable of suspension
bridge: Mechanism design and analysis,” IEEE/ASME Transactions on Mechatronics, vol. 18, no. 6, pp.
1665–1674, 2013.

[28] R. J. Yin and J. Yang, “Research on robot control technology based on vision localization,” Journal on
Artificial Intelligence, vol. 1, no. 1, pp. 37–44, 2019.

[29] X. R. Zhang, W. F. Zhang, W. Sun, X. M. Sun and S. K. Jha, “A robust 3-D medical watermarking based
on wavelet transform for data protection,” Computer Systems Science & Engineering, vol. 41, no. 3, pp.
1043–1056, 2022.

[30] F. Xu, Q. Jiang, Y. Lu and G. Jiang, “Modelling of a soft multi-chambered climbing robot and experiments,”
Smart Materials and Structures, vol. 30, no. 3, pp. 1–17, 2021.


	Nondestructive Testing of Bridge Stay Cable Surface Defects Based on Computer Vision
	1 Introduction
	2 Overall Scheme for Detecting Surface Defects on Cables
	3 Principles Underpinning Image Detection and Diameter Measurement for Surface Damage Assessment
	4 Experimental Test
	5 Conclusion



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Dot Gain 20%)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Warning
  /CompatibilityLevel 1.4
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /LeaveColorUnchanged
  /DoThumbnails false
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams false
  /MaxSubsetPct 100
  /Optimize true
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo true
  /PreserveFlatness true
  /PreserveHalftoneInfo false
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts true
  /TransferFunctionInfo /Apply
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile (None)
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 300
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages false
  /ColorImageDownsampleType /Average
  /ColorImageResolution 300
  /ColorImageDepth 8
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /FlateEncode
  /AutoFilterColorImages false
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /ColorImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 300
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages false
  /GrayImageDownsampleType /Average
  /GrayImageResolution 300
  /GrayImageDepth 8
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /FlateEncode
  /AutoFilterGrayImages false
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /GrayImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 1200
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages false
  /MonoImageDownsampleType /Average
  /MonoImageResolution 1200
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /CreateJDFFile false
  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000500044004600206587686353ef901a8fc7684c976262535370673a548c002000700072006f006f00660065007200208fdb884c9ad88d2891cf62535370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef653ef5728684c9762537088686a5f548c002000700072006f006f00660065007200204e0a73725f979ad854c18cea7684521753706548679c300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002000740069006c0020006b00760061006c00690074006500740073007500640073006b007200690076006e0069006e006700200065006c006c006500720020006b006f007200720065006b007400750072006c00e60073006e0069006e0067002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200076006f006e002000640065006e0065006e002000530069006500200068006f00630068007700650072007400690067006500200044007200750063006b006500200061007500660020004400650073006b0074006f0070002d0044007200750063006b00650072006e00200075006e0064002000500072006f006f0066002d00470065007200e400740065006e002000650072007a0065007500670065006e0020006d00f60063006800740065006e002e002000450072007300740065006c006c007400650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000410064006f00620065002000520065006100640065007200200035002e00300020006f0064006500720020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f0073002000640065002000410064006f0062006500200050004400460020007000610072006100200063006f006e00730065006700750069007200200069006d0070007200650073006900f3006e002000640065002000630061006c006900640061006400200065006e00200069006d0070007200650073006f0072006100730020006400650020006500730063007200690074006f00720069006f00200079002000680065007200720061006d00690065006e00740061007300200064006500200063006f00720072006500630063006900f3006e002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f00620065002000500044004600200070006f007500720020006400650073002000e90070007200650075007600650073002000650074002000640065007300200069006d007000720065007300730069006f006e00730020006400650020006800610075007400650020007100750061006c0069007400e90020007300750072002000640065007300200069006d007000720069006d0061006e0074006500730020006400650020006200750072006500610075002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA <FEFF005500740069006c0069007a007a006100720065002000710075006500730074006500200069006d0070006f007300740061007a0069006f006e00690020007000650072002000630072006500610072006500200064006f00630075006d0065006e00740069002000410064006f006200650020005000440046002000700065007200200075006e00610020007300740061006d007000610020006400690020007100750061006c0069007400e00020007300750020007300740061006d00700061006e0074006900200065002000700072006f006f0066006500720020006400650073006b0074006f0070002e0020004900200064006f00630075006d0065006e007400690020005000440046002000630072006500610074006900200070006f00730073006f006e006f0020006500730073006500720065002000610070006500720074006900200063006f006e0020004100630072006f00620061007400200065002000410064006f00620065002000520065006100640065007200200035002e003000200065002000760065007200730069006f006e006900200073007500630063006500730073006900760065002e>
    /JPN <FEFF9ad854c18cea51fa529b7528002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e30593002537052376642306e753b8cea3092670059279650306b4fdd306430533068304c3067304d307e3059300230c730b930af30c830c330d730d730ea30f330bf3067306e53705237307e305f306f30d730eb30fc30d57528306b9069305730663044307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e30593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020b370c2a4d06cd0d10020d504b9b0d1300020bc0f0020ad50c815ae30c5d0c11c0020ace0d488c9c8b85c0020c778c1c4d560002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken voor kwaliteitsafdrukken op desktopprinters en proofers. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200066006f00720020007500740073006b00720069006600740020006100760020006800f800790020006b00760061006c00690074006500740020007000e500200062006f007200640073006b0072006900760065007200200065006c006c00650072002000700072006f006f006600650072002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002000730065006e006500720065002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f0062006500200050004400460020007000610072006100200069006d0070007200650073007300f5006500730020006400650020007100750061006c0069006400610064006500200065006d00200069006d00700072006500730073006f0072006100730020006400650073006b0074006f00700020006500200064006900730070006f00730069007400690076006f0073002000640065002000700072006f00760061002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f0074002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a00610020006c0061006100640075006b006100730074006100200074007900f6007000f60079007400e400740075006c006f0073007400750073007400610020006a00610020007600650064006f007300740075007300740061002000760061007200740065006e002e00200020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740020006600f600720020006b00760061006c00690074006500740073007500740073006b0072006900660074006500720020007000e5002000760061006e006c00690067006100200073006b0072006900760061007200650020006f006300680020006600f600720020006b006f007200720065006b007400750072002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Use these settings to create Adobe PDF documents for quality printing on desktop printers and proofers.  Created PDF documents can be opened with Acrobat and Adobe Reader 5.0 and later.)
  >>
  /Namespace [
    (Adobe)
    (Common)
    (1.0)
  ]
  /OtherNamespaces [
    <<
      /AsReaderSpreads false
      /CropImagesToFrames true
      /ErrorControl /WarnAndContinue
      /FlattenerIgnoreSpreadOverrides false
      /IncludeGuidesGrids false
      /IncludeNonPrinting false
      /IncludeSlug false
      /Namespace [
        (Adobe)
        (InDesign)
        (4.0)
      ]
      /OmitPlacedBitmaps false
      /OmitPlacedEPS false
      /OmitPlacedPDF false
      /SimulateOverprint /Legacy
    >>
    <<
      /AddBleedMarks false
      /AddColorBars false
      /AddCropMarks false
      /AddPageInfo false
      /AddRegMarks false
      /ConvertColors /NoConversion
      /DestinationProfileName ()
      /DestinationProfileSelector /NA
      /Downsample16BitImages true
      /FlattenerPreset <<
        /PresetSelector /MediumResolution
      >>
      /FormElements false
      /GenerateStructure true
      /IncludeBookmarks false
      /IncludeHyperlinks false
      /IncludeInteractive false
      /IncludeLayers false
      /IncludeProfiles true
      /MultimediaHandling /UseObjectSettings
      /Namespace [
        (Adobe)
        (CreativeSuite)
        (2.0)
      ]
      /PDFXOutputIntentProfileSelector /NA
      /PreserveEditing true
      /UntaggedCMYKHandling /LeaveUntagged
      /UntaggedRGBHandling /LeaveUntagged
      /UseDocumentBleed false
    >>
  ]
>> setdistillerparams
<<
  /HWResolution [300 300]
  /PageSize [612.000 792.000]
>> setpagedevice


