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Abstract: In the cloud environment, the transfer of data from one cloud
server to another cloud server is called migration. Data can be delivered in
various ways, from one data centre to another. This research aims to increase
the migration performance of the virtual machine (VM) in the cloud envi-
ronment. VMs allow cloud customers to store essential data and resources.
However, server usage has grown dramatically due to the virtualization of
computer systems, resulting in higher data centre power consumption, storage
needs, and operating expenses. Multiple VMs on one data centre manage
share resources like central processing unit (CPU) cache, network bandwidth,
memory, and application bandwidth. In multi-cloud, VM migration addresses
the performance degradation due to cloud server configuration, unbalanced
traffic load, resource load management, and fault situations during data
transfer. VM migration speed is influenced by the size of the VM, the dirty rate
of the running application, and the latency of migration iterations. As a result,
evaluating VM migration performance while considering all of these factors
becomes a difficult task. The main effort of this research is to assess migration
problems on performance. The simulation results in Matlab show that if the
VM size grows, the migration time of VMs and the downtime can be impacted
by three orders of magnitude. The dirty page rate decreases, the migration time
and the downtime grow, and the latency time decreases as network bandwidth
increases during the migration time and post-migration overhead calculation
when the VM transfer is completed. All the simulated cases of VMs migration
were performed in a fuzzy inference system with performance graphs.
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1 Introduction

VM allows a virtualized service to seamlessly relocates between servers, allowing it to respond to
changes in the environment quickly. However, there is a shortage of knowledge about its performance
despite extensive investigation. Live migration is a solution that tries to move an application between
physical hosts with nearly little downtime, making it ideal for huge, heterogeneous, and flexible
environments since it allows the application to run in the best possible node at all times [1].

The cross-cloud platform is primarily intended for organizations with diverse users. Typically, the
end user will submit a ticket to the 3rd level team to seek a service for purposes such as deploying
new containers in the VM for development or testing and migrating containers from one VM to
another VM within the same cloud or in a different cloud for various objectives. As a result, an
organization’s 3rd level team can use this management platform effectively to provide multiple services
to end consumers. The third-level team can be regarded as a service provider that provides services to
end users like developers and testers. There is a lack of migration information about how it performs
in real-time migration. This work proposes a demonstrator that migrates several apps using Docker
and KVM under various manually configurable parameters [2].

Live migration is a technique for migrating an application that is supported by Software Defined
Networks and Network Function Virtualization. There is a shortage of support for moving VMs
between multiple service providers and private and public cloud services. The primary issues emerge
from data bandwidth and storage expenses during migration, which might negate cost savings.

The current generation of communication networks is developing toward a vast, heterogeneous,
and flexible environment where nodes come and go, network services move around, and the network
architecture changes regularly. Because of the dynamic and virtualized nature of the environment, the
best node for running an application now may not be the best node in the future. This research suggests
and analyses an approach for efficient and effective transmission and storage of high-duplication VM
images for both instance and volume-based cloud storage [3].

Live migration is a service migration in which a service is seamlessly moved from one physical
host to another. The goal of live migration is to minimize the time the service is unavailable during
the move. As a result, the subsequent downtime is undetectable by the end-user and unaware that the
server has been transferred (e.g., by detecting a new internet protocol (IP) address. The authors in
[4] suggest that the time the copy of the basic image occurs during the preparation phase; thus, it is
excluded from the migration time.

VM migration refers to moving VMs from one cloud system to another without interrupting
the running applications. It has evolved into a running process in large-scale computing resources to
overcome the fault tolerance system, traffic load balancing, and system recovery with zero downtime.
Virtualization can increase the high throughput computing system, as the VMs are treated as jobs to
be completed. However, there has been little research on exploiting live migration in the data center
approach to avert failures [5].

A managing fault tolerance strategy is used to deal with failures caused by user interruption.
Proactive migration is a well-known method for preventing failures affecting the system performance
in virtualized settings. The system monitors its nodes and anticipates which ones are about to fail,
allowing jobs to be migrated to different and more stable nodes. Experiments to perform VM is the
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task of an ailing node. The VMs were created and migrated using the Xen hypervisor. The hardware
is also monitored and managed using different hardware control systems in the data center [6].

Platform as a Service is a popular trend to allow quick application deployment. The use of cloud
resources has rapidly increased in recent years, and many businesses are migrating their applications
to the cloud. Cloud platforms eliminate many complex configurations necessary to construct scalable
applications by offering a controlled environment. On the other hand, migrations to and from clouds
incur development costs and introduce additional vendor lock-in concerns. This process is problematic
because repeated migrations may be required in the dynamic and fast-changing cloud industry [7].

The main goal of the research is to allocate resources better, resulting in more efficient services.
Live VM migration has acquired a lot of transactions as data center efficiency by utilizing load and
reducing system downtime during recovery and resiliency. Less power usage, fewer units-replicate the
VM’s batch, RAM, and zero downtime memory to ensure less friction in the VM’s services are all part
of the data center efficiency. Improved resource allocation, more efficient services, VM health, unused
memory utilization, and over failure contribute to data center efficiency. The most important aspect
is data transfer [§].

VM migration metrics can be calculated by measuring the VM downtime, link time, number of
pages, dirty page rate, and total migration time as shown in Fig. 1. During migration, application
degrades time, and consumer power is also significant.

Cloud-to-Cloud (C2C) migration allows businesses to transition between cloud environments
without redoing their whole system. During the C2C migration, several VMs are migrated from one
cloud computing environment to another. Because traditional migration strategies halt the VMs for a
period, services operating on many VMs become unavailable during the C2C migration. Inappropriate
C2C migration operations may raise the migration cost owing to the higher downtime of the service
installed on the VMs [9].

— Virtual Machine Migration Metrics }—
VM Number of Transfer
Down Time Link Time Total Migration Time pages
_)Appllcat-:_?mn eDegrade Consumed Power |« Preparation Time <— Page Dirty Rate <€

Figure 1: VM migration metrics

The key factors used to determine the migration performance operation are the source to
destination time and transferred data. The amount of data moved is a critical component in the success
of the migration process because it directly impacts the migration time and the downtime. Execution
time is the time it takes when the migration iterations start. The process begins on the source host when
the VM is entirely moved and operational ends. The VM is turned off, and its CPU state is normally
transferred. The time difference in suspending the VM is known as downtime. During the downtime
of VM, programs are interrupted and should be kept to a minimum [10].
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Cloud computing is a method of handling applications that depends on sharing diverse computer
resources rather than local servers. Virtualization technology is at the heart of cloud computing.
Virtual machines must be moved from one host to another because of a fault, overcrowding, or
slowness in the current host computer. The transfer of an operating VM from one host to another
without interrupting the current job is known as live VM migration [!1].

Downtime is one of the essential aspects that must be evaluated and reviewed throughout this
live VM transfer. VMs are the most common virtualization technologies for hosting cloud services.
VMs allow users to share computing and networking resources. VM placement must be constantly
optimized in a dynamic environment to avoid SLA (Service level agreement) violations and satisfy
QoS commitments. Live VM migration is the leading technology for moving operating VMs between
physical hosts without affecting their availability [12].

VM migration is essential for attaining scalability in modern data centres by maximizing resource
consumption. Most earlier research focused on transferring virtual machines with high traffic
demands to the cloud. It was primarily concerned with the energy consumed by virtual computers
and network traffic between them. None of the previous algorithms considered the client’s perspective,
such as processing time for their services based on the goal and procedures utilized by researchers.
Depending on the workload and environment requirements, single or many VMs are moved whenever
the migration is conducted. Fig. 2 shows a generic model for each of the three groups of migration
expansion.

——)l Single VM migration I

—» Type of migration _.-—)I Multiple VM migration I

3 Single & Multiple
VM migration

—-)I Replication based I

—)l Deduplication based |
Migration »| Duplication based | | i
Mechanism VM migration _)l Tty ]

——)'I Compression based I

Dependency aware I

Soft page aware I

Context aware VM
> migration

Dirty page aware

Page fault aware

Figure 2: Migration mechanism techniques

Migration mechanisms depend on migration type, duplication, and context-aware migration.
Migration types can be single, multiple, or both. Moreover, duplication base migration can be
replicated, deduplicated, and compression-based. Context-aware VM migration is known for dirty
page faults and dependencies based [13].

Live migration, a key component of virtualization, enables the transfer of virtual machines
between physical hosts. However, for migration to be effective, a deployable feature, We must forecast
migration timeframes with huge (datacenter) scale accuracy. This study describes the factors that
impact live migration, focusing on virtualization in a particular platform. We go over the connections
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between the crucial factors that influence migration and demonstrate how migration the workload
greatly impacts performance. We presented a Matlab simulation that can forecast a VM performance
during migration times for both synthetic and actual benchmarks.

2 Related Works

The authorsin [14] discovered specific characteristics that impact real-time migration performance
in the system and network settings utilizing the OpenStack platform. The live VM migration was
initially offered compared to the simple stop-and-copy strategy. Rapid dirtying pages that often
change, known as a writable working set, were developed during the iterative memory copy phase
of live migration employed in the Xen virtualization architecture. To reduce total migration time and
sent data, certain pages will not be forwarded to the target site during the iteration round.

For technical reasons, the snapshots of a VM taken on one host system with its hypervisor may be
transferred to another host machine; VM migration occurs hypervisor faces the delayed, interrupted,
relocated, and relocated for a new VM. Suppose the earlier backup sync with regular intervals. This
procedure may be relatively quick, allowing the VM to uninterrupted services to the data center
link [15].

A working operating system can be moved to another data center with minimal downtime with
live migration. Performance migration is complicated in bare-metal clouds, renting physical computers
rather than virtual machines to provide the highest potential hardware performance. Live migration is
difficult to implement in bare-metal clouds due to the lack of virtualization software. Previous research
has explored OS-level, live migration should be OS-independent to avoid user participation and expand
OS possibilities. Furthermore, live migration operations can result in little overhead as possible [16].

Containers are isolated and essentially self-contained, allowing for checkpoints and migration.
OS-level containers can also support live migration. However, the number of available kernels is limited
because the implementation strongly depends on the underlying kernel [17]. Virtualization overhead
is also low with containers.

The Internet of Things (IoT) is a promising concept that allows numerous applications to connect
via the internet. Such IoT applications generate a large amount of data that are processed, stored,
and analyzed using cloud computing infrastructure and platform as a service. The IoT application
placement and execution on the cloud is a difficult task. Sudden changes in the sensing environment
produce spikes in data pouring into the cloud in cloud-based IoT applications, which causes the VM
to run out of resources, forcing it to migrate from one physical server to another. On the other hand,
unplanned migration significantly degrades a cloud-based application’s performance. Choosing the
correct destination server for the VM during migration is critical [18].

VM live migration is essential for Cloud deployment because it allows for quick results in high
migration performance and throughput of VMs. However, the CPU health and allocated resources
will affect VM live storage migration performance. The study in [19] presents the technique to
simultaneously increase VM and migration performance.

The migration thread will read data from the VM’s virtual disc images from start to finish and
sync the modified data to the destination server most of the time. The transformation process is an
ideal sequential task from the standpoint of the Sequential IO attribute since it will read data solely
sequentially within the space of the virtual disc images and deserves good performance; however, this
is not the case [20].
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Customers’ needs are driving the construction of more data centers. IT service providers should
pick cloud-based services for flexibility, stability, and scalability to fulfill the growing demand for
processing capacity. On the other hand, the data centers consume a lot of energy, which attracts
criticism. To solve these concerns, researchers offer energy-efficient algorithms that can reduce energy
usage while maintaining a reasonable quality of service (QoS). One strategy for ensuring energy-QoS
balance is VM consolidation. The authors in [21] investigate a fuzzy logic and heuristic-based VM
consolidation strategy to achieve an energy-QoS balance.

The process of relocating a running application to a different physical location with minimal
downtime is known as live migration. Live migration has several benefits to current cloud-based
systems. Furthermore, various cloud providers offer new resources for flexibility in transformation
and shift their workloads to enhance the performance or commercial goals with interoperability. The
few proposed solutions and other techniques are available for improvement. We focus on designing and
implementing live container migration between cloud providers as containerized applications become
more prevalent [21].

Users’ constantly increasing computing demands to prevent SLA violations call for efficient cloud
resource management. In order to efficiently manage resources, virtualization co-locates numerous
virtual machines (VMs) on a single physical server. However, The choice of “what” and “where”
to place workloads significantly impacts the performance of hosted applications workloads. Cloud
schedulers assume RAM as the sole resource for co-locating workloads. a SLA breach as a result of
improper VM placement [22].

Due to dynamic resource supply and a pay-as-you-go business model, cloud computing has
become one of the most popular computational paradigms. The service providers host numerous
services in large data centres. Massive energy consumption by these data centres raises operating
expenses and carbon footprints. Green cloud computing is therefore essential, as it decreases energy
usage and has a good environmental impact. The workload consolidation strategy, which consolidates
the jobs in the fewest number of servers possible, is used to reduce energy usage. However, workload
consolidation may result in SLA violations due to the server’s resources being unavailable. Therefore,
the issue mentioned above should be taken into account by workload consolidation approaches [23].

3 Proposed Methodology

Cloud computing has recently become the most widely used computing paradigm. Following the
widespread use of Cloud Computing, many developers are considering moving their apps to the cloud
to take advantage of the benefits of this new environment. Because cloud users move around so much,
maintaining the requisite quality of service (QoS) at a reasonable cost is difficult. The present cloud
systems leverage some of the existing service replication and migration mechanisms to maintain the
appropriate QoS for transferring data from one source to another. However, when data transfers
between locations regularly, those policies become ineffective due to many factors, like migration
parameters. The failure of existing migration solutions is a critical criterion related to page dirty
rate context during service relocation or replication. The following proposed system model consists
of visualization of two data centers: source machine (data center-1) and designation machine (data
center 2), which covers the different migration operations like rapid development, snapshotting, and
migration.

In broader terms, the proposed system model is divided into four major modules.

e Source data center
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e Destination data center
e Operations of migration
e Migration module

Migration governance management, VM security management, service management, and audit
datastore play a vital role in the migration process. They maintain the system functioning by providing
services to the other data center. The monitoring parameter module is responsible for all service-related
functions, such as server downtime, VM monitor, and datastore instances. The Audit datastore enables
log access, general system monitoring, and event record if any problem occurs during migration.
Timing and scheduling are other aspects of the migration process for activities like rapid development,
VM snapshotting, and migration. A poorly scheduled snapshotting or migration process may have a
negative impact and increase the page dirty rate ratio, not just for the VM but also for the collocated
VMs. The performance of the host operating system has an impact on the virtual machine. The factors
influenced by the host OS include disc speed, cache, and data bus rate. The operating system extensively
uses virtual memory when a server runs out of memory. The frequent paging operations strain disc
1/0O, resulting in many discs 1/O.

Fig. 3 the proposed migration module consists of four parts.

Migration performance
Monitoring Parameters
Migration parameter
Shared resources

___________________________

1 ; |
! Migration Time M} VM VM ! VM
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Figure 3: Our proposed migration performance model

The migration performance module is divided into custom migration file size and migration
time to cater for the migration performance with coordination of monitoring parameters. The
migration performance is linked with dirty page rate, latency, and post-migration overhead parameters.
Additionally, the migration performance module is connected with the monitoring parameters module
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and is further connected with the migration parameters modules. The migration performance module
is associated with the shared resources during the migration process. Shared resources may be CPU
cache, network bandwidth, and disk bandwidth.

The migration performance module is connected with the monitoring module to cater to the
downtime of computing and server unavailability during data transfer. The audit datastore is respon-
sible for keeping track of all types of failures during migration.

The live migration performance can be achieved through the migration page dirty rate of VM,
VM latency, and VM post-migration overhead.

4 Simulation and Results

In Matlab [24], the three input variables, page dirty rate, latency, and post-migration overhead,
are used to determine the VM migration performance of VMs in a cloud environment. You can
use these migration parameters to migrate control to choose which VMs to migrate from source to
destination data center. Avoiding constant resource-intensive VM movement can improve dynamic
VM consolidation performance. However, VMs that utilize a substantial amount of resources regularly
should not be transferred. As a result, migration control can be used on three input categories of
VMs: those that consume a consistent amount of resources and those that consume a large number of
resources. These phenomena should be considered when developing a VM selection strategy during
the whole transfer time of VMs migrations. Fig. 4 shows the migration performance measurement
fuzzy inference system with input and output variables.

d
: ; : : -‘\
-~

Page-Dirty-Rate -

:.. : : PerformanceMeasurement

(mamdani)
Latency

-
"
-

PostMigrationOverHead

Figure 4: Migration performance measurement

This migration input will help to find out the performance of migration. Each input variable is
divided into three linguistic signs: low, medium, and high. The range values of the input variables are set
according to the dirty page rate of VM, and if the dirty page rate is high, then migrations performance
is low. Page dirty rate calculated, the post-migration overhead of migrated VMs calculated. Similarly,
the latency is mapped with linguistic values low, medium-high, and post-migration overhead that
calculates the share resources overhead. Latency time, the delay in the network, is calculated in
linguistic values none, low and high.

Table 1 shows the input variables, ranges, and the fuzzy set linguistic sign. The plot graph of
membership output value is mapped between 1 and 100. In our proposed Fuzzy inference engine,
values for calculations for input variables like; dp = dirty page, L = latency, Ov = Post migration
overhead, and P = performance are used.
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Table 1: Input variables

Input variables Ranges Fuzzy set linguistic sign
Page dirty rate [0 20 35] Low
[3547.7 65] Medium
[5578 100] High
Latency [001] None
[12755] Low
[40 70 100] High
Post migration overhead [011] Low
[13.56] Medium
[57.510] High

Table 2 shows the membership functions and the graphical representation to map the input
variables to a particular set.

Table 2: The membership functions

Input Triangular membership Graph of membership function
variables functions
ldp (udp(a)) “dp,low(a) = - S Hih
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1475 -
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] 47. ¢
] 17.5 i ael0. 47 . A vesisie Poge Dity Ral
65—a - i
R 47.
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100 —
| L if ae[78, 100]

(Continued)
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Table 2: Continued
Input Triangular membership Graph of membership function
variables functions
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(Continued)
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Table 2: Continued

6299

Input Triangular membership Graph of membership function
variables functions
4. P (“per(p)) uper,low(p) = ) %'m Medum il
75 if pe[0, 25] '
| 50 -
| 555 if pel2s. 50
uper,medium(p) =
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Migration performance is calculated based on dirty page rate input variables, latency, and post-

migration overhead as shown in Table 3.

Table 3: The migration performance for different output ranges

Output variable Output ranges Migration performance
Migration performance [0 20 25] Low

[25 50 75] Medium

[50 75 100] High

Eq. (1) shows the system model equation [25,20]

Z:l:()cimin {M’dp(A), lu'll- (d)7 lLovi (0)}

Defuzzifier = ——
Z,‘:Omln {Mdp (A)> M/,‘(I)7 I’Lov,' (0)}

()

The following presents the calculation of the membership function in Eq. (2) [27,28] for migration
performance of input variables Pages dirty rate, latency, and post-migration overhead time.

M}wr( Y) = Min(/-’l'dp (X): /’LI(X)’ [/-'Lov (X)]

Mper (Y) == :U“(dpﬁdﬂov (X)
w if a,i €[0.35, 1]
H Per (dp) = (8~65)

wise

2
(€)
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Rules base for calculation of performance of migration of VMs is shown in Table 4.

Table 4: Performance calculation rules

IF (Page dirty rate) is AND (Latency) Is AND Then migration
(MigrationOverhead) Is  performance

Low None Low High

High None Low Medium
Low None Medium Medium
Medium Low High Medium
High Low High Low

Low None High Medium
High High Low Medium

Fig. 5 shows low migration performance, with values of the page dirty rate, latency, and post-
migration overhead. The migration performance is overall low with a value of 16.6, while the VM page
dirty rate is low with a value of 93.9, VM latency is high at 91.2, and the post-migration overhead time
value is high at 9.268. Fig. 5, the output performance value is 16.6, and low migration performance is
highlighted.

Page-Dirty-Rate = 93.9 Latency =91.2 PostMigrationOverHead = 9.68 MigrationPerformance = 16.6
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Figure 5: Low migration performance
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Fig. 6 shows the medium migration performance system page, dirty rate value is 51.9, latency
range is 90, and post-migration overhead value is 3.17. As a result, the output of the Migration
Performance value is 50, which shows the medium migration performance.
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Figure 6: Medium migration performance

Fig. 7 shows the high migration performance when the VMs page dirty rate ranges are 1.15, the
latency value is 24.5, and the post-migration overhead value is 0.30; the overall effect of 82.4 shows
the high performance of the cloud migration.

Fig. 8 is the graphical representation of migration performance prediction. It clearly shows that
the performance prediction is low if latency is 0-20 and the page dirty rate is 0-40. The migration
performance prediction is medium if the latency is low and the page dirty rate is 50-80. The migration
performance prediction is high if latency is 60-100 and the page dirty rate is 80—100.

Fig. 9 is the graphical representation of migration performance prediction. It clearly shows that
the performance prediction is low if post migration overhead is 0-20 and page dirty rate 0—40. If post
migration overhead is low and the page dirty rate is 50-80, the migration performance prediction is
medium. If postmigration overhead is 60—100 and page dirty rate 80—100, the migration performance
prediction is high.

The process of migration includes some necessary resources and a lot of bandwidth which is
cost-effective and time-consuming. The extimated time complexity of performance migration is O
(migration time X latency time).
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Page-Dirty-Rate = 1.15 Latency = 24.5 PostMigrationOverHead = 0.305 MigrationPerformance = 82.4
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Figure 7: High migration performance
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Figure 9: Rule surface of the proposed migration performance model

5 Limitations of Work

The emerging challenge to incorporating the situation of two separate data centers is due to
the heterogeneous nature of cloud computing. Migration is a technique for moving an entire virtual
computer from one physical system to another. Other characteristics, such as network speed, VM size,
and dirty page rate, can also enhance it.

6 Conclusion

VM live migration is a critical feature of virtualization that allows VMs to be moved from one
location to another without being suspended. Cloud computing service providers provide a cost-
effective way to meet peak computational demands by utilizing live migration of VMs for effective and
efficient workload migrations with little downtime. On the other hand, the cloud infrastructure reaches
an astounding limit in terms of cost. As a result, the migration concept is used in cloud computing
systems to improve data movement performance from one cloud to another with less dirty page ratio,
low latency, and less overhead migration. The proposed framework enhances the VM migration in
achieving better cloud data usage.
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