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Abstract: The Internet revolution has resulted in abundant data from various
sources, including social media, traditional media, etcetera. Although the
availability of data is no longer an issue, data labelling for exploiting it in
supervised machine learning is still an expensive process and involves tedious
human efforts. The overall purpose of this study is to propose a strategy
to automatically label the unlabeled textual data with the support of active
learning in combination with deep learning. More specifically, this study
assesses the performance of different active learning strategies in automatic
labelling of the textual dataset at sentence and document levels. To achieve
this objective, different experiments have been performed on the publicly
available dataset. In first set of experiments, we randomly choose a subset
of instances from training dataset and train a deep neural network to assess
performance on test set. In the second set of experiments, we replace the
random selection with different active learning strategies to choose a subset
of the training dataset to train the same model and reassess its performance
on test set. The experimental results suggest that different active learning
strategies yield performance improvement of 7% on document level datasets
and 3% on sentence level datasets for auto labelling.
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1 Introduction

Data is the oil of the 21st century-thanks to social media platforms, it is now abundantly available
without much effort. Although an exponential increase in internet users and the phenomenal success
of social media in the past couple of decades have resulted in the increased availability of huge amounts
of unlabeled data, most natural language processing tasks require labelled data, especially supervised
learning. Labelling data is still heavily reliant on human tagging efforts, which is expensive and tedious.
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There have been some attempts at automatically labelling textual datasets without human involve-
ment [1–3]; however, these approaches are very specific to one task and usually cannot be generalized.
For example, some studies automatically use emoticons to learn sentiment in a tweet text. Therefore,
it works fine with tweet text; however, it cannot be applied to movie reviews as they do not usually use
emoticons like these are exploited within tweet text.

Active learning is a more generalized approach toward reducing manual labelling efforts on the
dataset. Active learning is a fine balance between fully supervised learning (availability of labelled
dataset) and unsupervised learning (absence of labelled dataset). Fig. 1 shows the basic model of a
typical active learning strategy for labelling unlabeled datasets. It involves the following steps in the
process:

a) An active learning dataset labelling process starts with an unlabeled dataset ∪ Which is easy to
acquire as unlabeled and unstructured data is abundantly available these days.

b) A small S ⊂ ∪ is selected based on some query strategy and forwarded to a human expert to
label it.

c) Labelled instances are used to assess the performance of the selected machine or deep learning
algorithms.

d) The process continues until performance is reached the desired level.

Figure 1: Active learning basic model

The gist of an active learning model is that if an algorithm can choose which unlabeled instances to
be labelled by the oracle, it will quickly start producing desired performance with less labelling efforts
by a human.

Different strategies exist that an active learning algorithm might exploit to query an instance for
oracle labelling. The simplest is a random selection, in which, starting with a small number of instances
randomly, the model asks the oracle to label them initially and assesses the machine learning algorithm
performance. In the subsequent passes, the algorithm randomly selects more unlabeled instances for
oracle labelling until the machine learning algorithm reaches the desired performance level.

Random selection in active learning is not used in practice as it does not result in an advantage or
realizing the actual strength of the active learning approach. In practice, the selection of subsequent
instances for oracle labelling is either based on uncertainty or entropy. Uncertainty is learned by
estimating the model’s first choice label and second choice label probability differences. The lower
the difference, the higher the uncertainty, so the model might want more uncertain instances labelled
by the oracle.

On the contrary, entropy-based instances selection is based on how confident the model is about
unlabeled instances. The more the entropy value, for instance, the higher the probability value for it
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to be selected for labelling by an oracle. The idea here is to boost the algorithm’s learning where it is
more confident and avoids any confusion for the algorithm.

Although the literature suggests many attempts at using active learning with different natural
language processing tasks [4–7], there is a dire need to assess the performance of different query
strategies in Natural Language Processing (NLP) tasks. More specifically, it is important to assess how
different query strategies perform when instance size changes. For example, in sentiment analysis tasks,
machine learning algorithms work at the sentence level, whereas in a typical document classification
task, the instance size is much bigger and the algorithm has to work at a paragraph or even multiple
paragraphs level.

1.1 Study Research Questions

The main objective of this study is to assess the potential of active learning in automatic labelling of
text datasets for different NLP tasks which use sentence level instances and document or paragraph(s)
level instances. We have performed multiple experiments on different publicly available datasets to
assess the performance and suitability of different active learning strategies. More specifically, the
experiments are performed to answer the following research questions (RQs):

a) RQ1: Does active learning assist humans in the dataset labelling process?
b) RQ2: Is there any impact of selecting different active learning strategies on the automatic

dataset labelling process?
c) RQ3: Which active learning strategies are better for long text (document level) and for short

text (sentence level) in the textual dataset?

1.2 Study Research Contribution

In line with our research questions, the following is the specific contribution of this study:

a) Identified active learning assistance in the manual dataset labelling process to reduce human
efforts.

b) Assessed performance of different active learning strategies in dataset automatic labelling
process.

c) Identified suitability of different active learning strategies for document level and sentence level
textual datasets.

2 Related Work

The bottom line of an active learning algorithm is that human efforts in labelling data can be
significantly reduced if the algorithm is allowed to choose instances that it wants humans to label.
Suppose we have a pool P of unlabelled n instances. Initially, the human might randomly select an
m number of instances where m � n. Based on m instances, a classifier is trained and an initial
performance is obtained. Based on initial performance, an active learning algorithm initiates an
iterative process involving humans to label new instances based on active learning strategies. The
algorithm might select new instances based on what the algorithm decides. For example, it may choose
those instances in which it is highly uncertain, or it might select those instances in which it is more
confident. In an earlier case, the algorithm improves learning through the diversity of instances, in
later, it increases confidence in similar instances. Nevertheless, how the algorithm decides for new
instances to be labelled by a human or oracle is known as the query mechanism by the active learner.
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2.1 Active Learning Query Types

There are three query types or mechanisms that active learners might exploit. All three query types
have been discussed in detail below.

2.1.1 Pool-Based Sampling

Fig. 2 shows the pool-based sampling process of querying samples for oracle labelling. The
process starts with a learner, deep learning, or machine learning model. It estimates accuracy on
initially randomly selected a small subset of instances. Based on its initial limited learning, it estimates
probability scores for the remaining pool of unlabeled instances, which gives it information about the
uncertainty of the whole unlabeled pool. Pool-based sampling has been applied in many active learning
applications throughout the past two decades [8–11].

Figure 2: Pool-based sampling

2.1.2 Stream-based Selective Sampling

In stream-based sampling, rather than considering a pool for informativeness, an individual
sample was taken at a time [12,13]. It is queried from an unlabeled pool and the learner, based on
the informativeness of the instance, decides whether to send the instance to an oracle for labelling
or not. This process is computationally more expensive than pool-based sampling as the decision for
labelling is taken in isolation of the pool.

2.1.3 Membership Query Synthesis

Under this query mechanism, the learner, rather than picking an instance from the pool, generates
one on its own for example, if it is about digits recognition, the learner might generate an image using
augmentation on previous images to query oracle for its labelling [14]. This is usually a good approach
when dealing with small datasets.

Regarding active learning for the class-imbalance problem, the study [15] used Active Learning to
propose a solution for imbalanced class problems with the help of deep learning. It still lacks automatic
labelling of the dataset, as it studies sequential active learning for balancing, which is performed as
manual labelling, making it infeasible for batch mode active learning. Another study [16] improved
performance for class-imbalance problems; however, humans do evaluations manually as it lacks an
automatic model to address this problem. This study [17] proposed an active learning-based approach
called Fair Active Learning (FAL) for balancing model accuracy and fairness by choosing instances
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to be labelled carefully. They worked on an unlabeled pool that increases the linear combination of
misclassification error reduction and fairness improvement. Active learning is also used in a medical
domain such as Heart Disease Prediction [18] along with a machine learning model for multi-label, in
which five different strategies are used to reduce labelling costs by choosing the most relevant to be
labelled to query.

2.2 Deep Learning

Deep Learning is a part of machine learning, which is part of artificial intelligence. As such,
deep learning is not a very new phenomenon in Artificial Intelligence (AI), as the building blocks
of deep learning are neural networks that have existed in the field for many decades. Although in
the past, neural networks were considered for supervised and unsupervised machine learning due to
the requirement of neural networks for data and processing power, the machine learning community
almost gave up on any further consideration of neural networks. It has only been recently reconsidered
for machine learning tasks, thanks to the availability of abundant data as well as Graphical Processing
Unit (GPU) based new architecture for computing. The biggest advantage of deep learning is its
minimum requirement of human involvement in feature learning.

In 2011, Dan et al. started using deep learning in image classification with GPU-trained deep
neural networks [19–21]; however, the watershed moment came in 2012 from the Hinton group, who
submitted an entry in ImageNet image classification. Using traditional machine learning algorithms,
the highest accuracy on the ImageNet dataset was about 74%. However, Krizhevsky et al. [22] used a
convolutional neural network to bring accuracy to around 84% on 1000 ImageNet classes. Since this
entry, deep learning has dominated the solution on ImageNet and till 2015, the accuracy crossed 95%,
meaning the problem of ImageNet is now considered solved.

Although initially, deep learning made inroads in image and video processing, however, later in the
years, due to improvements in recurrent neural network (RNN) and long short-term memory (LSTM)
network, natural language processing tasks were also equally benefited. NLP tasks like sentiment
analysis [23–28], document classification [29–34], topic modelling [35–38], seq2seq generation [39,40],
etc., are now best suited to deep neural networks and their different variations.

The watershed moment in NLP with deep learning was observed with the introduction of the
attention model in the deep neural network [41,42] and later the use of the attention model in
transformer [43,44] development for different NLP tasks. Transformers have been extensively used
in Bidirectional Encoder Representations from Transformers (BERT) models [45,46] as well as a
new sensation in deep learning called Generative Pre-trained Transformer (GPT) [47,48] models from
OpenAI. Both BERT and GPT models are now almost an automatic choice for many deep learning
NLP tasks. Studies in [49] have used deep learning in applications like speech recognition and medical
domains.

Literature suggests many uses of active learning with deep learning. Shen et al. [50] conducted an
in-depth survey on using deep learning with active learning in the medical domain. The combination
of deep Learning with active learning has also been used for named entity recognition [51]; however,
to the best of our knowledge, there is no attempt to exploit deep learning in combination with active
learning and explore its different strategies for automatic dataset labelling which is one of the major
contributions of this study.
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3 Methodology

Fig. 3 shows the complete methodology of the proposed approach to assess different query
strategies’ performance on the selected dataset.

Figure 3: Methodology of the proposed approach

3.1 Deep Learning Without Active Learning

The sub-process starts with labelled instances from the selected dataset. In each case, we selected
only a small subset of the original dataset ranging from 300 to 5000 instances to train the deep learning
model. The actual strength of the deep learning model with the active learning model is in the small
dataset; therefore, rather.

Using a full training dataset, we chose only a small subset of instances to assess the performance
of the model and query strategies.

In the first phase, we selected all 300–5000 labelled instances for the different datasets and
performed pre-processing and vectorization to provide input to the deep learning model. During pre-
processing, we performed basic steps, including removal of stop words, punctuation, tokenization,
conversion to lowercase, stemming and lemmatization.

After pre-processing, the next step is vectorization. Again, as our focus is not to achieve excellence
in deep learning performance or beat previous benchmark results on the selected datasets, we employed
simple one-hot encoding for converting words to vectors that can be fed to the deep learning model.
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Fig. 4 summarises the deep learning model we used for classification purposes. Again, our
objective was not to propose a state-of-the-art deep learning model or focus on its fine-tuning. We
used a simple model with an input layer, a hidden layer and an output layer to perform classification
and keep it the same with and without active learning approaches. The input neurons of the model
are kept the same as the vocab size, which is kept at 10,000 to capture 10,000 top frequent words. The
output layer has a variable number of neurons depending on the dataset’s number of class labels.

Figure 4: Deep learning model

3.2 Deep Learning with Active Learning

This is the main crux of this study-here, we used the same number of 300–5000 instances for
different datasets to assess the performance of the same classifier except involving different active
learning strategies.

Instead of randomly selecting 300–5000 instances in this phase, we initially selected 50% of
instances from the labelled dataset and maintained a pool of remaining training instances. The steps
in this phase are mentioned below:

a) Train the model on initially selected 50% labelled instances.
b) Assess the model accuracy on the test set.
c) Use different active learning queries to select 10–25 instances from the training pool during

each query to update the model’s learning.
d) Re-train the model on initially selected 50% instances plus new instances selected through an

active learning query strategy from the pool.
e) Assess the updated model’s accuracy on the test dataset.
f) Continue the selection of new instances until you reach a total number of instances equal to

300–5000 for training for the different datasets.
g) Compare the performance of both models on the test dataset.

The main highlight of the proposed approach is step 3, where we queried the training pool to select
instances for updating model learning. Here, unlike the traditional supervised approach, we provided
the model with an opportunity to choose from the pool which instances it wants the oracle to label.
In our case, we retrieved labels for those instances from the training set.
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3.3 Active Learning Query Strategies

As mentioned earlier, the main contribution of this study is to assess the impact of different active
learning query strategies on classification performance. We summarize three popular query strategies
in uncertainty sampling in active learning below.

3.3.1 Classification Uncertainty

Suppose a pool P of n instances from which the model has to choose m number of an instance
where m << n, the pool is defined as

P = {x1, x2, x3 . . . xn} (1)

For an instance xi, the classification uncertainly is defined as,

U(xi) = 1 − P (x|xi) (2)

where x is the most likely prediction, for instance xi.

Suppose we have three class labels [A, B, C] and for an instance xi, the corresponding prediction
probabilities are [0.1, 0.7, 0.2]. In this case, the most probable is label B for xi and its corresponding
U(x) is 0.3.

Table 1 shows a more detailed example of classification uncertainty. In this case, instance x2 will
be selected as per the classification uncertainty strategy for oracle labelling.

Table 1: Example classification uncertainty

Instance (xi) P (A) P (B) P (C) U (xi)

x1 0.3 0.2 0.5 0.5
x2 0.4 0.3 0.3 0.6
x3 0.2 0.1 0.7 0.3

3.3.2 Classification Margin

Classification Margin for instance M (xi) is defined as the difference between the probabilities of
the most probable class label and the second most probable class label,

M (xi) = P (xa|xi) − P (xb|xi) (3)

where xa is the class label, for instance, xi with the highest probability and xb is the class label for the
second highest probability. Table 2 shows a detailed example of the classification margin. In this case,
again label x2 will be selected as the margin between the most probable and second most probable
labels are lowest, which indicates the classifier is not confident about the class label.

3.3.3 Classification Entropy

Finally, the classification entropy for an instance x with n class probable class labels is defined as,

E (x) =
n∑

i=1

Pi ∗ log (Pi) (4)



CMC, 2023, vol.76, no.2 1417

Table 2: Example classification margin

Instance (xi) P (A) P (B) P (C) M (xi)

x1 0.3 0.2 0.5 0.2
x2 0.4 0.3 0.3 0.1
x3 0.2 0.1 0.7 0.5

where Pi is the probability, for instance, x belonging to class label i. Table 3 shows a detailed example
of classification entropy. In this example instance x1 will be chosen for oracle labelling as it conveys
the highest entropy.

Table 3: Example classification entropy

Instance (xi) P (A) P (B) P (C) E (xi)

x1 0.12 0.6 0.28 0.92
x2 0.03 0.9 0.07 0.38
x3 0.2 0.1 0.7 0.80

We label 10–25 instances during each query by querying the labelled dataset and train the model on
an updated number of labelled instances. After 10−25 such queries, we assessed the model performance
on the test dataset and compared it with the performance of the deep learning model without the
involvement of active learning. There exist many implementations of active learning. However, we
have used modAL: A modular active learning framework for Python1.

4 Dataset

We carefully chose the dataset for our experiments keeping in view the following criteria:

a) The dataset should be publicly available to ensure our experiments are reproducible
b) A variety of datasets should be selected so that we assess the impact of sentence level instances

as well as paragraph/document level instance
c) The dataset should be in the English language

Based on the above criteria, we selected four publicly available datasets that cover sentence-level
as well as paragraph/document-level instances. Table 4 shows details of the selected datasets.

Table 4: Datasets selected for experiments

Dataset Level Source Source

Tweet emotions intensity Sentence [52] Sentiment analysis
US airline tweet Sentence [53] Sentiment analysis
BBC Document [54] Document classification
BBC sports Document [54] Document classification

1https://modal-python.readthedocs.io/en/latest/

https://modal-python.readthedocs.io/en/latest/
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5 Results & Discussion on Research Questions

As shown in Fig. 3, we first applied deep learning without active learning, followed by active
learning involvement with deep learning for each of our four selected datasets. As the power of
active learning and its strategies is realized on a small dataset, we selected a small chunk of labelled
instances (300–5000). During the first set of experiments, i.e., without the use of active learning, we
fed all randomly selected labelled instances from the training pool to train the model, whereas, in the
second set of experiments, we initially trained the same model on 50% labelled instances and allowed
active learning model to choose to remain 50% instances from the pool using different strategies.
Table 5 shows the experimental results on a subset of training instances selected from each training
dataset pool.

Table 5: Experimental results-deep learning without and with active learning

Dataset Training Test Accuracy
(DL)

Accuracy (DL+AL)

CU CE CM

Tweet emotions intensity 5000 4211 0.54 0.52 0.52 0.53
US airline tweet 500 2928 0.73 0.73 0.76 0.76
BBC 500 445 0.91 0.95 0.96 0.94
BBC sports 300 148 0.90 0.97 0.96 0.97

5.1 Discussion

RQ1: Does active learning assist humans in the dataset labelling process? It can be observed from
the results that the involvement of active learning significantly reduces the efforts of labelling training
instances, especially on document/paragraph level instances. It can be observed that with only 300
instances labelled by oracle for the BBC sports dataset, we achieved 97% accuracy in labelling the
remaining 148 instances in the test dataset. Similarly, 445 test instances were labelled correctly for the
BBC dataset with an accuracy of 96%. Although active learning involvement significantly improves
performance when used with active learning, it is observed to perform even better when applied at the
document level instead of the sentence level. The possible reason might be more information available
for active learning strategies.

RQ2: Does selecting different active learning strategies affect automatic dataset labelling? Again,
it can be observed from Table 5 that selecting different query strategies result in variation in accuracy
on the test dataset. For example, classifier margin and uncertainty yield better accuracy on the BBC
Sports dataset than classier uncertainly. Similarly, classifier margin performs better on the sentence
level dataset than classifier entropy and uncertainty.

RQ3: Which active learning strategies are better for long text (document level)? And which is
better for short text (sentence level) in the textual dataset? It can be observed that active learning
improves the performance on the document level compared to the sentence level. Table 5 indicates
that performance on BBC and BBC Sports datasets (document level datasets), the performance gain
is about 7%, whereas, at the sentence level, it is up to 3%. In the Tweet Emotion Intensity dataset, a
sentence-level dataset, the performance of active learning is even worse than the random selection of
training instances.
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6 Conclusion and Future Work

With the advent of social media, better storage capacity and high-speed internet, unstructured
data in all forms, including text, audio and video, is abundantly available. However, we need to label
it properly to use it for different supervised machines and deep learning tasks. Manual labelling is a
tedious, time-consuming and expensive process. In most cases, labelling also requires expertise that
is not easily available and expensive to exploit. In recent times, active learning has gained attention
in auto-labelling instances with minimum efforts from oracles or humans. Active learning learns
incrementally. It starts the process with a small set of labelled instances and its algorithm then decides
which instances it wants for oracle labelling; thus, it is more like a human and algorithm cooperating
for labelling the unlabeled data or more appealing human in loop terminology.

The results in this study suggest that by using active learning with deep learning, we can
significantly reduce human efforts in the labelling process for the textual dataset. Results suggested
that involvement of active learning improves labelling performance by up to 7% at document level
datasets whereas up to 3% for sentence level datasets. It was observed that different strategies of active
learning yield different accuracy on both sentence and document level datasets.

This work can be further extended by exploring other active learning strategies, including dis-
agreement sampling, information density, etc. Furthermore, active learning with traditional machine
learning algorithms can also be explored to assess the performance variation compared to deep
learning. It would also be interesting to assess the model performance from a complexity and memory
requirement perspective. Users of traditional machine learning algorithms are expected to require
lesser memory and improved computational complexity. Therefore, experiments with traditional
machine learning would add further insights to this study.

Active learning can also benefit from NLP tasks such as topic modelling and seq2seq generation.
In topic modelling, active learning may assist in reducing the number of topics to reach a smaller subset
of topics for a human to process for better accuracy. In seq2seq generation, active learning may assist
in translation tasks from one sequence to another. For example, translation of English text to French
or vice-versa. These exciting aspects of the study are yet to be explored.
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