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Abstract: Increasing renewable energy targets globally has raised the require-
ment for the efficient and profitable operation of solar photovoltaic (PV)
systems. In light of this requirement, this paper provides a path for evaluating
the operating condition and improving the power output of the PV system
in a grid integrated environment. To achieve this, different types of faults
in grid-connected PV systems (GCPVs) and their impact on the energy loss
associated with the electrical network are analyzed. A data-driven approach
using neural networks (NNs) is proposed to achieve root cause analysis
and localize the fault to the component level in the system. The localized
fault condition is combined with a parallel operation of adaptive neuro-
fuzzy inference units (ANFIUs) to develop a power mismatch-based control
unit (PMCU) for improving the power output of the GCPV. To develop the
proposed framework, a 10-kW single-phase GCPYV is simulated for training
the NN-based anomaly detection approach with 14 deviation signals. Further,
the developed algorithm is combined with the PMCU implemented with the
experimental setup of GCPV. The results identified 98.2% training accuracy
and 43000 observations/sec prediction speed for the trained classifier, and
improved power output with reduced voltage and current harmonics for the
grid-connected PV operation.

Keywords: Condition monitoring; anomaly detection; performance
evaluation; fault classification; optimization

1 Introduction

Driven by environmental and political incentives, the transition of power generation from oil-
based economies to renewable energy is increasing in Middle Eastern countries. The solar photovoltaic
(PV) technology, which is a long-established renewable energy source in Saudi Arabia, has encouraged
achieving carbon neutrality with 50% of power generation from renewables by 2030 [1,2]. According
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to the data analysis reported by the international renewable energy agency in 2020, the clean energy
targets for 2030 aimed at 58.7 GW from renewable energy power generation where 40 GW is targeted
from PV alone, 16 GW from wind, and the remaining 2.7 GW from concentrating solar power
[3]. Considering the projected increase in PV power generation, an efficient means of coordination,
monitoring, and maintenance approaches are required to accommodate them with the current power
system infrastructure. This improves the functioning of grid-connected photovoltaic (PV) systems
to ensure reliable power production and optimal energy harvesting. Further, the increasing number
of data loggers and data acquisition units at various parts of the distributed generation units has
inherently provided information about the operation of the system [4]. This data intrinsically handles
the information about the health of the system components and provides a new approach for
evaluating the operation of the power system with a great deal of economic potential for operation
and maintenance. These aspects have encouraged the research on condition monitoring and power
output improvement for PV systems.

Initially, the literature on condition monitoring and power output improvement is mostly devel-
oped considering the climate data at the plant location [5]. This is a cost-effective approach due to
readily available metrological data but the expected energy yield has low accuracy due to the uncertain
climatic conditions [6,7]. Further, the metrological data measures are combined with soft computing
techniques in [8—10] to estimate energy production. Both the approaches are developed from the PV
module power generation data collected using a PV system operated for normal and faulty conditions.
In [11,12], the authors developed artificial intelligence and statistical data [!3] based on automatic
fault detection and condition monitoring of PV systems. These techniques are not optimized for
localizing the faults to the component level in the PV system. In an approach proposed by Mellit
[14], a standalone photovoltaic system is modelled with an adaptive neuro-fuzzy inference system to
improve the power output of the PV generation to the load. In addition to the metrological data-
based approaches and intelligent techniques, the simulated models based on stochastic[12], parametric
[15], and non-parametric techniques [16] for the individual components of the system are developed.
It is observed that these models mostly rely on the static/dynamic thresholds of the grid-connected
PV system network variables to achieve condition monitoring. This resulted in drawbacks due to
misclassification of the transient operating conditions as abnormalities in the system which further
led to unintended trips and maintenance of the PV system. In addition to the above methods, the
signal processing- techniques, which are based on the time and frequency domain were investigated in
the literature to extract the fault feature from the measured converter data [17-19]. Further, the neural
network-based multiple open-circuit fault diagnosis for photovoltaic inverters is developed in [20].
The research utilized the multistate data processing, and subsection fluctuation analysis approaches
for practical implementation of multiple switch fault diagnosis. In [21], a temporal convolutional
network-based fault diagnosis approach is developed for eliminating the problems of data noise with
the conventional approaches for fault diagnosis for power converters. In general, all the statistical,
data-driven, and decision-making approaches, proved to be efficient in the converter fault detection.
However, their relatively slow response and inability to identify the effect of multiple faults is identified
as a major drawback.

The above-discussed approaches revealed a major scientific gap between the condition monitoring
and power output improvement approaches by raising questions on “how the condition monitoring
approaches localize the faults/abnormalities to component level” and “how the classified condition of
the PV system helps in improving the power output of the electrical network”. In light of the above
observations and drawbacks, this research aims at developing a data-driven framework capable of
achieving performance evaluation and improving power output for the grid-connected PV systems.
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This is achieved by developing a root cause analysis approach developed with various statistical and
intelligent techniques. The major aspects of the proposed framework involve:

e A data acquisition approach with a correlation approach for linear analysis between the data
points to achieve efficient processing of the measured data.

e A normal behavior model through intelligent techniques for identifying the normal operation
of the components.

e An anomaly detection mechanism to classify the abnormal and underperformance operation in
the system and localize the faults to the component level. The anomaly data points are subjected
to principal component analysis to assist in detecting the root of the anomaly.

The proposed framework is further tested with different scenarios of PV systems operated in a
grid-connected environment. The remaining sections of the paper are organized as follows: Section
IT discusses the faults in grid-connected PV systems at the component level and their impact on
the electrical network. Section III discusses the data-driven methodology for anomaly detection and
performance evaluation of the grid-connected PV system. In Section IV the details of classification
training for anomaly detection are discussed with measured data of various component faults in the
grid-connected PV system. Section V develops the control mechanism for power output improvement
with intelligent techniques and the conclusion is discussed in Section VI.

2 Failure Modes of Grid-Connected Photovoltaic Systems

Manufacturers today have addressed the technical challenges associated with the components
of PV systems in grid-connected environments to achieve enhanced reliability and reduced size.
But the field surveys for various grid-connected PV systems operating in different climatic zones
[22,23] identified that a significant percentage of systems experience various faults and have potential
performance problems [23,24]. Most of these faults are categorized in three different parts i.e., DC
side, AC side, and the converter faults, for a convenient analysis [25-27]. Generally, faults on the DC
side represent the PV module defects, failure of string and array interconnections, and uncertain effects
of climatic conditions [28,29]. The AC side failures are registered either due to abnormalities and grid
instability problems, or due to interconnection issues between the inverter, load, and grid. Further, the
aging of power modules, internal failure mechanisms of converters, and control mechanism failures
are categorized as the faults associated with the power electronics converters. A brief overview of
commonly identified faults and their impact on the grid-connected PV systems are discussed in the
further subsections.

2.1 Common Faults

Ranging from higher probability to lower probability of occurrence, the most common faults in
a grid-connected PV system are identified from the literature [30] are, Inverter Internal Error (IIE),
Data Acquisition System Fault (DAQF), Grid Instability (GI), and Module Fault (MF). The I1E can
be observed in a PV system due to the various failure mechanisms associated with power modules
such as short/open circuit failure modes, reduced dielectric strength, and increased leakage current.
Generally, the fault detection system associated with the inverter can identify most of these failures
with the help of the power module characteristics. This has significantly decreased the probability of
inverter faults and improved its reliability. But the impact of faults on the terminal characteristics
of the inverter during the aging/degradation process is difficult to identify with the integrated fault
detection mechanism. Apart from the I1E, the DAQF occurs due to the failure of wired and wireless
connections, and due to collateral damage to the sensors and other measurement components installed
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in the system. Further, the grid instability depends on the grid quality at the point of common coupling
of the PV system. This fault has a very low probability in locations with high industrial loads and a
high probability in rural areas. The high probability of grid instability may result in unintentional
islanding of the PV system which further leads to continuous energization of the loads causing danger
for the operation and maintenance processes. The last kind of common fault is the module fault which
may occur due to short/open circuits between PV strings in an array, broken cells and aging of PV
modules, and due to other external conditions like periodic shading. The short circuit faults happen
due to the involvement of a short circuit between the PV strings in an array and the ground, whereas
the broken cell and aging of modules are related to the accidental impact of objects and hotspots on the
PV modules, and the average annual degradation of the PV module material respectively [31]. Further,
the periodic shading is not a fault but it impacts the power generation capability of the PV module
or array by shadows which can deteriorate the surface area of modules. Therefore, from the identified
common faults, their effect in terms of energy loss in the grid-connected PV system is summarized in
Fig. 1.

Failure effect in terms of energy loss
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Figure 1: Effect of common faults in terms of energy loss on grid-connected photovoltaic system

2.2 Impact of PV System Faults on Electrical Network

The grid integration of PV systems is usually achieved to improve the performance of the electric
network through grid feeding and grid supporting modes. This helped in improving the voltage
profile and reducing the power loss in the network. However, the uncertain operation of PV systems
due to varying metrological data, aging/degradation of components, and other external factors has
imposed several negative impacts on the electrical network. These negative impacts resulted in voltage
fluctuation problems, power mismatch, harmonics, overloading of feeder, and malfunctioning of relays
and protection devices. The literature corresponding to the negative impacts of grid-connected PV
system failures on the electrical network has classified the problem into three main categories as
discussed in Fig. 2.

3 Data-Driven Methodology

The failure modes of PV systems and their impact on the electrical network discussed in section
II identified the need for the development of a condition monitoring and maintenance management
approach. Considering this, a root cause analysis approach (RCAA) is proposed to improve the
operation and maintenance activities of the grid-connected PV system. The proposed approach works
by analyzing the current and past operating conditions of the PV systems and has advantages in
localizing the abnormality in the system to the component level. This reduces the maintenance
downtime and increases the system availability time for operation and hence, bringing out better
efficiency and higher savings.
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Impact of PV system faults on Electrical Network
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Figure 2: Negative impacts of grid-connected photovoltaic system faults on the electrical network

The RCAA is developed on a generic data-driven framework for anomaly detection and per-
formance analysis as shown in Fig. 3. Initially, the data of abnormality conditions for different
components of the PV system connected to the electrical network are identified from historical failure
moments and simulated conditions. Further, a normal behavior model is derived through the data of
all the components by using a data-driven model. Furthermore, the abnormal behaviors of the systems

currently operating the electrical network are tested with the normal behavior model and the RCAA
is performed on the identified condition of the system.

o ¥ Step 1: { Step 2: 1 Step 3:
E g s Data Preprocessing Condition Monitoring Fault localization
§ E 8 (Implement Principa]j
S o @ Data Filtering — iyl Train NN Model —iy Component
o E & L Analysis
=87 ) ] ! .
E Detect Fault/ ( )
Normalization by Anomaly/ Analyze the fault
Min/Max method Y data
Abnormality L -
| { v
Y @ 1<)
e Q
. . . ]
Dlmen51qnallty Extract the fault Localize the fault 5
reduction data 2.
%'—/ . E
| % 9 T / .
" 1 = 1

Figure 3: Generic data-driven anomaly detection and performance analysis framework

Stepl: Pre-processing: The raw data recorded with the sensors installed on components of the
grid-connected PV systems provide a large set of information and noise. These large data sets can
be complex to train and may result in time-consuming and inefficient anomaly detection approaches.
Hence, to enhance the computational efficiency of the RCCA, the data needs to be processed for
achieving anomaly detection and performance analysis. For these reasons, different statistical, and
cause and effect methods are discussed in the literature to improve the analysis. These approaches are
proved to have higher efficiencies when applied with complex signals and also provide data protection
(no loss of information) [32,33] which will be an added advantage especially while dealing with the
aspects of condition monitoring. Further, it is identified that the statistical approaches have drawbacks
with physical knowledge of the system and hence, the cause-and-effect relationship methods like
Pearson correlation are used to improve the analysis. Before processing the raw data with the Pearson
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correlation approach, it is scaled to provide a positive normalization using (1) as
¢ [x; — Min (x)]
.X,- = "
Max (x) — Min (x)

where x = {x;, X5, ..., X,} corresponds to the set of variables, ¢ identifies the maximum limit for the
range of normalization, and » corresponds to the total measurement data points.

(1)

Further, the Pearson correlation provides a linear relationship between two variables to present a
piece of elementary information [34] which is advantageous at the preliminary stage of the analysis.
This information corresponds to the sign of the coefficient which signifies the linearly positive and
negative output relationship among the variables, and the magnitude of the coefficient which signifies
the small, medium, and large mean correlation level between the variables. The expression for achieving
linear relation between variables using Pearson correlation is given as

Do =X) =)
NO SRV NO SNt R O

where X = {x;, X5, ..., x,}and Y = {y,, »,, ..., y,} are two comparable vectors, x,and y, are the
mean values of their vectors X and Y respectively, and o indicates the total observations.

)

PCxy =

Step2: Anomaly Detection: To analyze the component performance in the system, a normal
behavior model is simulated, and its output is compared with the monitored behavior. This aids in
differentiating and detecting the anomaly in the system operation. The generalized approach for the
normal behavior model with the multilayer neural network perceptron approach is shown in Fig. 4.
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Figure 4: Structure of a feed-forward multilayer perceptron neural network

The neural network (NN) approach provides great flexibility while handling nonlinear complex
systems and developing the normal behavior model for the component. The real-time measurements
from the sensors at the grid-connected PV system components are the input variables of the NN and
the target is labeled based on the objective of the model. The optimum configuration for developing
the NN model is achieved by testing the various possible combinations and by using the pruning
algorithm. Further, the optimum configuration is trained with the scaled conjugate gradient approach
to tuning the biases and weights for minimizing the objective function of the NN. Further, the
activation functions in the network structure are estimated as

Activation Function, = f; (W'x; + b") (3)

Activation Function, = f, (W)V! + 1°) 4)
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where w” and w? are the weights of neurons in the hidden and output layer respectively, »" and b° are
the bias values of hidden and output layers respectively, and v/ identifies the relationship between the
hidden layer output and the output layer. Further, the sigmoid function with hyperbolic tangent form
calculates the activation function (f;) at the outputs of the hidden layer as [35].

2
wix, +b") = -1 5
/ ( ' ) 1+e (wf?x, + b”) )
Similarly, a linear function calculates the activation function (f,) to estimate the outputs at the
output layer as

fr (Wl 4+ 0°) = wiv! 4+ b° (6)

The normal behavior model developed with the trained NN structure provides a deviation signal
(Dy) as

DS = |PredictedValue — MeasuredValue 7

The Dy represent anomalies in the grid-connected system that are developed from the model
inaccuracy, component wear-out failures, transient abnormal behaviors, and other random failures.
For a positive value of the Dy, the underperformance of the system can be identified, and for a negative
value, the abnormality information can be obtained. Further, to minimize the misclassifications, and
false predictions, a filtration approach [36] is adapted. In this approach, a dynamic confidence band is
set for the consecutive data points such that any datapoint should not exceed four times the average of
its predecessor and successor. Furthermore, based on the deviation identified, the anomaly is detected,
and the data is sent for root cause analysis.

Step3: Root Cause Analysis: To deal with the correlated data and achieve root cause analysis,
the principal component analysis (PCA) approach is adopted. This approach defines a new system of
coordinates to transform the correlated data into uncorrelated linear data. The extracted data points
from the anomaly detection are provided as input to the PCA. Initially, the PCA approximates a
sufficient number of input variables to model the system without the loss of any information. This helps
in improving the accuracy of analysis as the resultant variables are aimed at capturing the variability,
and the highest level of change in the data. Further, PCA estimates the covariance matrix [C],, of the
data as

[C),., = [cov (x, )] ®)
1 n
vy =—=> (Xi—X) (¥~ Y) ©)

From the covariance matrix, the eigenvectors and eigenvalues are extracted, and the eigenvector
with the highest eigenvalue is defined as a principal component. Besides, the first principal component
of the PCA handles the highest variability in the data [12,34]. Further, all the principal components are
combined to create a matrix of vectors known as feature matrices. To get the outcome for the PCA,
the transpose of original data is multiplied by the feature matrix, and the resultant new principal
components are obtained. As an outcome of the PCA, the principal component coefficients, the
variance of the newly defined principal components and their percentage, and the original data in
the mapped coordinate system are obtained.
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4 Photovoltaic System Anomaly Detection

To assess the operation of the proposed framework with the grid-connected PV systems, a single-
phase grid-connected PV system is simulated with the MATLAB/Simulink environment. To model
the system, the inputs to the PV array i.e., the irradiance and the temperature are considered to be
constant. A degradation factor of 4% is applied to the PV output to account for the aging effect
of PV modules; therefore, a gain of 0.96 is applied to the current of the PV array. The converter
consists of a single-phase full-bridge inverter operating with an outer voltage loop and inner current
loop-based pulse width modulation control (PWM) control strategy. The input at the DC link of
the inverter is 4007 DC and the output voltage is 230} AC. Further, an LCL filter is used at the
inverter output to smoothen out the harmonics caused during the switching process in the inverter.
All the monitoring and measurement units are placed at inverter terminals, and the point of common
coupling of the system to analyze the impact of four different failure mechanisms i.e., the module
faults, converter faults, grid abnormality, and control unit failure in the system. To generate the failure
or short-circuiting of PV modules, the number of PV modules in a series of Simulink PV Component
series-connected modules per string is changed during the running of the simulation to reduce the
string size. This value gets normal once the fault is removed. Similarly, to enable or disable single or
multiple strings, a constant value of one or zero is multiplied by the input irradiance and temperature
to enable or disable the string. The DC link voltage control unit active or inactive is done in the same
way, a constant one or zero is given input to a selector block which enables or disables the output of the
control unit. Further, the partial shading or soiling loss means less irradiance is being incident on the
surface of the PV module; therefore, the gain is multiplied by the irradiance on the string which reduces
the irradiance representing partial shading or soiling effect on that particular string. To simulate the
converter faults, the power modules are open-circuited in one leg at a time and the corresponding
characteristics are analyzed. The grid side abnormalities are modeled by introducing the low voltage
and low-frequency faults at the point of common coupling which further impact the control operation
leading to synchronization failure in the system. The simulation schematic of the grid-connected PV
system is shown in Fig. 5 and the simulation parameters are presented in Tab. 1.

Single-Phase
Photovoltaic Photovoltaic
Arra .
oo I nverter _____ Terminal Load Grid
i Characteristic characteristics characteristics
i Measurement Measurement Measurement

...............

<
|
DC linkllcapacitor
L

Filter |} 2
: : )
--------------------- Y YV A 4 \ 4
Inverter Deviation Signal based |
control [~ Anomaly Detection «——— Other
: parameters
v

Monitored output

Figure 5: Schematic of single-phase grid-connected photovoltaic system with anomaly detection
framework
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Table 1: Specifications of simulated single-phase grid-connected photovoltaic system

System parameter Specification
Photovoltaic array 10 kW
Photovoltaic module Power 250 Wp
characteristics
Open circuit voltage 37.32 V
Maximum powerpoint voltage 30.84 V
Short circuit current 8.84 A4
Maximum powerpoint current 8.11 4
DC link capacitor 4000 wf
Inverter rating 10 kW /12.5 kVA

(Transformerless topology)

Initially, four different faults and one normal behavior model of the grid-connected PV system
are simulated to obtain the data required for training the NN classifier. To simplify the classification

. . dv, di,
process, the rate of change of inverter terminal voltage (7‘}) and current(jlt), rate of change of

dv, di, . dv, di,
load voltage (E) and current(E), rate of change of grid voltage (E and current o) rate of
df

change of system frequency(E), zero crossing for the load voltage and grid voltages, maximum and
minimum peaks of load and grid voltages, and standard deviation of the rate of change of system
frequency (o_,~) are measured as the deviation signals for a fixed window length (AT) for all the
faults and normal behavior. The standard deviation of the rate of change in system frequency (o;)
is calculated as

df (7).
dt ~°
The identified deviation signals are trained with the NN classifier by adapting the structure shown

in Fig. 4. The network structure consists of 14 inputs, one hidden layer, and one output layer. The
output layer is targeted at classifying five different classes i.e., Module faults, Converter Faults, Grid
Abnormality, and Control unit failure. All the deviation signal data and the target labels correspond to
form a feature matrix of size 8000 x 14, where each target label has an assigned data of size 1600 x 14.
Further, each layer has a different activation function as discussed in Section III. To improve the
sensitivity of the deviation signals to the input parameter changes of the neural network, a confidence
interval of 95% is applied. This interval intensifies the impact of changes in the signal and simplifies
it for anomaly detection model preparation. To assess the impact of this process, classifier training
results for data without confidence interval and with confidence interval are shown in Figs. 6 and 7
respectively. From the above figures, it is identified that the data without confidence interval limits
(Figs. 6a—6c) has higher misclassification samples than the data with confidence intervals (Figs. 7a—
7c). This is because the data without confidence intervals have many small-valued deviation signal
data points which are accumulated in the feature space during the training process and reduce the
accuracy of the model. This also increases the difficulty in identifying the input data pattern, especially

o; :std[ T elt— AT, r]] (10)
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while testing conditions. Further, the results of the classifier training for data without confidence
intervals were 85.2% training accuracy, with 1183 misclassification costs. The green diagonal in Fig. 6a,
identifies truly classified samples i.e., 6817 samples, and the upper and lower diagonal elements
correspond to the misclassified samples (misclassification cost). Further, based on the trained and
misclassified samples, the true positive rate, and false-negative rate are estimated as shown in Fig. 6b.
Further, the positive predictive value and the false detection rate are estimated as shown in Fig. 6¢ to
identify the accuracy of the trained classifier. The classifier training with no confidence interval data
set has a training time of 23.276 s, and a prediction speed of 2300 observations per sec.

Fault1

Fault2

Fault3

True Class

Fault4

Normal 86

Fault1 Fault2 Fault3 Fault4 Normal
Predicted Class

(a) Truly and falsely classified samples for deviation signal data set without confidence interval bounds

Fault1

Fault2

Fault3

True Class

Fault4

Normal | 5.4%

Fault! Fault2 Fault3 Fault4 Normal TPR FNR
Predicted Class

(b) True positive rate and false -negative rate for deviation signal data set without confidence interval

bounds
Fault1 25.8% 1.6%
Fault2
# Fault3 9.4% 6.3%
((.)_“ Fault4 7.6%
é Normal 8.4%
PPV
FDR 8.4% 35.1% 7.6% 6.3% 1.6%
Fault1 Fault2 Fault3 Fault4 Normal

Predicted Class

(c) Positive prediction value and false detection rate for deviation signal data set without confidence
interval bounds

Figure 6: Feed-forward machine learning classifier training for deviation signal data set without
confidence interval bounds
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(a) Truly and falsely classified samples for deviation signal data set with 95% confidence interval bounds

Fault1

Fault2 4.4%

Fault3 16%
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Fault4 0.3%
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Fault! Fault2 Fault3 Fault4 Normal TPR FNR
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(b) True positive rate and false-negative rate for deviation signal data set with 95% confidence interval
bounds

Fault1
Fault2
Fault3
Fault4

Normal

True Class

PPV
FDR 2.9% 2.8% 2.1% 1.0%
Fault1 Fault2 Fault3 Fault4 Normal
Predicted Class

(c) Positive prediction value and false detection rate for deviation signal data set with 95% confidence
interval bounds

Figure 7: Feed-forward machine learning classifier training for deviation signal data set with 95%
confidence interval bounds

Similarly, the results are shown in Figs. 7a—7c¢ identify the training accuracy of the classifier with
a confidence interval trimmed data set. The trained classifier has an accuracy of 98.2% with a total
misclassification cost of 141 samples. The truly classified samples in Fig. 7a are 7859 samples, and
the falsely classified samples are 141 samples. Further, the true positive rate, false-negative rate, and
positive predictive value, false detection rate are estimated as shown in Figs. 7b and 7¢ for analyzing
the classifier training performance. The trained classifier with a confidence interval trimmed data set
has a training time of 12.86 s and a prediction speed of 43000 observations per sec. To assess the
superiority of the developed fault classification approach, a brief comparison between the different
fault detection techniques in the literature is performed as shown in Tab. 2.
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Table 2: Parametric comparison of different fault diagnosis approaches
Reference Application  Fault type Parameter Algorithm Detection Accuracy
utilized time
[17] Power Open-circuit Phasor rep-  Time- 8.33 ms —
inverters fault resentation  domain
of inverter analysis
current
[20] Photovoltaic Multiple Output Artificial — —
inverter open-circuit  current neural
faults feature network
analysis
[21] Power Open-circuit Phase A Temporal — 100%
converters faults output convolu-
voltage tional
network
Conventional Power Switch phase Extreme 15s 91.3%
approaches inverters open-circuit, currentand learning (Training
short-circuit, error residue machine and testing)
filter failure, with single
and sensor hidden layer
failure feedforward
neural
network
Power Switch phase Random 0.2 ms 79.4%
inverters open-circuit, currentand forest
short-circuit, error residue (Boosted
filter failure, tress)
and sensor
failure
Power Switch phase k-Nearest 0.41 ms 83.7%
inverters open-circuit, currentand neighbors
short-circuit, error residue
filter failure,
and sensor
failure
Power Switch phase Deep 0.58 ms 91.4%
inverters open-circuit, currentand deterministic
short-circuit, error residue policy
filter failure, gradient

and sensor
failure

(Continued)
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Table 2: Continued

Reference Application  Fault type Parameter Algorithm Detection Accuracy
utilized time
Proposed Photovoltaic Module Voltage, feed-forward 0.21 ms 98.2%
approach system faults, current, and multilayer
Converter frequency perceptron
faults, Grid neural
abnormality, network

and control
unit failure

Further, the trained classifier is connected in a feedback loop with the power management and
inverter control unit to stabilize the system operation and improve the power output of the grid-
connected PV system.

5 Optimized Control Unit

The trained classifier in the previous section can be used to identify the operating state of the
grid-connected PV system. The identified operating state can be further provided as an input to the
inverter control unit to achieve improved operation of the system. In this research, the classified state
information is combined with the power mismatch-based control unit (PMCU) to achieve improved
power output for the system. The PMCU is developed with two adaptive neuro-fuzzy inference units
(ANFIUs) [37,38] by providing the difference between the measured and rated active and reactive
power, and the rate of change of difference, along with the classified state of the system as an input.
The internal operation of the ANFIU is similar to the structure and operation of NN but with two
additional layers. These additional layers handle the information related to the fuzzy controller i.e.,
membership grade of linguistic variables, and firing strength of the rules. Further, the output of the
ANFIU identifies the reference values for active and reactive current to improve the power output
of the system [39,40]. The structure of the PMCU to achieve power output improvement with the
monitored system operating condition is shown in Fig. 8, and the parameters for the operation of the
ANFIU are discussed in Tab. 3.

Further, the trained classifier and the developed control unit are tested with a single-phase
grid-connected laboratory setup as shown in Fig. 9. To realize the operation of the PV modules
operating in an array of 10 kW, the Agilent Keysight solar simulator is connected to the network.
The interconnection between the PV simulator and the grid is achieved with a Semikron bridge
operating as an H-bridge inverter. The proposed condition monitoring framework is implemented with
the Altera Cyclone IV field-programmable gate array and the control of the grid-connected inverter
along with the PMCU is developed with the Typhoon Hardware-in-Loop. The voltage, current,
and active/reactive during normal operation and a constant energy loss fault type are tested on the
laboratory setup. To assess the superiority of the proposed monitoring and power output improvement
framework, the results obtained are compared with the results from the action of the conventional
inverter control unit. The results of the conventional inverter control unit are shown in Fig. 10. From
Fig. 10a, the action of the controller for normal operation of the system operating with a 10 kWp
resistive load is observed. Further, in Fig. 10b, the action of a constant energy loss fault is tested by
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implementing a short-circuit fault with the simulated PV array at 190 ms. Here, the transients in voltage
and current can be identified and the active and reactive power varies for a high transient resulting in
the increase of the active current component for around 15 ms. In this case, the reactive power decreases
momentarily for 15 ms and then starts to improve the voltage profile.

Monitored Layer 1: Layer 2: Layer 3: Layer 4:

output from the | Membership  Fuzzy AND  Ratio of rule  Consequent Layer 5:
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Figure 8: Adaptive fuzzy inference unit network structure for power mismatch-based control unit

Table 3: Adaptive fuzzy inference unit parameters for power mismatch-based control unit

Control parameter Value

Number of inputs for each unit 3

Membership function (MF) Gaussian

Number of MFs 5

Algorithm Hybrid learning algorithm
Number of iterations 100 to 150

Fuzzy system Sugeno type first-order system

(Continued)
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Table 3: Continued

Control parameter Value

Output type Linear

Step size Initial 1.1, decreased to 0.9
Nodes 55

Fuzzy rules 15

Data/parameter ration ~ 84

Grid Voltage and Current
.« Measurement

Pulse to
Inverter

Solar Emulator

Storage with
Control Unit

Figure 9: Experimental setup of single-phase grid-connected system with anomaly detection and power
mismatch-based control unit

From the result, it is identified that the action of the conventional control approach tries to
improve the voltage amplitude but has no effect on the harmonics present in both the voltage and
current. This heavily affects the power out of the system. A similar condition is tested in Fig. 10c where,
the constant energy loss fault is cleared, and the controller operates with the system in a grid feeding
mode. Here, it is observed that due to a sudden change in the condition of the system, the controller fails
to accommodate the system operation with the restoration process and generates multiple transients.
This operation has a severe impact on the active and reactive power output of the system and may
result in the unstable operation of the system. Further, the Fast Fourier Transform spectrum of the
voltage and current during the constant energy loss fault is shown in Fig. 10d. The results identified
high harmonics with an average value of around 20 dB and 60 dB for voltage and current respectively
throughout the fixed window length of 500 ms.

Further, the action of the developed framework with the PMCU connected in the feedback loop
with the conventional inverter control is shown through the results in Fig. 11. The results in Fig. 11a
identify the normal operation of the system operating with a 10 kW}p resistive load. In Fig. 11b, the
action of a constant energy loss fault is tested by implementing a short-circuit fault with the simulated
PV array at 140 ms. Here, the detection unit identifies the fault and activates the PMCU to restore the
voltage magnitude by achieving smooth reactive power control in the system. The monitored action of
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the controller also eliminates the transients in voltage and current which heavily improves the power
out of the system. Further, a similar condition is tested in Fig. | lc where, the constant energy loss
fault is cleared, and the system restores the normal operation. Here, again with the timely action of
the classifier in identifying the system operating state, a smooth restoration of active power with fewer
harmonics and voltage and current is achieved. Further, the Fast Fourier Transform spectrum of the
voltage and current during the constant energy loss fault is shown in Fig. 11d. The results identified
an average value of around 16 dB and 40 dB harmonic magnitude for voltage and current respectively
throughout the fixed window length of 500 ms. From the results, it is observed that the developed
framework handles the faults and normal operation of the system efficiently and improves the power
output.
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Figure 10: Electrical network variables of single-phase grid-connected photovoltaic system operating
with the conventional inverter control approach. (a) Normal operation (b) impact of constant energy
loss type fault (c) clearing of constant energy loss type fault and (d) constant energy loss type fault
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Figure 11: Electrical network variables of single-phase grid-connected photovoltaic system operating
with the anomaly detection and power mismatch-based control unit framework. (a) Normal operation
(b) constant energy loss type fault (¢) clearance of constant energy loss type fault and (d) constant
energy loss type fault

6 Conclusion

This paper establishes an approach for identifying faults at the component level in a grid-
connected PV and utilizing the information for improving the operation and power output of the
system. Initially, all the possible common faults, abnormalities, and degradation aspects associated
with the components in a grid-connected PV system are categorized to differentiate their impact
on normal behavior. Further, a 10 kWp single-phase grid-connected PV system is simulated in
MATLAB/Simulink, and the deviation signals associated with the abnormalities are identified and
the linear correlation between the data point is established to pre-process the data. To achieve efficient
training and classification, the deviation signal data is subjected to principal component analysis with
a 95% confidence interval. This data is further trained with the feed-forward multilayer perceptron
neural network classifier and the training accuracy is observed to be 98.2%. To assess the superiority
of the developed framework the training of the abnormality detection unit is simultaneously developed
with deviation signal data with confidence interval limits and the accuracy is identified to be 85.2%.
Further, the trained classifier output is combined with a power mismatch-based control unit which is
developed with two parallel operated adaptive neuro-fuzzy inference units. The developed frameworks
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improve the voltage and current profile, especially during the faults, and improve the power outputs
of the system.
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