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A Fictitious Time Integration Method for
Multi-Dimensional Backward Wave Problems

Chih-Wen Chang'

Abstract: We address a new numerical approach to deal with these multi-dimensional
backward wave problems (BWPs) in this study. A fictitious time 7 is utilized to
transform the dependent variable u(x, y, z, f) into a new one by (1+7)u(x, y, z, t)=:
v(x, ¥, z, t, T), such that the original wave equation is written as a new hyperbolic
type partial differential equation in the space of (x, y, z, ¢, T). Besides, a fictitious
viscous damping coefficient can be employed to strengthen the stability of numer-
ical integration of the discretized equations by using a group preserving scheme.
Several numerical instances demonstrate that the present scheme can be utilized to
retrieve the initial wave very well. Even though the noisy final data are very large,

the fictitious time integration method is also robust against disturbance.

Keywords: Backward wave problem, Wave equation, Strongly ill-posed prob-
lem, Fictitious time integration method (FTIM), Group preserving scheme (GPS)

1 Introduction

Wave problems that emerge from engineering fields are often classified as forward
wave problems and backward wave problems. There are lots of algorisms for re-
solving those forward wave problems (e.g., the wave propagation in water bodies,
sound wave propagation in medium and stress wave in elastic solids, and so forth).
Recently, the method of fundamental solutions (MFS) was been used in the propa-
gation of elastic waves around thin structures [Godinho, Tadeu and Amado Mendes
(2007)]. Later, Gu, Young and Fan (2008) employed the Eulerian-Lagrangian
method of fundamental solutions (ELMFS) and the D’ Alembert formula to solve
the one-dimensional (1-D) wave equation. However, their scheme cannot tackle
those multi-dimensional wave problems. Then, on the basis of the Houbolt finite
difference scheme, the method of particular solutions and the MFS, six numerical
examples can be resolved in Young, Gu and Fan (2009), but their approach cannot
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directly deal with the wave problem and cost much time in three-dimensional case.
After that, Gu, Young and Fan (2009) proposed the ELMEFS to solve the 1-D wave
equation, and they claimed that the algorism is accurate; however, it also cannot
directly resolve the wave problem.

For these backward wave problems (BWPs), Lesnic (2002) has addressed the Ado-
main decomposition method to resolve the BWP. He explained that for the forward
problem the convergence of the Adomain decomposition method is faster than that
for the backward problem. Furthermore, the BWP as mentioned by Ames and
Straugham (1997) has important applications in optimal control theory and geo-
physics. Recently, Liu (2010) has utilized the separating characteristic property of
kernel function and eigenfunctions expansion techniques to derive a semi-analytical
solution of 1-D BWP and obtained good results. After that, Chang and Liu (2010)
extended the backward group preserving scheme to tackle these multi-dimensional
BWPs and acquired accurate results without employing a priori regularization.

This current study is summarized as follows. Those multi-dimensional BWPs are
described in the next section. In Section 3, we introduce a fictitious time coordi-
nate T by transforming the dependent variable u(x, y, z, f) into a new one by (1 +
Du(x, y, z, 1) :=v(x, ¥, z, t, T), such that the original equation is mathematically
equivalently written as another different hyperbolic equation, where adding a ficti-
tious viscous damping coefficient to enhance the stability of numerical integration
of the discretized equations, and offering a concise depiction of GPS for ordinary
differential equations (ODEs). Section 4 displays three instances to demonstrate
the accuracy of the proposed scheme. The most significant conclusions from the
present research are summarized in Section 5.

2 Multi-dimensional backward wave problems

The multi-dimensional homogeneous BWP we ponder is respectively given by the
following equations:

92
a—t;’ —2Au in Q, (1)
u=ug on FB, (2)
u=ur On FF, (3)

where u is the displacement of a rectangular volume and c is the velocity of a
propagation wave. We take a bounded domain D in %, j = 1, 2, 3 and a spacetime
domain Q = D x (0,T) in /*! for a final time T > 0, and write two surfaces I'y =
dD x [0,T] and I'r = dD x {T'} of the boundary dQ.A represents the j-dimensional
Laplacian operator. While Eqgs. (1)-(3) constitute a j-dimensional backward wave
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problem for a given boundary data ug: ['g — & and a final data up: I'r — Z. For
the existence and uniqueness of solution of BWP, Bourgin and Duffin (1939), and
Abdul-Latif and Diaz (1971) have proposed a geometric proof of the uniqueness of
the one-dimensional wave equation under the Dirichlet conditions. Fox and Pucci
(1958) have addressed the existence issue of this problem in detail. Levine and
Vessella (1985) have concerned about the existence and continuous on data and
treated the problem in Hilbert space.

3 A fictitious time integration approach

3.1 Transformation into a different evolutional PDE and semi-discretization
First, we propose the following transformation:

v, y, 2, 6,7) = (1+Tulx, y, 2, 1), @
and introduce a fictitious viscosity damping coefficient v > 0 in Eq. (1):

2%u

_ 2
O—VW—VC Au. (5)
Multiplying the above equation by 1 + 7 and employing Eq. (4), we have

2%y )
O:VW—VC Av. (6)

Recalling that dv/dT = u(x, y, z, 1) by Eq. (4), and adding it on both the sides of
the above equation we acquire

dv 9%y 5
E_vﬁ—w Av+u. ™

Finally by employing # = v/(1 + 7), we can change Eqgs. (1)-(3) into another
parabolic type PDE:

v 2%y

2 Vo8
— =v— — VA o) 8
ot Vor V¢ H_1 7 e ®)
V=vp On fB, (9)
V=Vr On fF, (10)

where Q=Q®10, 7], I's =T ®[0, 7], [r =Ir®]0, 7] and 7 is a selected value.
In Eq. (8), 7 is a fictitious time, being different to the real time 7. Even though we
raise these dimensions of Eq. (8) one higher than Eq. (1), several advantages can
be obtained as to be shown below.
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There is maybe another selection of Eq. (4) by using v = p(T)u, where we require
that p(7) be a monotonically increasing function of 7,p(0) = 1 and p(inf) = inf.
However, when p(7) is more complex than 1 + 7 the resulting partial differential
equation (PDE) is more complicated than Eq. (8), and currently there seems no
good reason to determine a more complex p(t). However, other choices are possi-
ble if they can supply better result than the present one.

Applying a semi-discrete procedure to Eq. (8), yields a coupled system of ODE:s:

v v
Vijid = —— [Vijilr2 — 2Vijile1 + Vigkt] =€ S g [Vit1gkt — 2Vigkt + Vie1jkd)]
e (At)2 AR 3J5Ks ARS) (Ax)2 oJ 5y oJ 5 o5

Vv Y Vijkt
+7( A2 [Vijt gt — 2Vijse + Vij—14e) + 5 [Vijkt 1,6 = 2Vijjet + Vijk—1.0] } + T4z’

an

where Ax, Ay and Az are uniform spatial lengths in x, y and z directions, At is
a time stepsize, v;jk¢(7) = v(xi, Y 7k, b, 7), and v denotes the differential of v
with respect to 7.

When one employs a suitable numerical integrator to integrate Eq. (11), a sequence
of v;;k can be obtained. Given a stopping criterion, as shown below, to terminate
the fictitious time stepping solution, we can gain the solution of v at a fictitious time
T¢, and calculating u by Eq. (4), we can acquire the solution of u in a fully space-
time region. Consequently, we call this novel approach a fictitious time integration
method (FTIM).

The above notion by adding a fictitious time was first proposed by Liu (2008a) to
resolve an inverse Sturm-Liouville problem by transforming an ODE into a PDE.
Later, Liu (2008b, 2008¢c) and Liu, Chang, Chang and Chen (2008) extended this
concept to develop new schemes for estimating parameters in the inverse vibration
problems. More recently, Liu and his coworkers have utilized the FTIM to tackle
many problems; see, e.g., Liu and Atluri (2008a) [nonlinear algebraic equations],
Liu and Atluri (2008b) [discretized inverse sturm-Liouville problems], Liu (2008d)
[nonlinear complementarity problems], Liu (2008e) [quasi-linear elliptic boundary
value problems], Liu and Atluri (2008c) [mixed complementarity problems], Liu
(2009a) [m-point boundary value problems], Liu (2009b) [delay ordinary differen-
tial equations], Liu (2009c¢) [a quasilinear elliptic boundary value problem with an
arbitrary plane domain], Liu and Atluri (2009) [numerical solution of the Fredholm
integral equation and numerical differentiation of noisy data, and its relation to the
filter theory], Ku, Yeih, Liu and Chi (2009) [highly nonlinear boundary value prob-
lems], Chang and Liu (2009) [backward advection-dispersion equation], and Chi,
Yeih and Liu (2009) [Cauchy problem of Laplace equation].
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3.2 GPS for differential equations system

We can write Eq. (11) as a vector form:
v=_f(v,;t), veZ", 7TER, (12)

where v is an n-dimensional state vector, and f € %" is a vector-valued function of
vand 7.

The GPS can preserve the internal symmetry group of the considered ODE system.
For nonlinear differential equations systems, Liu (2001) has embedded them into
the augmented dynamical systems, which concern with not only the evolution of
state variables but also the evolution of the magnitude of state variables vector.

We can embed Eq. (12) into the following n+1-dimensional augmented dynamical
system:

fv.7)
i v — (T)nxn [I¥l v (13)
de [ vl L) vl ]

vl

Here, we assume ||v|| > 0 and hence, the above system is well-defined.

It is obvious that the first row in Eq. (13) is the same as the original Eq. (12), but
the inclusion of the second row in Eq. (13) gives us a Minkowskian structure of the
augmented state variables of X: = (vT, ||v||)7, which satisfies the cone condition:

XTgX =0, (14)
where
In 0n><1 :|
= 15
g { O —1 (15)

is a Minkowski metric. I, is the identity matrix of order n, and the superscript T
denotes the transpose. In terms of (x,||x||), Eq. (14) holds, as

X"gX=v-v—|v|>=|v|* = |Iv|* =0, (16)

where the dot between two n-dimensional vectors represents their Euclidean inner
product. The cone condition is therefore the most natural constraint that we can
impose on the dynamical system (13).

Consequently, we have an n+1-dimensional augmented system:

X =AX (17)
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with a constraint (14), where

f(v,7)
Onscn T ]

A= (18)

£ (v,7)
(vl

S =]

is an element of the Lie algebra so(n,1) of the proper orthochronous Lorentz group
SO,(n,1), satisfying

ATg+gA=0. (19)

This fact prompts us to employ the group preserving scheme, and its discretized
mapping G exactly preserves the following properties:

G'gG=g, (20)
detG =1, (21)
GY >0, (22)

where G8 is the 00th component of G. Such G is an element of SO, (n,1).

Although the dimension of the new system rises by one, it has been shown that the
new system has the advantage of admitting a GPS given as follows [Liu (2001)]:

X1 =G(O)X,, (23)

where X, represents the numerical evaluation of X at the discrete time 7y, and
G(¢) €SO, (n,1) is the group evaluation at time 7.

To give a step by step numerical scheme, we suppose that A(¢) in Eq. (19) is
a constant matrix, taking its value at the /—thstep. An exponential mapping of
A(?) for the interval 7y < T < 1, + A7, when the time parameter 7 in Eq. (18) is
approximately fixed as T = 7,, admits:

L+ (aéfl)fe T  bfy

> Il
G(0) = explATA(0)] = o e (24)
el a
where
ay := cosh <ATHfZ”> , by:=sinh (ATHfH> . (25)
[[vell [[vell

For saving notation, we employ f; = f(v,, 7;). Substituting Eq. (24) for G(¥) into
Eq. (23) and taking its first row, we obtain
(a0 = Dfe-ve+be|[vel [Ife]
2
[1£e]]

Vi1 =Vo+ fr = vy +ndy, (26)
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where 1) is an adaptive factor. From f; - v, > — ||fs|| ||v¢||, we can prove that

M”fﬂﬂ l|vell
0> |1 —ex <— >0, VAT>O0. 27
1 [ Pl e

This scheme is group properties preserved for all At > 0, and is called the group
preserving scheme.

3.3 The convergent criterion

We use the above GPS to integrate Eq. (11) from 7 = 0 to a chose fictitious final
time T;. In the numerical integration procedure, we can test the convergence of
Vijke at the g- and g + 1-steps by

R
q q
Y ; Ve —viiad? <& (28)
=

=1

where € is a selected criterion, m; is the number of subintervals in time direction,
and m is the number of grid points in each spatial direction, assuming the same. If
at a time 7y < 7y the above criterion is satisfied, then the solution of u is given by

Wi = Vijkt(T0)
” 1+ 1
Practically, if a suitable 7y is selected, we discover that the numerical solution is
also approached very well to the true solution, even the above convergence criterion
is not satisfied. The coefficient v introduced in Eq. (11) can enhance the stability

of numerical integration.

(29)

In particular, we would stress that the present approach is a new FTIM, which can
calculate the hyperbolic PDE very effectively and stably. We give three numerical
experiments to show some merits of the proposed FTIM in the next section.

4 Numerical examples

We will apply the FTIM to the calculations of BWP through numerical instances.
We would like to realize the stability of our algorism when the input final measured
data are contaminated by random noise for different problems. We can evaluate the
stability by increasing the different levels of random disturbance in the final data:

VE = VF+S[2R(i) — 1], 30)

where v are the final exact data. We employ the function RANDOM_NUMBER
given in Fortran to generate the noisy data R(i), which are random numbers in [-1,
1], and s means the level of absolute noise. Then, the final noisy data ¥ are used
in the calculations.
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4.1 Example 1

The following one-dimensional BWP is considered:

Uy =Uy, O<x<m, 0<t<T, 31
with the boundary conditions

u(0,t) = u(m,1) =0, (32)
and the final time condition

u(x,T) = sin(T)sin(x). (33)
The data to be retrieved are given by

u(x,t) =sin(t)sin(x), 0<r<T. (34)

A straightforward derivation according to the concept of FTIM results in

Vip= (A‘;)z [Vigt2 — 2vieq1 +vig) — (ch; Vig1,e —2Vig+ Vi1 + lvfr’ (35)
where

vo,(T) =vi(7) =0, (36)
Vim(T) = (14 7)sin(T)sin(x;). (37)

Let us investigate some ill-posed cases of this benchmark BWP, where T = 90 are
utilized such that when the final data are in the order of O(10~ 1), we attempt to
employ the FTIM to recover the desired initial data of sin(0./) sin(x), which are
in the order of O(10~%). Under the following parameters: m = 20, m; = 20, €
=108, v = 0.0089155, a fictitious terminal time Ty = 2.4, and starting from an
initial value of v; = 0.1sin(90)sin(x;)because we know the final data in Eq. (33),
we resolve this problem by our scheme with a fictitious time stepsize AT = 0.24.
Fig. 1 displays the numerical results and numerical errors, and the maximum error
is about 1078, Upon comparing with the numerical results in [Lesnic (2002)] with
that from the decomposition method (see Figures 3 and 4 of the above cited paper)
and Chang and Liu (2010) with the BGPS (see Figures 2 and 3 of the above cited
paper), we can say that the FTIM does not need to use the regularization technique
and still acquire good results.

In Fig. 2, we demonstrate the numerical results and numerical errors for a final
time 7 = 90 and with a noise of s = 1. The maximum error as shown is in the



A Fictitious Time Integration Method for Multi-Dimensional Backward Wave Problems95

@)

0.10 —
0.08 —
~ 006 —| Exact
g ® T7=9
S 0w
3 —
0.02 —
0.00 \ \ \ \
0.0 0.8 1.6 24 32
158 —®
~
—
S ]
=
N
3
S B9
=
o)
g
m i
0E+0 \ \ \ \
0.0 0.8 1.6 24 32
X

Figure 1: Comparisons of the exact solutions and numerical solutions for Example
1 with 7' =90, and the corresponding numerical errors.

order of 1078 even for a larger disturbance with s = 1. The present results are also
better than that calculated by Chang and Liu (2010), of which the maximum error
is 8.38 x 1073, under a noise of s = 0.1. To the authors’ best knowledge, there has
been no open report that the numerical methods can calculate this ill-posed BWP

very well as the FTIM.

4.2 Example 2

Let us further consider the two-dimensional BWP:

up =2 +uyy), O0<x<m O0<y<m 0<t<T, (38)
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Figure 2: Comparisons of numerical solutions for Example 1 with different levels
of noise s =0, 1, and the corresponding numerical errors.

with the boundary conditions

u(0,y,1) =y, u(mwyt)=m+y, (39)
u(x,0,t) =x, u(x,mt)=mn+x,

and the final time condition

u(x,y, T) = x+y+sinxsinycos(2T). (40)
The exact solution is given by

u(x,y,t) =x+y-+sinxsinycos(2t), 0<t<T. 41)
A derivation according to the FTIM leads to

2
. \4 Ve
Vijio = a2 [Vijera = 2vijer1 +vije] — (a2 Vi1 —2vije+vie1j4]
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2
\44 Vijl
Ty [Vijt,e = 2Vije +viji,0] + —2 (42)

14+71°

Under the following parameters: m = 20, m; = 20, € = 107%, v = 0.3931001, T =
135, 74 = 1072, and starting from an initial value of Vij¢ = X; +y;+ sinx;siny; -
cos(270), we integrate Eq. (42) by using the GPS with a fictitious time stepsize AT
=107

Fig. 3 shows the errors of numerical solutions obtained from the FTIM for the case
of T = 135, and the final data is in the order of O(1). However, we can utilize the
FTIM to recover the desired initial data x + y + sinxsiny. At the point x = 27 /20,
the error is plotted with respect to y by a dashed line, and at the point y = 97 /20,
the error is plotted with respect to x by a solid line. The latter one is smaller than
the former one because the point y = 97/20 is near the boundary. However, the
errors are smaller than that calculated by Chang and Liu (2010) as shown in Figure
4 therein. For this difficult problem, the FTIM proposed here is still good with a
maximum error 4.4 x 107>,

44E-5 1 7=135 TN
/

Error of numerical solutions
S
i
W
!

0.0E+0

0.0 08 1.6 24 32
Xy

Figure 3: The errors of FTIM solutions for Example 2 with 7" = 135.

Recently, the numerical results have been calculated by Chang and Liu (2010), of
which the final time was 0.5 and the maximum error was 2.7 x 10~%, under a noise
of s = 0.01. In Fig. 4, we compare the numerical errors with T = 135 for two
cases: one without the random noise and the other with the absolute random noise
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in the level of s = 1. The exact solutions and numerical solutions are plotted in Figs.
5(a)-(c) sequentially. Even under the large noise, the numerical solution indicated
in Fig. 5(c) is a good approximation to the exact initial data as displayed in Fig.

5(a).

4455 @ 35

2.2E-5 —

No random noise
® 5=

Error of u (x,y,0)

0.0E+0 ‘

265

1E-5 —

Error of u(x,y,0)

OE+0 \ \ \ \
0.0 0.8 1.6 24 32

y

Figure 4: The numerical errors of FTIM solutions with and without random noise
effect for Example 2 are plotted in (a) with respect to x at fixed y = 7/2, and in (b)
with respect to y at fixed x = 7/6.

4.3 Example 3

Let us ponder a three-dimensional BWP:

Uy = Uy +Uyy +U;, O<x<m O<y<m O<z<m 0<t<T, 43)
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Figure 5: The exact solution for Example 2 of two-dimensional BWP with T = 135
are shown in (a), in (b) the FTIM solution without random noise effect, and in (c)
the FTIM solution with random noise.
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with the boundary conditions

u(0,y,z,t) =exp(y+z+1), u(m,yz,t)=exp(T+y+z+1),
u(x,0,z,t) =exp(x+z+1), u(x,mz1)=exp(T+x+z+1), (44)
u(x,y,0,t) =exp(x+y+1t), u(x,y,mt)=exp(r+x+y+i),

and the final time condition

u(x,y,z,T) =exp(x+y+z+T). (45)
The exact solution is given by

u(x,y,z,t) = exp(x+y+z+1). (46)

Under the following parameters: m = 20, m; =20, € = 107%, v = 107, T =
10, and a fictitious terminal time 7, = 10~7, and starting from an initial value
of Vi jke = 4.54 x 1075 exp(x; +y; + zx + 10), we tackle this problem by our ap-
proach with a fictitious time stepsize AT = 10~8. Nevertheless, we can employ the
FTIM to retrieve the desired initial data exp(x + y + z), which are in the order of
0(10%). In Fig. 6, we compare the numerical errors with 7 = 10 for two cases: one
without the random noise and the other with the random noise in the level of s =
1. Besides, the exact solutions and numerical solutions are plotted in Figs. 7(a)-(c)
sequentially. Even under the noise, the numerical solution displayed in Fig. 7(c)
is a good approximation to the exact initial data as displayed in Fig. 7(a). More-
over, the errors are much smaller than those calculated by Chang and Liu (2010) as
shown in Figure 7 therein.

To offer a rigorous examination of the FTIM when applied this scheme to this
example, we let T = 15, and the final data is very large in the order of O(10').
Under the following parameters: m = 20, m; =20, € = 1072, v=10773, Ty = 10~ 11,
and starting from an initial value of v; j x ¢ = 3.059 x 1077 exp(x;+yj+z¢ + 10),we
resolve this problem by our approach with a fictitious time stepsize AT = 107!, In
Fig. 8, we compare the numerical errors with 7 = 15, where the grid lengths are
used Ax = Ay = Az = 1t /20. At the point x = /5 the error is plotted with respect to
y and z by a dashed line, at the point y = 7/4 the error is plotted with respect to x and
z by a solid line, and at the point z = /3 the error is plotted with respect to x and y
by a dotted line. The latter one is smaller than the former two because the point z =
7/3 is near the boundary. This experiment is a hard BWP to examine the numerical
performance of our novel numerical algorism. Nevertheless, to the authors’ best
knowledge, there has been no report that numerical methods can calculate this ill-
posed three-dimensional BWP very well as our scheme.
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Figure 6: The numerical errors of FTIM solutions with and without random noise
effect for Example 3 are plotted in (a) with respect to x at fixed y = w/4 and z = /3,
(b) with respect to y at fixed x = 7/5 and z = 7/3, and (a) with respect to z at fixed x
=r/5 and y = w/4.

5 Conclusions

We have transformed the original hyperbolic equation into another hyperbolic type
equation by introducing a fictitious time variable, and adding a fictitious viscous
damping coefficient to enhance the stability of numerical integration of the dis-
cretized equations by using the GPS. Besides, we merely required spending a little
of computational time for integrating the discretized equations to obtain solutions.
By utilizing the FTIM, we can calculate the solution and recover the initial data
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Figure 7: The exact solution for Example 3 of three-dimensional BWP with 7"= 10
are shown in (a), in (b) the FTIM solution without random noise effect, and in (c)
the FTIM solution with random noise.
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Figure 8: The errors of FTIM solutions for Example 3 with 7' = 15.

very well with a high order accuracy. Three numerical experiments of the BWP
are worked out, which exhibit that our proposed scheme is applicable to the se-
riously ill-posed BWP. The numerical errors of our algorism are in the order of
0(10~)-0(10~?). Furthermore, those effects are very pivotal in the computations
of three-dimensional BWP. Hence, it can be concluded that the FTIM is very stable,
accurate, effective, and insensitive to the perturbation on final data.
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