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#### Abstract

The Method of Fundamental Solutions (MFS) is a boundary-type method for the solution of certain elliptic boundary value problems. In this work, we develop an efficient matrix decomposition MFS algorithm for the solution of biharmonic problems in annular domains. The circulant structure of the matrices involved in the MFS discretization is exploited by using Fast Fourier Transforms. The algorithm is tested numerically on several examples.
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## 1 Introduction

The Method of Fundamental Solutions (MFS) is a meshless technique for the numerical solution of certain elliptic and parabolic differential equations (Fairweather and Karageorghis (1998); Golberg and Chen (2001); Cho, Golberg, Muleshkov, and Li (2004)). It is applicable when the fundamental solution of the elliptic operator in question is known. In the MFS, singularities of the fundamental solution, are avoided by the introduction of a fictitious boundary exterior to the problem geometry (the pseudo-boundary). Thus the approximate solution satisfies the underlying partial differential equation. Since the method was first introduced by Kupradze and Aleksidze (1963, 1964), and was first proposed as a numerical technique by Mathon and Johnston (1977), it has been applied to a wide variety of physical problems.

In recent years, this boundary-type technique has become very popular because of its simplicity and ease of numerical implementation. Details concerning the various aspects and applications of the MFS can be found in

[^0]the recent survey papers by Cho, Golberg, Muleshkov, and Li (2004); Fairweather and Karageorghis (1998); Fairweather, Karageorghis, and Martin (2003); Golberg and Chen (1997, 1999); Kołodziej (2001).

There are various formulations of the MFS. The two most popular ones are the following: In the first one, the singularities are fixed, whereas in the second one they are determined as part of the solution of the discrete problem. The latter, which results in a nonlinear least-squares problem, was used for the solution of biharmonic problems in Karageorghis and Fairweather (1987, 1988, 1989). In particular, in Karageorghis and Fairweather (1987), the authors used the integral representation of Maiti and Chakrabarty (1974), while in Karageorghis and Fairweather (1989) the authors used the simple layer potential representation of Fichera (1961) and in Karageorghis and Fairweather (1988) the authors used the Almansi representation of biharmonic functions, introduced by Almansi (1897). The above studies reveal that these three formulations can be implemented equally easily and that there is little to choose between them with respect to accuracy.
The MFS with fixed singularities, which results in a linear system, was used for the solution of biharmonic problems in circular domains in Smyrlis and Karageorghis (2003). This version of the MFS was also used for the solution of three-dimensional biharmonic problems in axisymmetric domains in Fairweather, Karageorghis, and Smyrlis (2004). In this study, we shall be using the MFS with fixed singularities for the solution of biharmonic problems in annular domains. We shall be extending the ideas used in Smyrlis and Karageorghis (2003) as well as in Tsangaris, Smyrlis, and Karageorghis (2004), where the MFS was used for the solution of harmonic problems in annular domains. A variant of the MFS involving Green's functions was applied to the solution of harmonic problems in annular domains in Katsurada (1989).
In this work we shall be using the properties of circu-
lant matrices. The occurrence of such matrices when the MFS is applied to circular domains was first observed by Katsurada and Okamoto (1988). The properties of the circulant matrices resulting from the MFS discretization, in conjunction with the use of the Fast Fourier Transform (FFT), were fully exploited in Smyrlis and Karageorghis (2001, 2004b) for harmonic problems and in Smyrlis and Karageorghis (2003) for biharmonic problems. It is noteworthy that with the use of FFTs the computational effort is reduced from $O\left(N^{3}\right)$ operations to $O(N \log N)$ operations. The properties of circulant matrices in conjunction with the Boundary Element Method (BEM) were also studied by Jeng-Tzong Chen and his co-workers in Chen, Lin, Kuo, and Chyuan (2001); Kuo, Chen, and Huang (2000).

## 2 MFS formulation

We consider the boundary value problem

$$
\begin{cases}\Delta^{2} u=0 & \text { in } \quad \Omega  \tag{2.1}\\ u=f_{1} \quad \text { and } \quad \frac{\partial u}{\partial n}=g_{1} \quad \text { on } \quad \partial \Omega_{1} \\ u=f_{2} \quad \text { and } \quad \frac{\partial u}{\partial n}=g_{2} \quad \text { on } \quad \partial \Omega_{2}\end{cases}
$$

where the domain $\Omega$ is the annulus
$\Omega=\left\{x \in \mathbb{R}^{2}: \rho_{1}<|x|<\rho_{2}\right\}$,
$\Delta$ denotes the Laplace operator and $f_{1}, f_{2}, g_{1}$ and $g_{2}$ are given functions. The boundary of $\Omega$ is $\partial \Omega=\partial \Omega_{1} \cup \partial \Omega_{2}$ where $\partial \Omega_{1}$ and $\partial \Omega_{2}$ are the circles with radii $\rho_{1}$ and $\rho_{2}$, respectively.
The MFS biharmonic formulation we shall be using is based on the single layer potential representation of Maiti and Chakrabarty (1974) according to which, a biharmonic function in a sufficiently smooth bounded domain $\Omega \subset \mathbb{R}^{2}$, can be expressed as

$$
\begin{align*}
u(P)= & \int_{\partial \Omega} \mu(Q) \log |P-Q| d \sigma(Q) \\
& +\int_{\partial \Omega} v(Q)|P-Q|^{2}(\log |P-Q|-1) d \sigma(Q) \tag{2.3}
\end{align*}
$$

where the functions $\mu$ and $v$ are source densities at the boundary.

In the MFS, we attempt to approximate the integral representation (2.3) by a quadrature rule. Thus the solution $u$ is approximated by (see Bogomolny (1985); Fairweather and Karageorghis (1998); Murashima, Nonaka, and Nieda (1983); Smyrlis and Karageorghis (2003))
$u_{N}(\boldsymbol{\mu}, \boldsymbol{v}, \boldsymbol{Q} ; P)=\sum_{j=1}^{2 N}\left\{\mu_{j} k_{1}\left(P, Q_{j}\right)+v_{j} k_{2}\left(P, Q_{j}\right)\right\}$,
where $\boldsymbol{\mu}=\left(\mu_{1}, \ldots, \mu_{2 N}\right)^{T}, \boldsymbol{v}=\left(v_{1}, \nu_{2}, \ldots, v_{2 N}\right)^{T}$ and $\mathbf{Q}$ is a $4 N$-vector containing the coordinates of the singularities $Q_{j}, j=1, \ldots, 2 N$, which lie outside $\bar{\Omega}$. The function $k_{1}(P, Q)$ is a fundamental solution of Laplace's equation given by
$k_{1}(P, Q)=-\frac{1}{2 \pi} \log |P-Q|$,
and the function $k_{2}(P, Q)$ is a fundamental solution of the biharmonic equation given by
$k_{2}(P, Q)=-\frac{1}{8 \pi}|P-Q|^{2} \log |P-Q|$.
It should be noted that the completeness of these bases is discussed in Bogomolny (1985).
The singularities $Q_{j}$ are fixed on the pseudo-boundary $\partial \tilde{\Omega}=\partial \tilde{\Omega}_{1} \cup \partial \tilde{\Omega}_{2}$ of an annulus $\tilde{\Omega}$ concentric to $\Omega$ and defined by
$\tilde{\Omega}=\left\{\boldsymbol{x} \in \mathbb{R}^{2}: R_{1}<|\boldsymbol{x}|<R_{2}\right\}$,
where $R_{2}>\rho_{2}>\rho_{1}>R_{1}$. The boundary of $\tilde{\Omega}$ comprises $\partial \tilde{\Omega}_{1}$ and $\partial \tilde{\Omega}_{2}$, the circles with radii $R_{1}$ and $R_{2}$, respectively.
A set of collocation points $\left\{P_{i}\right\}_{i=1}^{2 N}$ is placed on $\partial \Omega$. If $P_{i}=\left(x_{P_{i}}, y_{P_{i}}\right)$, then we take
$x_{P_{i}}=\rho_{1} \cos \frac{2(i-1) \pi}{N}$,
$y_{P_{i}}=\rho_{1} \sin \frac{2(i-1) \pi}{N}$,
and
$x_{P_{N+i}}=\rho_{2} \cos \frac{2(i-1) \pi}{N}$,
$y_{P_{N+i}}=\rho_{2} \sin \frac{2(i-1) \pi}{N}$,
where $i=1, \ldots, N$. If $Q_{j}=\left(x_{Q_{j}}, y_{Q_{j}}\right)$, then
$x_{Q_{j}}=R_{1} \cos \frac{2(j-1+\alpha) \pi}{N}$,
$y_{Q_{j}}=R_{1} \sin \frac{2(j-1+\alpha) \pi}{N}$,
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and
$x_{Q_{N+j}}=R_{2} \cos \frac{2(j-1+\alpha) \pi}{N}$,
$y_{Q_{N+j}}=R_{2} \sin \frac{2(j-1+\alpha) \pi}{N}$,
where $j=1, \ldots, N$.
The presence of the angular parameter $\alpha \in\left[-\frac{1}{2}, \frac{1}{2}\right]$ indicates that the sources are rotated by an angle $2 \pi \alpha / N$ with respect to the boundary points. This rotation is known to improve the accuracy of the approximation significantly when the pseudo-boundary is very close to the boundary. (See Smyrlis and Karageorghis $(2001,2004 b)$ ).
The vectors of coefficients $\boldsymbol{\mu}$ and $\boldsymbol{v}$ are determined so that the boundary conditions are satisfied at the collocation points $\left\{P_{i}\right\}_{i=1}^{2 N}$ :

$$
\begin{align*}
u_{N}\left(\boldsymbol{\mu}, \mathbf{v}, \boldsymbol{Q} ; P_{i}\right) & =f_{1}\left(P_{i}\right), \\
\frac{\partial}{\partial n} u_{N}\left(\boldsymbol{\mu}, \mathbf{v}, \boldsymbol{Q} ; P_{i}\right) & =g_{1}\left(P_{i}\right), \tag{2.11}
\end{align*}
$$

$$
\begin{align*}
u_{N}\left(\boldsymbol{\mu}, \boldsymbol{v}, \boldsymbol{Q} ; P_{N+i}\right) & =f_{2}\left(P_{N+i}\right),  \tag{2.12}\\
\frac{\partial}{\partial n} u_{N}\left(\boldsymbol{\mu}, \boldsymbol{v}, \boldsymbol{Q} ; P_{N+i}\right) & =g_{2}\left(P_{N+i}\right), \tag{2.10}
\end{align*}
$$

for $i=1, \ldots, N$, where $\partial / \partial n$ is exterior normal derivative on the boundary $\partial \Omega$. This yields a linear system of the form
$\left(\begin{array}{l|l|l|l}A_{11} & A_{12} & A_{13} & A_{14} \\ \hline A_{21} & A_{22} & A_{23} & A_{24} \\ \hline A_{31} & A_{32} & A_{33} & A_{34} \\ \hline A_{41} & A_{42} & A_{43} & A_{44}\end{array}\right)\left(\begin{array}{l}\boldsymbol{s}_{1} \\ \hline \boldsymbol{s}_{2} \\ \hline \boldsymbol{t}_{1} \\ \hline \boldsymbol{t}_{2}\end{array}\right)=\left(\begin{array}{l}\boldsymbol{f}_{1} \\ \hline \boldsymbol{f}_{2} \\ \hline \boldsymbol{g}_{1} \\ \hline \boldsymbol{g}_{2}\end{array}\right)$,
where

$$
\begin{gathered}
\boldsymbol{s}_{1}=\left(\mu_{1}, \mu_{2}, \ldots, \mu_{N}\right)^{T}, \boldsymbol{s}_{2}=\left(\mu_{N+1}, \mu_{N+2}, \ldots, \mu_{2 N}\right)^{T}, \\
\boldsymbol{t}_{1}=\left(v_{1}, v_{2}, \ldots, v_{N}\right)^{T}, \boldsymbol{t}_{2}=\left(v_{N+1}, v_{N+2}, \ldots, v_{2 N}\right)^{T} .
\end{gathered}
$$

The elements of the matrices $A_{m n}, m, n=1, \cdots, 4$ are
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given by

$$
\begin{array}{ll}
\left(A_{11}\right)_{i, j}=k_{1}\left(P_{i}, Q_{j}\right), & \left(A_{12}\right)_{i, j}=k_{1}\left(P_{i}, Q_{N+j}\right), \\
\left(A_{13}\right)_{i, j}=k_{2}\left(P_{i}, Q_{j}\right), & \left(A_{14}\right)_{i, j}=k_{2}\left(P_{i}, Q_{N+j}\right), \\
\left(A_{21}\right)_{i, j}=k_{1}\left(P_{N+i}, Q_{j}\right), & \left(A_{22}\right)_{i, j}=k_{1}\left(P_{N+i}, Q_{N+j}\right), \\
\left(A_{23}\right)_{i, j}=k_{2}\left(P_{N+i}, Q_{j}\right), & \left(A_{24}\right)_{i, j}=k_{2}\left(P_{N+i}, Q_{N+j}\right), \\
\left(A_{31}\right)_{i, j}=h_{1}\left(P_{i}, Q_{j}\right), & \left(A_{32}\right)_{i, j}=h_{1}\left(P_{i}, Q_{N+j}\right), \\
\left(A_{33}\right)_{i, j}=h_{2}\left(P_{i}, Q_{j}\right), & \left(A_{34}\right)_{i, j}=h_{2}\left(P_{i}, Q_{N+j}\right), \\
\left(A_{41}\right)_{i, j}=h_{1}\left(P_{N+i}, Q_{j}\right), & \left(A_{42}\right)_{i, j}=h_{1}\left(P_{N+i}, Q_{N+j}\right), \\
\left(A_{43}\right)_{i, j}=h_{2}\left(P_{N+i}, Q_{j}\right), & \left(A_{44}\right)_{i, j}=h_{2}\left(P_{N+i}, Q_{N+j}\right),
\end{array}
$$

$$
\text { for } i, j=1, \ldots, N \text {, with }
$$

$$
\begin{aligned}
& k_{1}(\boldsymbol{x}, \boldsymbol{y})=-\frac{1}{2 \pi} \log |\boldsymbol{x}-\boldsymbol{y}|, \\
& k_{2}(\boldsymbol{x}, \boldsymbol{y})=-\frac{1}{8 \pi}|\boldsymbol{x}-\boldsymbol{y}|^{2} \log |\boldsymbol{x}-\boldsymbol{y}|,
\end{aligned}
$$

and
$h_{1}(x, y)=-\frac{1}{2 \pi} \frac{(x-y) \cdot \boldsymbol{x}}{|\boldsymbol{x}||\boldsymbol{x}-\boldsymbol{y}|^{2}}$,
$h_{2}(\boldsymbol{x}, \boldsymbol{y})=-\frac{1}{8 \pi}(1+2 \log |\boldsymbol{x}-\boldsymbol{y}|) \frac{(\boldsymbol{x}-\boldsymbol{y}) \cdot \boldsymbol{x}}{|\boldsymbol{x}|}$,
where $\boldsymbol{x}$ and $\boldsymbol{y}$ are the vectors describing the points $P$ and $Q$, respectively. The functions $h_{1}$ and $h_{2}$ are the normal derivatives of $k_{1}$ and $k_{2}$, respectively, with direction extrerior to the boundary, i.e.,
$h_{j}(\boldsymbol{x}, \boldsymbol{y})=\nabla_{\boldsymbol{x}} k_{j}(\boldsymbol{x}, \boldsymbol{y}) \cdot \boldsymbol{n}=\frac{\partial}{\partial n(\boldsymbol{x})} k_{j}(\boldsymbol{x}, \boldsymbol{y}), \quad j=1,2$,
where $\boldsymbol{n}$ is the unit normal exterior to the boundary of $\Omega$.
The matrices $A_{m n}, m, n=1, \cdots, 4$ are circulant ${ }^{3}$ and thus

[^1]
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diagonalizable. In particular,
$A_{m n}=U^{*} D_{m n} U, \quad m, n=1, \ldots, 4$,
where
$D_{m n}=\operatorname{diag}\left(\lambda_{1}^{m n}, \ldots, \lambda_{N}^{m n}\right), \quad m, n=1, \cdots, 4$,
are diagonal matrices whose diagonal elements are the eigenvalues of the matrices $A_{m n}, m, n=1, \cdots, 4$, respectively, and
$U^{*}=\frac{1}{\sqrt{N}}\left(\begin{array}{ccccc}1 & 1 & 1 & \cdots & 1 \\ 1 & \omega & \omega^{2} & \cdots & \omega^{N-1} \\ 1 & \omega^{2} & \omega^{4} & \cdots & \omega^{2 N-2} \\ \cdots & \cdots & \cdots & \cdots & \cdots\end{array}\right), \cdots \cdots \cdots \cdots \cdots, ~$
This means that the elements of each row are same as the elements of the previous row but moved one position to the right. The first element of each row is the same as the the last element of the previous row. The circulant matrix $A$ in (2.14) is usually denoted by $A=\operatorname{circ}\left(a_{1}, a_{2}, \ldots, a_{N}\right)$.
with $\omega=\mathrm{e}^{\frac{2 \pi i}{N}}$. The matrix $U^{*}$ is known as the Fourier matrix and it can be readily verified that it is unitary. If $A_{m n}=\operatorname{circ}\left(a_{1}^{m n}, \ldots, a_{N}^{m n}\right)$, then the elements of the diagonal matrices $D_{m n}$ are given by (see Davis (1979))
$\lambda_{j}^{m n}=\sum_{\ell=1}^{N} \omega^{(j-1)(\ell-1)} a_{\ell}^{m n}$.
Note that from the above expression it is obvious that the $\lambda_{j}^{m n}$ can be obtained from the $a_{\ell}^{m n}$ via discrete Fourier transforms.

## 3 Matrix decomposition algorithm

Let
$\hat{A}=\left(I_{4} \otimes U\right)\left(\begin{array}{l|l|l|l}A_{11} & A_{12} & A_{13} & A_{14} \\ \hline A_{21} & A_{22} & A_{23} & A_{24} \\ \hline A_{31} & A_{32} & A_{33} & A_{34} \\ \hline A_{41} & A_{42} & A_{43} & A_{44}\end{array}\right)\left(I_{4} \otimes U^{*}\right)$,
where $I_{4}$ is the identity matrix in $\mathbb{R}^{4 \times 4}$ and $\otimes$ denotes the matrix tensor product. The system (2.13) can be written
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as

$$
\begin{equation*}
\hat{A}\left(I_{4} \otimes U\right)\left(\frac{\frac{\boldsymbol{s}_{1}}{\boldsymbol{s}_{2}}}{\frac{\boldsymbol{t}_{1}}{\boldsymbol{t}_{2}}}\right)=\left(I_{4} \otimes U\right)\left(\frac{\frac{\boldsymbol{f}_{1}}{\boldsymbol{f}_{2}}}{\frac{\boldsymbol{g}_{1}}{\boldsymbol{g}_{2}}}\right), \tag{3.1}
\end{equation*}
$$

Also,
$\left(I_{4} \otimes U\right)\left(\frac{\frac{\boldsymbol{s}_{1}}{\boldsymbol{s}_{2}}}{\frac{\boldsymbol{t}_{1}}{\boldsymbol{t}_{2}}}\right)=\left(\frac{\frac{U \boldsymbol{s}_{1}}{U \boldsymbol{s}_{2}}}{\frac{U \boldsymbol{t}_{1}}{U \boldsymbol{t}_{2}}}\right)=\binom{\frac{\hat{\boldsymbol{s}}_{1}}{\hat{\boldsymbol{s}}_{2}}}{\frac{\hat{\boldsymbol{t}}_{1}}{\hat{\boldsymbol{t}}_{2}}}$
and

$$
\left(I_{4} \otimes U\right)\binom{\frac{\boldsymbol{f}_{1}}{\boldsymbol{f}_{2}}}{\frac{\boldsymbol{g}_{1}}{\boldsymbol{g}_{2}}}=\left(\frac{\frac{U \boldsymbol{f}_{1}}{U \boldsymbol{f}_{2}}}{\frac{U \boldsymbol{g}_{1}}{U \boldsymbol{g}_{2}}}\right)=\binom{\frac{\hat{\boldsymbol{f}}_{1}}{\hat{\boldsymbol{f}}_{2}}}{\frac{\hat{\boldsymbol{g}}_{1}}{\hat{\boldsymbol{g}}_{2}}}
$$

where
$\hat{\boldsymbol{s}}_{1}=U \boldsymbol{s}_{1}, \hat{\boldsymbol{s}}_{2}=U \boldsymbol{s}_{2}, \hat{\boldsymbol{t}}_{1}=U \boldsymbol{t}_{1}, \hat{\boldsymbol{t}}_{2}=U \boldsymbol{t}_{2}$,
$\hat{\boldsymbol{f}}_{1}=U \boldsymbol{f}_{1}, \hat{\boldsymbol{f}}_{2}=U \boldsymbol{f}_{2}, \hat{\boldsymbol{g}}_{1}=U \boldsymbol{g}_{1}, \quad \hat{\boldsymbol{g}}_{2}=U \boldsymbol{g}_{2}$,
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where $i=1,2, \ldots, N$. Finally, system (3.1) is reduced to

$$
\left(\begin{array}{c|c|c|c}
D_{11} & D_{12} & D_{13} & D_{14}  \tag{3.2}\\
\hline D_{21} & D_{22} & D_{23} & D_{24} \\
\hline D_{31} & D_{32} & D_{33} & D_{34} \\
\hline D_{41} & D_{42} & D_{43} & D_{44}
\end{array}\right)\left(\begin{array}{l}
\frac{\hat{\boldsymbol{s}}_{1}}{\hat{\boldsymbol{f}}_{2}} \\
\hline \hat{\boldsymbol{t}}_{1} \\
\hline \hat{\boldsymbol{t}}_{2}
\end{array}\right)=\binom{\frac{\hat{\boldsymbol{f}}_{2}}{\hat{\boldsymbol{g}}_{1}}}{\hline \hat{\boldsymbol{g}}_{2}},
$$

The solution of system (3.2) can be decomposed into the solution of the $N$ independent $4 \times 4$ systems

$$
\left(\begin{array}{cccc}
\lambda_{i}^{11} & \lambda_{i}^{12} & \lambda_{i}^{13} & \lambda_{i}^{14}  \tag{3.3}\\
\lambda_{i}^{21} & \lambda_{i}^{22} & \lambda_{i}^{23} & \lambda_{i}^{24} \\
\lambda_{i}^{31} & \lambda_{i}^{32} & \lambda_{i}^{33} & \lambda_{i}^{34} \\
\lambda_{i}^{41} & \lambda_{i}^{42} & \lambda_{i}^{43} & \lambda_{i}^{44}
\end{array}\right)\left(\begin{array}{c}
\hat{s}_{i}^{1} \\
\hat{s}_{i}^{2} \\
\hat{t}_{i}^{1} \\
\hat{t}_{i}^{2}
\end{array}\right)=\left(\begin{array}{c}
\hat{f}_{i}^{1} \\
\hat{f}_{i}^{2} \\
\hat{g}_{i}^{1} \\
\hat{g}_{i}^{2}
\end{array}\right)
$$

where $i=1,2, \ldots, N$. Having obtained $\hat{\boldsymbol{s}}_{1}, \hat{\boldsymbol{s}}_{2}$ and $\hat{\boldsymbol{t}}_{1}, \hat{\boldsymbol{t}}_{2}$, we can find $\boldsymbol{s}_{1}, \boldsymbol{s}_{2}$ and $\boldsymbol{t}_{1}, \boldsymbol{t}_{2}$, (and hence $\boldsymbol{\mu}, \boldsymbol{v}$ ) from
$\boldsymbol{s}_{1}=U^{*} \hat{\boldsymbol{s}}_{1}, \quad \boldsymbol{s}_{2}=U^{*} \hat{\boldsymbol{s}}_{2}, \quad \boldsymbol{t}_{1}=U^{*} \hat{\boldsymbol{t}}_{1}, \quad \boldsymbol{t}_{2}=U^{*} \hat{\boldsymbol{t}}_{2}$.
We thus have the following matrix decomposition algorithm for solving (2.13):

## Description of the algorithm

Step 1: Compute $\hat{f}_{1}=U f_{1}, \hat{f}_{2}=U f_{2}$ and $\hat{\boldsymbol{g}}_{1}=U \boldsymbol{g}_{1}, \hat{\boldsymbol{g}}_{2}=U \boldsymbol{g}_{2}$.

Step 2: Construct the diagonal matrices $D_{m n}, m, n=1, \ldots, 4$.

Step 3: Evaluate $\hat{\boldsymbol{s}}_{1}, \hat{\boldsymbol{s}}_{2}$ and $\hat{\boldsymbol{t}}_{1}, \hat{\boldsymbol{t}}_{2}$ by solving $N$ $4 \times 4$ complex systems.

Step 4: Compute $\boldsymbol{s}_{1}=U^{*} \hat{\boldsymbol{s}}_{1}, \quad \boldsymbol{s}_{2}=U^{*} \hat{\boldsymbol{s}}_{2}$ and $\boldsymbol{t}_{1}=U^{*} \hat{\boldsymbol{t}}_{1}, \quad \boldsymbol{t}_{2}=U^{*} \hat{\boldsymbol{t}}_{2}$.

## Analysis of the cost

(i) In Step 1 and Step 4, because of the form of the matrices $U$ and $U^{*}$, the operations can be carried out via FFTs at a cost of $O(N \log N)$ operations.
(ii) FFTs can also be used for the evaluation of the diagonal matrices in Step 2.
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(iii) The FFT operations are performed using the $\mathrm{NAG}^{4}$ routines C06FPF, C06FQF and C06FRF.
(iv) In Step 3, we need to solve $N$ complex linear systems of order 4. This is done at a cost of $O(N)$ operations using the NAG routine F04ADF.

Note. A similar algorithm can also be applied in the case of different combinations of boundary conditions associated with the biharmonic equation.

## 4 Numerical results

We considered the following numerical examples corresponding to the Dirichlet problem (2.1) in the annulus defined by $\rho_{1}=1$ and $\rho_{2}=2$ :
Example 1. Problem corresponding to the exact solution $u(x, y)=x^{4}-y^{4}$.

[^2]Example 2. In this case we consider a test example from Kuwahara and Imai (1969), where in polar coordinates $f(\theta)=-\frac{1}{4}$ and $g(\theta)=-\frac{1}{2}(1+\cos \theta)$, which corresponds to the exact solution
$u(r, \theta)=\frac{1}{4}\left(1-r^{2}\right)(1+r \cos \theta)-\frac{1}{4}$.
Example 3. Problem corresponding to the exact solution $u(x, y)=\left(x^{2}+y^{2}\right) \mathrm{e}^{x} \cos y+\frac{x}{x^{2}+y^{2}}$.
Example 4. Problem corresponding to the exact solution

$$
\begin{aligned}
u(x, y)= & \left(x^{2}+y^{2}\right)\left\{(x+i y)^{3}+(x-i y)^{3}\right\} \\
& +\left\{(x+i y)^{5}+(x-i y)^{5}\right\} .
\end{aligned}
$$

The maximum relative error in these examples was calculated on a grid of $m^{2}$ points on the annulus defined by $\left(r_{i} \cos \vartheta_{j}, r_{i} \sin \vartheta_{j}\right)$, with
$r_{i}=\rho_{1}+\frac{i-1}{m-1}\left(\rho_{2}-\rho_{1}\right), \quad \vartheta_{j}=\frac{2 \pi(j-1)}{m}$,
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where $i, j=1, \ldots, m$. The parameter $m$ was taken to be equal to 21 .
In Figures 1-4, we varied the angular parameter $\alpha$ and examined how this affected the accuracy of the solution for various values of $N$ for different $\varepsilon=\rho_{1}-R_{1}=$ $R_{2}-\rho_{2}$. The numerical results indicate that for small $\varepsilon$, the accuracy of the solution is dependent on the angular parameter $\alpha$. As $\varepsilon$ grows this dependence disappears. Further, for a certain range of values of $\varepsilon$, the approximate solution is most accurate for $\alpha \approx \frac{1}{4}$. This phenomenon was also observed in Smyrlis and Karageorghis (2001, 2003, 2004b) and is valid for all the examples considered in this paper. (See Figures 1-4). We also varied the radii $R_{1}$ and $R_{2}$ which define the circles of the pseudo-boundary for $\alpha=0$ and examined how this affected the accuracy of the solution for various values of $N$. In this case, we observed that as $\varepsilon$ increases, the accuracy of the method improves. See Figures 5-8.
It has been observed that in certain cases two peaks ap-
pear for each value of $N$ (see Figures 6-7). Numerical experimentation revealed that these are due to the fact that some of the $4 \times 4$ matrices defined in (3.3) are singular. The theoretical investigation of this singularity is beyond the scope of this paper but it should be noted that the full investigation of similar phenomena, for harmonic problems in a disk, can be found in Smyrlis and Karageorghis (2004b). The reason for which peaks do not appear in Figures 5 and 8, is that the examples in question have zero average on both boundaries. Therefore, the contributions of the eigenvectors corresponding to the vanishing eigenvalues of the global matrix are, in these examples, zero vectors.
Similar results were observed for $\alpha \neq 0$.
Finally, we varied the radius $R_{2}$ of the external circle of the pseudo-boundary keeping $R_{1}$ fixed and equal to $1 / 2$. We examined how this affected the accuracy of the approximation of the solution for various values of $N$. The results of Figures 9-12 indicate that as $R_{2}$ increases
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the accuracy improves. However, for larger values of $\varepsilon$ the accuracy deteriorates. This phenomenon is due to ill-conditioning and has been repeatedly reported in the literature; see Kitagawa (1988, 1991); Ramachandran (2002); Smyrlis and Karageorghis (2001, 2003, 2004b). In particular, as the radius $R_{2}$ of the external circle of the pseudo-boundary increases, the values of the eigenvalues of the submatrices $A_{m n}, m, n=1, \ldots, 4$, range from $O(1)$ to $O\left(\left(\frac{\rho_{2}}{R_{2}}\right)^{N / 2}\right)$. (See Smyrlis and Karageorghis (2004b).) Such small values cannot be captured numerically and this leads to ill-conditioning of the submatrices and hence of the global matrix in the linear system (2.13). The consequences of this ill-conditioning can be observed from Figures 9-12, where the error increases for large values of $R$ and in some cases it is even impossible to solve the linear systems.
It should be noted that the way the closeness of the sources to the boundary affects the accuracy of the solution, depends on the number of boundary points. In Figures 5-12 one may observe that the accuracy of the
method is poor for small values of $\varepsilon=R-\rho$, whereas it improves dramatically for $\varepsilon>2 \pi / N$. Similar phenomena were observed for the harmonic case in Tsangaris, Smyrlis, and Karageorghis (2004).

## 5 Conclusions

In this work, we develop an efficient algorithm for the solution of biharmonic problems in annular domains. This algorithm is based on a matrix decomposition formulation and exploits the circulant nature of the matrices involved by employing FFTs. The numerical results indicate that the accuracy of the solution is affected by the angle by which the singularities are rotated with respect to the boundary points and by the distance of the pseudoboundary from the boundary of the annulus.
The ideas developed in this study could also be applied to different elliptic equations, such as the Helmholtz equation.
It should be noted that this approach has its limitations


Figure 9 : Log-plot of maximum relative error versus $\boldsymbol{\varepsilon}$ in Example 1 for different values of $N$.


Figure 10 : Log-plot of maximum relative error versus $\varepsilon$ in Example 2 for different values of $N$.


Figure 11 : Log-plot of maximum relative error versus $\varepsilon$ in Example 3 for different values of $N$.


Figure 12 : Log-plot of maximum relative error versus $\varepsilon$ in Example 4 for different values of $N$.
in the sense that it is only applicable to circular and annular domains. However, these ideas can be applied to certain three-dimensional problems. In particular, one could extend this algorithm to axisymmetric multiply connected shell-type biharmonic problems, in the spirit of the work of Fairweather, Karageorghis, and Smyrlis (2004); Smyrlis and Karageorghis (2004a), by exploiting the circular symmetries about the axis of rotation. In this case, if we suppose that we have an $N^{2}$-point discretization of the boundary of the axisymmetric solid, a matrix decomposition algorithm would lead to the solution of $N$ independent $4 N \times 4 N$ systems, where the elements $\lambda_{i}^{k \ell}$ in the coefficient matrix of system (3.3), are now replaced by $N \times N$ matrices. Thus instead of solving a system of order $N^{2}$ which requires $O\left(N^{6}\right)$ operations, one would only need to solve $N$ independent system of order $4 N$ with cost $O\left(N^{4}\right)$.
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