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ABSTRACT: Breast cancer screening programs rely heavily on mammography for early detection; however,
diagnostic performance is strongly affected by inter-reader variability, breast density, and the limitations of conven-
tional computer-aided detection systems. Recent advances in deep learning have enabled more robust and scalable
solutions for large-scale screening, yet a systematic comparison of modern object detection architectures on nationally
representative datasets remains limited. This study presents a comprehensive quantitative comparison of prominent
deep learning–based object detection architectures for Artificial Intelligence-assisted mammography analysis using
the MammosighTR dataset, developed within the Turkish National Breast Cancer Screening Program. The dataset
comprises 12,740 patient cases collected between 2016 and 2022, annotated with BI-RADS categories, breast density
levels, and lesion localization labels. A total of 31 models were evaluated, including One-Stage, Two-Stage, and
Transformer-based architectures, under a unified experimental framework at both patient and breast levels. The
results demonstrate that Two-Stage architectures consistently outperform One-Stage models, achieving approximately
2%–4% higher Macro F1-Scores and more balanced precision–recall trade-offs, with Double-Head R-CNN and
Dynamic R-CNN yielding the highest overall performance (Macro F1 ≈ 0.84–0.86). This advantage is primarily
attributed to the region proposal mechanism and improved class balance inherent to Two-Stage designs. One-Stage
detectors exhibited higher sensitivity and faster inference, reaching Recall values above 0.88, but experienced minor
reductions in Precision and overall accuracy (≈1%–2%) compared with Two-Stage models. Among Transformer-
based architectures, Deformable DEtection TRansformer demonstrated strong robustness and consistency across
datasets, achieving Macro F1-Scores comparable to CNN-based detectors (≈0.83–0.85) while exhibiting minimal
performance degradation under distributional shifts. Breast density–based analysis revealed increased misclassification
rates in medium-density categories (types B and C), whereas Transformer-based architectures maintained more stable
performance in high-density type D tissue. These findings quantitatively confirm that both architectural design and
tissue characteristics play a decisive role in diagnostic accuracy. Overall, the study provides a reproducible benchmark
and highlights the potential of hybrid approaches that combine the accuracy of Two-Stage detectors with the contextual
modeling capability of Transformer architectures for clinically reliable breast cancer screening systems.
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1 Introduction
Breast cancer is one of the most common cancers among women worldwide and remains a leading cause

of cancer-related death. According to World Health Organization data, approximately 2.3 million women
were diagnosed with breast cancer in 2022, and approximately 670,000 people died from it. A significant
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portion of cases occur without any clear or identifiable risk factors, other than unmodifiable underlying
characteristics such as gender and age [1].

Early diagnosis is crucial for improving survival and reducing treatment costs in breast cancer.
Mammography, thanks to its high sensitivity in detecting early-stage lesions, remains the gold standard.
However, accurate interpretation of mammograms is challenging, and inconsistencies often occur due
to inter-radiologist variability. Factors such as dense breast tissue, workload, or subjective differences in
interpretation can cause even experienced radiologists to miss subtle anomalies [2–4].

In recent years, rapid advances in Artificial Intelligence (AI) and Deep Learning (DL) have led to
significant breakthroughs in medical imaging. Convolutional Neural Networks (CNNs) and Transformer-
based architectures have achieved remarkable performance in core computer vision tasks, including image
analysis, Object Detection (OD), classification, and segmentation [5–7]. In mammography, these approaches
have been increasingly adopted to improve diagnostic accuracy, reduce False Negatives (FN), and alleviate
the workload of large-scale breast cancer screening programs [8,9]. Beyond imaging-based methods, recent
studies have also demonstrated the potential of DL when combined with alternative, physics-driven sensing
modalities, such as graphene-based terahertz absorbers for breast tissue classification [10].

Among widely adopted OD models, architectures such as You Look Only Once (YOLO), REgion-
based Two-stage Inspired Network for Accurate NeT detection (RetinaNet), and Faster Region Based
CNN (R-CNN) have shown superior performance in detecting malignant lesions compared to traditional
computer-aided detection systems [11]. Transformer-based architectures have further enabled end-to-
end OD through attention mechanisms, emerging as a strong alternative to conventional CNN-based
pipelines [12]. In parallel, recent research has explored lightweight and non-Transformer designs, including
state-space and segmentation-oriented architectures, demonstrating that efficient modeling paradigms can
offer complementary advantages, particularly in terms of computational efficiency and localization-driven
learning [13].

Despite these advances, the effectiveness of DL-based mammography systems remains highly depen-
dent on the availability of large, well-balanced, and carefully annotated datasets. Many widely used public
datasets, such as INbreast [14], CBIS-DDSM [15], and MIAS [16], are limited by relatively small sample sizes,
heterogeneous image quality, and incomplete clinical metadata. These constraints hinder the generalizability
and robustness of AI models when deployed in real-world screening environments. To address these
limitations, this study utilizes the MammosighTR dataset [17], a large-scale and nationally representative
mammography dataset developed within the Turkish National Breast Cancer Screening Program [18–22].

This study conducts a comprehensive comparative evaluation of open-source OD architectures on the
MammosighTR dataset and represents one of the first benchmarking efforts on this resource. Three main
architectural groups are examined:
1. One-Stage Architectures (YOLOv3, YOLOv9, YOLOv10, YOLOv11, RetinaNet, FCOS, ATSS, VFNet),
2. Two-Stage Architectures (Faster R-CNN, Cascade R-CNN, Dynamic R-CNN, Double-Head R-CNN),
3. Transformer-based Architectures (DEtection TRansformer (DETR), Deformable DETR).

These architectural families represent diverse trade-offs between computational efficiency, detection
accuracy, and robustness to class imbalance, enabling a systematic assessment of their clinical suitability in
large-scale mammography screening scenarios [18–22].

The main contributions of this study can be summarized as follows;
• compares a wide range of open-source DL-based OD models trained on different datasets and

presents a reproducible evaluation framework for AI-assisted mammography analysis using the Mam-
mosighTR dataset.
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• performs hyperparameter optimization by determining the most appropriate confidence threshold for
each model, thus ensuring a fair and consistent comparison.

• performs both patient-based and breast-based evaluations to reflect the applicability of the models in
real clinical settings.

• provides important findings regarding diagnostic challenges arising from tissue characteristics by
quantitatively examining the effect of breast density on model performance.

In conclusion, this study systematically compares current DL architectures using a highly representative
dataset and contributes to the development of AI-enabled breast cancer screening systems. The results are
expected to support radiologists’ clinical decision-making processes and contribute to the development
of reliable and highly accurate detection models that can be seamlessly integrated into national screening
programs. Despite substantial advances in DL–based breast imaging, the existing literature has predom-
inantly focused on individual model architectures, limited datasets, or a single level of performance
evaluation. To date, there has been no systematic study that comparatively analyzes modern one-stage,
two-stage, and Transformer-based OD architectures on a large-scale, nationally representative breast cancer
screening dataset such as MammosighTR. This study aims to address this gap by providing a comprehensive,
multi-level comparative evaluation within a unified experimental framework.

To facilitate a clear and coherent understanding of the analysis, the overall workflow of the study is orga-
nized as follows. First, the structure and main characteristics of the MammosighTR dataset are introduced to
establish the clinical context of the research. Subsequently, DL–based OD models are categorized according
to their architectural paradigms and evaluated within a unified experimental framework. The evaluation is
conducted at both the patient level and the breast level to better reflect real-world clinical practice. Finally,
model performance across different breast density categories is examined in order to assess their consistency
under varying tissue characteristics.

2 Methods
This section first presents general information about the dataset and describes the preprocessing steps

applied to mammography images. Next, the DL models used in this study are grouped based on their
architecture and described individually. The overall workflow of the study is visually presented in Fig. 1.

Figure 1: Schematic representation of the work process. The workflow consists of four main stages: (1) preprocessing of
mammograms in Digital Imaging and Communications in Medicine format belonging to the MammosighTR dataset,
(2) running DL models with different architectures, (3) performing confidence threshold optimization, and (4) patient-
and breast-based performance evaluation, as well as determining the effect of breast density on model performance
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2.1 Dataset
This study used the MammosighTR dataset [17], developed within the Turkish National Breast Cancer

Screening Program. This dataset is a comprehensive, publicly available resource designed for AI-based breast
imaging research. It includes 12,740 patient cases collected from 347 Cancer Early Diagnosis, Screening, and
Training Centers across Turkey between 2016 and 2022. Each case is presented with BI-RADS categories,
breast density levels, and quadrant information labels indicating lesion locations. Each case also includes
four baseline images representing standard mammography acquisition angles: left craniocaudal (LCC), left
mediolateral oblique (LMLO), right craniocaudal (RCC), and right mediolateral oblique (RMLO).

Fig. 2 shows a sample mammogram image from Dataset-1 of a patient diagnosed with BI-RADS 4.
The four standard mammography positions are presented in the following panels, respectively: (a) LCC,
(b) LMLO, (c) RCC, and (d) RMLO.

(a) (b) (c) (d)

Figure 2: Sample mammographic views from the MammosighTR dataset of a patient diagnosed as BI-RADS 4.
(a) LCC view; (b) LMLO view; (c) RCC view; and (d) RMLO view

Radiologists conducted the dataset labeling process in a multistage, blinded review to ensure consistency
and reliability. Rare but clinically significant cases of BI-RADS 4–5 were confirmed by biopsy, and these cases
were included in the dataset with a balanced ratio to increase the representativeness of positive samples.

The dataset includes training and test subsets that were created as part of the TEKNOFEST 2023
Healthcare AI Competition [23]. Following the competition, all subsets were made publicly available. These
data were originally released through a national AI competition and later curated for research purposes. In
this study, the Training-1 set (hereafter referred to as Dataset-1) and the Test set (hereafter referred to as
Dataset-2) were used. Dataset-1 comprised a total of 15,916 mammogram images (four images per patient)
from 3979 patients, while Dataset-2 contained 8000 images from 2000 patients.

Dataset-1 and Dataset-2 correspond to two predefined, non-overlapping partitions of the Mam-
mosighTR dataset originally designated for blind evaluation. This split was preserved in the present study
to ensure a consistent and unbiased evaluation protocol and to prevent data leakage. Although both subsets
originate from the same nationwide screening program, they are treated as independent evaluation sets
without implying external validation on different populations.

The dataset covers three primary BI-RADS categories: BI-RADS 0, BI-RADS 1–2, and BI-RADS 4–5.
It also includes four different breast density categories (A, B, C and D). Another important feature of the
dataset is the inclusion of quadrant information indicating the location of the lesion within the breast. All
features in the dataset were used in all experimental analyses in the study.
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2.2 Pre-Processing
The MammosighTR dataset was originally in DICOM format ( [24]). During the preprocessing phase,

the images were normalized by scaling their pixel intensities to the range 0–255. Then, the images were
converted to PNG format, preserving the original file names.

2.3 Object Detection Models
The study utilized pre-trained models using The Digital Eye for Mammography (DEM) [25], an open-

source toolkit developed for the detection and classification of masses in mammography images. These
models are grouped under two main open-source benchmarks: MMDetection [26] and YOLO [27]. The
models used are categorized into three architectural groups: One-Stage, Two-Stage, and Transformer-
based architectures.

Two-Stage detectors were first introduced with the R-CNN [28] model and subsequently significantly
improved with Faster R-CNN [29]. In this architecture, OD is accomplished in two sequential steps. In the
first stage, a Region Proposal Network (RPN) identifies potential object regions (anchors or proposals) in
the image. In the second stage, the detection head, candidate regions are classified and the bounding box
coordinates are refined more precisely. While two-stage models generally provide high detection accuracy,
they are slower due to their computationally intensive nature.

One-stage detectors combine the steps of the traditional two-stage architecture into a single, end-to-end
process. In this approach, the model directly predicts both class labels and bounding boxes, eliminating the
need for a separate region proposal stage [27].

Transformer-based architectures [12], on the other hand, rely entirely on attention. These models learn
the relationships between all elements in the array through self-attention, without using convolutional or
recurrent layers. Typically, feature maps extracted by a CNN are processed through an encoder-decoder
architecture; the encoder captures the overall context, while the decoder performs object prediction.

The models used in this study are described in detail in the following subsections.

2.3.1 One-Stage CNN-Based Architectures
• YOLO is a DL-based algorithm designed for real-time OD. Unlike traditional region-based approaches,

YOLO processes the entire image in a single forward pass and performs object classification and localiza-
tion simultaneously. This combined structure gives YOLO significantly higher speed and computational
efficiency compared to traditional methods.

The YOLO architecture divides the input image into a grid structure, with each cell responsible
for predicting possible object centers and corresponding bounding boxes. This structure allows YOLO
to demonstrate strong performance in autonomous driving, robotic systems, and other time-critical
applications. The YOLO framework has evolved into multiple versions with architectural improvements
over time.

This study evaluated a total of 21 models from five different generations of the YOLO family:
(a) YOLOv11 (n, s, m, l, x)
(b) YOLOv10 (n, s, m, l, x)
(c) YOLOv9 (t, s, m, c, e)
(d) YOLOv8 (n, s, m, l, x)
(e) YOLOv3

Each generation includes several variants that offer different trade-offs between accuracy, model
size, and inference speed. While all versions share a common architectural foundation, they differ
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in network depth, layer width, and computational complexity. Furthermore, YOLOv3 is included as
the baseline model for comparison purposes to evaluate performance differences between different
generations and architectural designs.

• RetinaNet [30] is a DL architecture that strikes a strong balance between high accuracy and efficient
inference in OD tasks. The key innovation of this model is its focal loss function. This loss function was
developed to improve the ability to learn from underrepresented examples by reducing class imbalance.
As a One-Stage detector, RetinaNet aims to maintain accuracy while offering faster inference times
compared to two-stage approaches. Its architecture, built on the Feature Pyramid Network (FPN),
enables reliable detection of objects at different scales. These advantages make RetinaNet widely preferred
in real-time OD applications.

• FCOS (Fully Convolutional One-Stage Object Detector) [31] is an anchor-free OD architecture. Unlike
anchor-based methods, it treats each pixel in the feature map as a possible object center and directly
predicts the class label and bounding box for the location. This design simplifies the training process by
eliminating the need for predefined anchors and complex matching processes, while maintaining high
detection accuracy.

• ATSS (Adaptive Training Sample Selection) is a dynamic sample selection strategy proposed by Zhang
et al [18]. This approach uses an automated method based on statistical analysis of IoU distributions,
rather than manually determined IoU (Intersection over Union) thresholds, to identify positive and
negative samples in One-Stage detection frames. This enables adaptive sample selection and increases
the stability and balance of the training process, resulting in more consistent and accurate detection
performance.

• VarifocalNet (VFNet) [19] is an anchor-free One-Stage detection model that builds on and extends
the capabilities of previous frameworks such as FCOS and ATSS. VFNet introduces an IoU-aware
classification mechanism and a new loss function called Varifocal Loss, directly relating classification
confidence to the location quality of detected objects. This design allows the model to assign higher
confidence scores to predictions with high IoU values while suppressing low-quality detections. These
improvements allow VFNet to achieve significant gains in accuracy and training stability compared to
traditional One-Stage detectors.

2.3.2 Two-Stage CNN-Based Architectures
• Faster R-CNN is a model representing a two-stage DL architecture, considered one of the most

significant milestones in OD [29]. Its key innovation is the direct integration of the RPN component
into the network structure. This allows region proposals to be generated within the network without the
need for external algorithms. In the first stage, the RPN identifies potential object candidate regions; in
the second stage, these regions are classified according to relevant object categories, and the positions of
the bounding boxes are refined.

• Cascade R-CNN is an extension of the Faster R-CNN architecture. The model is based on the obser-
vation that fixed Intersection over Union (IoU) thresholds can limit performance in OD tasks. To
address this issue, Cascade R-CNN introduces successive detection stages (cascade stages) trained with
increasing IoU thresholds. This stepwise training strategy progressively eliminates low-quality bounding
box predictions, resulting in more accurate and reliable detections [20].

• Dynamic R-CNN [32] is a two-stage OD model built on the Faster R-CNN model. The primary goal
of this model is to increase the adaptability of traditional detectors that use fixed IoU thresholds and
static loss weights during training. Dynamic R-CNN dynamically adjusts both IoU thresholds and loss
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weights throughout training, allowing the model to better adapt to the data distribution. This approach
has been found to provide significant improvements in detection accuracy and robustness.

• Double-Head R-CNN Double-Head R-CNN is another two-stage detection model derived from the
Faster R-CNN architecture. The model’s starting point is the assumption that classification and local-
ization tasks require different feature representations. Therefore, Double-Head R-CNN replaces the
traditional single Region of Interest (RoI) header with two separate headers: a classification header using
fully connected layers and a boundary box regression header using convolutional layers. This decoupled
structure allows for more efficient learning of task-specific features, resulting in significantly improved
overall detection performance.

2.3.3 Transformer-Based Architectures
• DETR is a Transformer-based architectures that offers a new perspective on OD tasks [12]. Unlike

traditional CNN-based detectors, DETR eliminates the need for hand-designed components such as
anchors, region proposals, and Non-Maximum Suppression. Instead, it processes feature maps obtained
from a CNN backbone through the Transformer encoder-decoder architecture. In this architecture, each
object query in the decoder corresponds to a possible object in the image, allowing the model to directly
predict a fixed number of class labels and bounding boxes. By defining OD as a set prediction problem,
DETR enables completely end-to-end training and inference, thus eliminating the reliance on heuristic
post-processing steps.

• Deformable DETR [33] is an improved and more efficient variant of the DETR architecture. This model
was developed to overcome the fundamental limitations of the original DETR, such as slow convergence
and high computational cost. The global attention mechanism used in the original DETR, which takes
all spatial information into account, results in high computational overhead and long training times. To
address this issue, Deformable DETR uses a deformable attention mechanism, ensuring that each query
focuses only on a limited number of relevant sample points. This sparse attention approach significantly
reduces the model’s computational complexity and speeds up the training process while maintaining
detection accuracy.

3 Results
This section presents the experimental results obtained from the comparative analysis. It begins with

a description of the evaluation metrics and the process of optimizing confidence thresholds, followed by a
detailed assessment of model performance at both the patient and breast levels. Finally, the impact of breast
density on model stability is examined.

To reflect clinical screening workflows, model performance is evaluated at two complementary
granularities: patient-based and breast-based. Patient-based evaluation corresponds to the screening deci-
sion per patient, where a case is considered positive if a suspicious finding (BI-RADS 4–5) is detected in
at least one breast. Breast-based evaluation, in contrast, treats each breast independently to assess lesion
localization accuracy and unilateral findings. This dual evaluation strategy enables a clearer interpretation
of detection performance and its relationship to patient-based diagnostic outcomes.

All computational and visualization experiments were performed on a workstation equipped with
an Intel Core i9-12900F processor, 64 GB of RAM, and an NVIDIA RTX A4000 GPU with 16 GB of
dedicated memory.
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3.1 Metrics
3.1.1 Precision

Precision is a fundamental performance metric in classification tasks that measures the proportion of
correctly identified positive predictions among all positive predictions made by the model. It is calculated as
the ratio of true positives (TP) to the total number of positive predictions, as shown in Eq. (1). In essence,
Precision represents the accuracy of the model’s positive outputs [21].

This metric is particularly critical in applications where false positives (FP) can have serious
consequences—such as medical diagnosis, cybersecurity threat detection, or automated content filtering. A
Precision value close to 1 indicates that the model produces very few FPs, reflecting high reliability. However,
for a more comprehensive assessment of model performance, Precision should be considered together with
complementary metrics such as Recall and F1-Score.

Precision = TP
TP + FP

[34] (1)

3.1.2 Recall
Recall quantifies the model’s ability to correctly identify TP instances. In other words, it measures how

effectively the model captures all relevant samples belonging to the positive class. Recall is calculated as the
ratio of TPs to the total number of actual positive cases (TP + FN), where FN represents FN—instances that
are truly positive but misclassified as negative—as shown in Eq. (2).

Recall = TP
TP + FN

[34] (2)

3.1.3 F1-Score
F1-Score is a performance metric that captures the balance between Precision and Recall by calculating

their harmonic mean (Eq. (3)). It is particularly useful in scenarios where a trade-off exists between these
two metrics, as improving one often results in a reduction in the other. For instance, a model may achieve
high Precision but low Recall, or vice versa. By combining these complementary measures into a single value,
the F1-Score provides a concise and informative indicator of a model’s overall ability to accurately identify
positive instances while maintaining comprehensive coverage of all actual positives.

F1-Score = 2 × Precision × Recall
Precision + Recall

[34] (3)

3.1.4 Accuracy
Accuracy is one of the most fundamental performance metrics used to evaluate the overall correctness

of a classification model. It is defined as the ratio of correctly classified instances to the total number of
instances in the dataset. In other words, Accuracy represents the proportion of the model’s total predictions
that are correct, as expressed in Eq. (4).

This metric is particularly informative when the dataset has a balanced class distribution. However,
when the dataset is imbalanced, such as when positive samples are significantly fewer than negative ones,
Accuracy can be misleading. For example, if most samples belong to the negative class, a model that predicts
every instance as negative could still achieve a deceptively high Accuracy score while failing to capture
meaningful distinctions. Therefore, Accuracy should be interpreted together with other complementary
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metrics, such as Precision, Recall, and F1-Score, to obtain a more comprehensive evaluation of model
performance.

Accuracy = TP + TN
TP + TN + FP + FN

[34] (4)

3.1.5 Macro Average F1-Score
The Macro Average F1-Score (also referred to as the Macro F1-Score) is a metric used in multi-class

classification problems and represents the arithmetic mean of the F1-Scores calculated separately for each
class (Eq. (5)). In this approach, each class is assigned equal weight, regardless of the number of instances
it contains. This metric evaluates the model’s overall performance across all classes, ensuring that minority
classes contribute equally to the final score. In other words, it assesses how well the model performs on
both majority and minority classes. A high Macro F1-Score indicates that the model delivers consistent
performance across all classes, demonstrating balanced and reliable classification capability even when class
imbalance is present.

F1macro =
1
N

N
∑
i=1

F1i[35] (5)

3.2 Determination of the Optimum Confidence Threshold
Predictions were generated for both datasets using the OD models employed in this study, and the results

were recorded accordingly. For each detected lesion, the following information was extracted for subsequent
analyses: patient_id, confidence score, mammographic view (LCC, LMLO, RCC, RMLO), bounding box
coordinates, and class label. The initial confidence threshold was set to the default value of 0.25.

Following prediction, an optimization procedure was performed to identify the optimal confidence
threshold for each model and dataset. Thresholds were increased from 0.25 to 0.9 in steps of 0.05, with
detections below each threshold labeled as negative (BI-RADS 1–2). Among the evaluated levels, optimal
thresholds were selected based on performance. For the DETR model, the optimal value lay outside the initial
range; therefore, the threshold was extended to 0.9–1.0, resulting in an optimal value of 0.99. The selected
thresholds for each model and dataset, determined using the Macro F1-score, are reported in Table 1.

Table 1: Optimum confidence thresholds for Dataset-1 and Dataset-2

Architecture Model Dataset-1 Dataset-2
One-stage architectures

YOLOv11n 0.30 0.45
YOLOv11s 0.40 0.40
YOLOv11m 0.35 0.40
YOLOv11l 0.35 0.60
YOLOv11x 0.45 0.55
YOLOv10n 0.30 0.50
YOLOv10s 0.45 0.60
YOLOv10m 0.50 0.60
YOLOv10l 0.30 0.40
YOLOv10x 0.45 0.60
YOLOv9t 0.30 0.40

(Continued)
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Table 1 (continued)

Architecture Model Dataset-1 Dataset-2
YOLOv9s 0.30 0.35
YOLOv9m 0.30 0.35
YOLOv9c 0.30 0.40
YOLOv9e 0.35 0.40
YOLOv8n 0.40 0.50
YOLOv8s 0.40 0.50
YOLOv8m 0.30 0.35
YOLOv8l 0.35 0.45
YOLOv8x 0.35 0.40
YOLOv3 0.45 0.60

RetinaNet 0.40 0.55
FCOS 0.45 0.45
ATSS 0.40 0.45

VFNet 0.70 0.70
Two-Stage Architectures

Faster R-CNN 0.70 0.85
Double-Head

R-CNN 0.70 0.85

Dynamic
R-CNN 0.70 0.80

Cascade
R-CNN 0.70 0.80

Transformer-based Architectures
DETR 0.99 0.99

DEDETR 0.65 0.70

3.3 Patient-Based Evaluation
Patient-based evaluation results are presented in Table 2. The table reports class-wise performance

for BI-RADS12 and BI-RADS45 together with overall Accuracy and Macro F1-Score for both Dataset-1
and Dataset-2. This evaluation reflects the clinical screening decision at the patient level, where a case is
considered positive if a suspicious finding is detected in at least one breast.

Table 2: Patient-based comparative model performances for Dataset-1 and Dataset-2

Model Class ID
Dataset-1 Dataset-2

Precision Recall F1-score Accuracy Macro F1 Precision Recall F1-score Accuracy Macro F1
YOLO (avg,

v8–v11)
BI-RADS12 0.81 0.86 0.83 0.81 0.81 0.73 0.75 0.74 0.76 0.75
BI-RADS45 0.82 0.76 0.79 0.78 0.76 0.77

Faster
R-CNN

BI-RADS12 0.83 0.88 0.85 0.84 0.84 0.76 0.79 0.78 0.79 0.80
BI-RADS45 0.84 0.79 0.82 0.82 0.78 0.80

DoubleHead
R-CNN

BI-RADS12 0.82 0.92 0.87 0.85 0.85 0.75 0.82 0.79 0.79 0.79
BI-RADS45 0.89 0.77 0.82 0.84 0.77 0.80

(Continued)
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Table 2 (continued)

Model Class ID
Dataset-1 Dataset-2

Precision Recall F1-score Accuracy Macro F1 Precision Recall F1-score Accuracy Macro F1

Dynamic
R-CNN

BI-RADS12 0.83 0.89 0.86 0.84 0.84 0.78 0.73 0.75 0.78 0.78
BI-RADS45 0.86 0.79 0.82 0.78 0.82 0.80

Cascade
R-CNN

BI-RADS12 0.83 0.88 0.85 0.84 0.84 0.78 0.75 0.76 0.79 0.78
BI-RADS45 0.84 0.79 0.82 0.80 0.81 0.81

YOLOv3
BI-RADS12 0.86 0.88 0.87 0.86 0.85 0.77 0.71 0.74 0.77 0.77
BI-RADS45 0.85 0.83 0.84 0.77 0.82 0.80

RetinaNet
BI-RADS12 0.83 0.88 0.86 0.84 0.84 0.75 0.83 0.78 0.79 0.79
BI-RADS45 0.85 0.79 0.82 0.84 0.76 0.80

FCOS
BI-RADS12 0.81 0.87 0.84 0.82 0.82 0.75 0.67 0.71 0.74 0.77
BI-RADS45 0.84 0.76 0.80 0.74 0.81 0.77

VFNet
BI-RADS12 0.77 0.84 0.81 0.78 0.78 0.69 0.66 0.67 0.71 0.70
BI-RADS45 0.79 0.71 0.75 0.72 0.75 0.74

ATSS
BI-RADS12 0.80 0.82 0.81 0.79 0.79 0.69 0.76 0.72 0.73 0.73
BI-RADS45 0.79 0.75 0.77 0.78 0.71 0.74

DETR
BI-RADS12 0.65 0.94 0.77 0.69 0.66 0.59 0.88 0.71 0.66 0.66
BI-RADS45 0.86 0.41 0.55 0.82 0.48 0.61

DEDETR
BI-RADS12 0.81 0.91 0.86 0.84 0.83 0.76 0.83 0.79 0.80 0.80
BI-RADS45 0.88 0.75 0.81 0.85 0.77 0.81

In the patient-based experiments conducted on Dataset-1, the highest overall performances were
achieved by YOLOv3, Double-Head R-CNN, Dynamic R-CNN, and Deformable DETR. These models
demonstrate strong balance between benign and malignant classes, achieving Macro F1-Scores in the upper
performance range.

When analyzed by architectural paradigm, clear performance differences emerge. One-Stage detectors,
including recent YOLOv8–YOLOv11 variants, achieve competitive Recall values but exhibit slightly reduced
Precision due to occasional false positives. As a result, their average Macro F1-Scores typically fall within the
0.80–0.83 range.

In contrast, Two-Stage architectures consistently demonstrate higher stability and improved class
balance, with Macro F1-Scores generally ranging between 0.84 and 0.85. Among these, Double-Head R-CNN
and Dynamic R-CNN provide the most balanced performance across BI-RADS categories, underlining their
robustness for patient-based diagnosis.

A performance drop is observed for most models when transitioning from Dataset-1 to Dataset-2,
reflecting increased heterogeneity and distributional differences in the test set. Nevertheless, the relative
ranking of model families remains largely unchanged, indicating consistent generalization behavior.

Overall, patient-based evaluation highlights the diagnostic reliability of Two-Stage and Transformer-
based architectures, while One-Stage models retain practical relevance due to their uniform performance
and suitability for high-throughput screening workflows.

Fig. 3 presents represe + ntative detection examples obtained from mammograms of different patients.
The Double-Head R-CNN successfully localizes lesion regions across both low- and high-density breast
tissues, demonstrating consistent detection behavior under varying anatomical conditions.
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Figure 3: Lesion detection examples on mammograms from different patients in the MammosighTR dataset. Detected
regions are highlighted with green bounding boxes

3.4 Breast-Based Evaluation
Breast-based evaluation assesses model performance by treating each breast as an independent sample,

enabling a more granular analysis of lesion localization and asymmetric findings. In this setting, the Macro
F1-Score serves as the most reliable indicator, as it equally weights benign (BI-RADS12) and malignant (BI-
RADS45) classes.

Breast-based evaluation results are summarized in Table 3, which reports Precision, Recall, F1-Score,
Accuracy, and Macro F1-Score for both Dataset-1 and Dataset-2.
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Table 3: Breast-based comparative model performances for Dataset-1 and Dataset-2

Model Class ID
Dataset-1 Dataset-2

Precision Recall F1-score Accuracy Macro F1 Precision Recall F1-score Accuracy Macro F1
YOLO (avg.,

v8–v11)
BI-RADS12 0.92 0.92 0.92 0.87 0.82 0.90 0.89 0.90 0.85 0.82
BI-RADS45 0.74 0.73 0.73 0.72 0.75 0.73

Faster
R-CNN

BI-RADS12 0.93 0.92 0.93 0.89 0.84 0.91 0.91 0.91 0.87 0.84
BI-RADS45 0.76 0.76 0.76 0.77 0.77 0.77

DoubleHead
R-CNN

BI-RADS12 0.92 0.95 0.94 0.90 0.86 0.91 0.93 0.92 0.88 0.85
BI-RADS45 0.82 0.75 0.78 0.80 0.76 0.78

Dynamic
R-CNN

BI-RADS12 0.93 0.93 0.93 0.89 0.85 0.93 0.89 0.91 0.87 0.84
BI-RADS45 0.78 0.77 0.77 0.74 0.81 0.77

Cascade
R-CNN

BI-RADS12 0.93 0.93 0.93 0.89 0.85 0.92 0.89 0.91 0.87 0.84
BI-RADS45 0.76 0.77 0.76 0.74 0.80 0.77

YOLOv3
BI-RADS12 0.94 0.93 0.93 0.90 0.86 0.92 0.88 0.90 0.86 0.83
BI-RADS45 0.77 0.80 0.79 0.72 0.81 0.76

RetinaNet
BI-RADS12 0.93 0.93 0.93 0.89 0.85 0.91 0.93 0.92 0.88 0.84
BI-RADS45 0.78 0.76 0.77 0.80 0.74 0.77

FCOS
BI-RADS12 0.92 0.93 0.92 0.88 0.83 0.91 0.86 0.88 0.84 0.80
BI-RADS45 0.75 0.73 0.74 0.67 0.78 0.72

VFNet
BI-RADS12 0.90 0.91 0.91 0.85 0.80 0.89 0.85 0.87 0.82 0.78
BI-RADS45 0.70 0.67 0.69 0.65 0.73 0.69

ATSS
BI-RADS12 0.91 0.90 0.91 0.86 0.81 0.89 0.90 0.90 0.85 0.80
BI-RADS45 0.69 0.72 0.70 0.73 0.69 0.71

DETR
BI-RADS12 0.83 0.97 0.89 0.83 0.70 0.82 0.94 0.88 0.81 0.72
BI-RADS45 0.77 0.37 0.50 0.39 0.95 0.55

DEDETR
BI-RADS12 0.92 0.95 0.93 0.90 0.85 0.91 0.93 0.92 0.88 0.85
BI-RADS45 0.82 0.72 0.77 0.81 0.76 0.78

Across all evaluated models, breast-based Macro F1-Scores range between approximately 84%–86%
for Dataset-1 and 83%–85% for Dataset-2. This indicates that most architectures achieve strong lesion-level
discrimination and maintain balanced performance across classes.

The modest decrease of around 1%–2% observed in Dataset-2 can be attributed to increased variability
and heterogeneity in the test data, rather than a fundamental degradation in model capability.

When examined by architectural family, Two-Stage detectors consistently achieve the highest average
Macro F1-Scores. These models exhibit enhanced sensitivity for the BI-RADS45 category while preserving
high Precision for benign cases, resulting in clinically reliable performance.

One-Stage models achieve comparable but slightly lower Macro F1-Scores, typically trailing Two-
Stage approaches by 1–2%. This difference suggests that One-Stage architectures are more sensitive to class
imbalance, despite their computational efficiency advantages.

Among Transformer-based architectures, Deformable DETR demonstrates stable breast-based perfor-
mance across both datasets, whereas the classical DETR exhibits pronounced imbalance between Recall
and Precision. This contrast highlights the importance of deformable attention mechanisms for robust
lesion localization.
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From a class-specific perspective, F1-Scores for BI-RADS12 consistently exceed those for BI-RADS45
across all architectures. While benign cases are identified with high accuracy, malignant cases remain more
challenging due to visual ambiguity and lower prevalence. Nevertheless, overall Macro F1-Scores remain
above 80% for all models, confirming robust inter-class balance.

These findings indicate that breast-based evaluation provides a reliable foundation for clinical decision-
support systems and complements patient-based diagnosis by offering detailed localization insight.

3.5 Analysis of Model Stability across Breast Density Types
In this section, the diagnostic stability of the AI-based BI-RADS classification models was examined at

the patient level under different breast density categories (A–D). Breast density is classified from least dense
to most dense as A, B, C and D, and each category exhibits distinct imaging characteristics. The effect of high
breast density on the performance of both radiologists and AI systems has been widely studied in previous
research [36]. In this context, variations in FP and FN rates across breast density levels were evaluated to
assess the models’ sensitivity and generalizability to dense tissue.

Accordingly, patient-based errors of the models were analyzed in relation to breast density. FP represents
cases where the model incorrectly labels a benign patient as “at risk,” while FN refers to cases where a
malignant patient is mistakenly classified as “normal.”

An analysis of the density ratios in both datasets revealed that, in Dataset-1, the proportions of categories
A, B, C, and D were 15.38%, 38.24%, 31.25%, and 15.13%, respectively. In Dataset-2, the corresponding ratios
were 12.45%, 41.75%, 35.65%, and 10.15%. These distributions indicate that, in both datasets, categories B and
C are predominant, whereas categories A and D are underrepresented.

In the following sections, the influence of breast density is analyzed first for patient-based classification
and then for breast-based classification.

3.5.1 Patient Based Breast Density
Patient-based evaluation results are presented in Table 4. The tables present the proportional FP and

FN values generated by all models according to breast density. At the bottom of each table, the architecture-
based average results and the overall average values obtained from all models are listed. The dataset ratio row
represents the ground-truth breast density distribution within the dataset.

Table 4: Comparison of false positive (FP) and false negative (FN) rates across datasets (patient-based evaluation)

MODEL

Dataset-1 Dataset-2

FP (%) FN (%) FP (%) FN (%)

A B C D A B C D A B C D A B C D
YOLOv11n 25.00 27.97 27.97 19.07 2.45 30.98 50.82 15.76 22.28 44.02 23.37 10.33 1.96 29.80 56.47 11.76
YOLOv11s 16.03 30.38 31.65 21.94 4.22 35.24 46.90 13.65 18.41 43.10 29.29 9.21 2.94 28.24 55.88 12.94
YOLOv11m 14.11 31.85 33.47 20.56 2.59 36.53 47.67 13.21 16.74 46.03 27.20 10.04 1.96 29.41 57.84 10.78
YOLOv11l 19.14 34.57 30.29 16.00 2.84 28.72 50.35 18.09 20.69 47.70 24.71 6.90 3.79 29.55 54.55 12.12
YOLOv11x 17.11 29.39 27.63 25.88 2.65 33.63 50.44 13.27 21.08 47.06 22.06 9.80 1.31 28.38 57.21 13.10
YOLOv10n 21.45 31.64 28.36 18.55 3.04 33.15 50.00 13.81 19.62 44.30 28.48 7.59 2.58 29.52 58.67 9.23
YOLOv10s 16.91 32.35 30.51 20.22 2.89 36.84 46.84 13.42 18.56 46.39 23.71 11.34 3.49 28.68 57.36 10.47
YOLOv10m 13.38 26.06 33.45 27.11 2.88 37.70 45.81 13.61 16.11 46.45 27.01 10.43 3.42 30.77 54.27 11.54
YOLOv10l 15.03 34.27 29.37 21.33 3.82 35.32 47.02 13.84 20.42 46.60 24.08 8.90 2.18 27.51 59.39 10.92
YOLOv10x 13.54 31.70 32.85 21.90 3.76 34.39 47.11 14.74 17.35 44.90 25.00 12.76 3.40 27.66 57.87 11.06
YOLOv9t 8.15 27.04 33.70 31.11 5.28 37.83 43.11 13.78 14.50 42.50 28.50 14.50 5.26 30.53 53.16 11.05
YOLOv9s 7.92 22.28 37.62 32.18 5.38 41.03 41.03 12.56 11.88 38.61 33.17 16.34 3.76 36.02 48.92 11.29

(Continued)
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Table 4 (continued)

MODEL

Dataset-1 Dataset-2

FP (%) FN (%) FP (%) FN (%)

A B C D A B C D A B C D A B C D
YOLOv9m 9.84 31.69 40.44 18.03 4.04 38.54 42.32 15.09 15.74 44.67 29.95 9.64 4.19 32.93 49.10 13.77
YOLOv9c 7.27 21.82 40.91 30.00 5.58 39.59 42.89 11.93 14.92 41.44 29.28 14.36 3.85 32.21 51.92 12.02
YOLOv9e 5.62 25.84 44.38 24.16 6.63 40.82 38.01 14.54 13.10 43.45 31.55 11.90 4.69 35.94 49.48 9.90
YOLOv8n 12.81 28.08 35.47 23.65 4.09 35.96 44.74 15.20 13.04 47.83 29.89 9.24 3.45 30.05 54.68 11.82
YOLOv8s 11.79 32.55 31.60 24.06 5.25 34.11 46.36 14.29 16.93 45.50 30.16 7.41 2.70 27.03 56.22 14.05
YOLOv8m 7.69 23.56 36.54 32.21 4.14 37.28 45.27 13.31 16.41 41.03 29.23 13.33 5.26 31.58 50.88 12.28
YOLOv8l 9.83 23.70 39.88 26.59 4.40 38.46 43.13 14.01 14.19 45.27 29.73 10.81 4.69 31.92 50.70 12.68
YOLOv8x 7.89 21.93 40.35 29.82 4.65 38.95 43.90 12.50 13.00 45.00 29.50 12.50 3.64 30.91 52.73 12.73
YOLOv3 9.95 28.44 39.81 21.80 5.43 35.27 46.51 12.79 17.27 43.18 28.18 11.36 6.33 35.44 48.73 9.49

RetinaNet 6.80 25.73 36.89 30.58 4.76 40.00 41.59 13.65 13.64 40.15 28.79 17.42 7.01 35.51 47.66 9.81
FCOS 10.05 29.68 38.36 21.92 5.90 35.39 46.07 12.64 15.60 42.80 27.60 14.00 4.02 29.89 52.30 13.79
VFNet 8.36 26.55 35.64 29.45 5.26 37.30 45.77 11.67 11.88 42.15 27.20 18.77 5.41 35.59 49.10 9.91
ATSS 9.48 31.05 37.91 21.57 4.58 35.04 46.63 13.75 14.53 40.22 31.84 13.41 6.49 36.26 46.56 10.69

Faster R-CNN 5.96 19.72 37.61 36.70 5.83 35.60 45.95 12.62 14.74 41.03 29.49 14.74 5.15 33.51 51.03 10.31
DoubleHead

R-CNN 7.43 25.68 35.81 31.08 4.66 37.61 42.27 15.45 16.42 38.81 24.63 20.15 5.31 32.85 54.11 7.73

Dynamic
R-CNN 4.04 25.25 37.88 32.83 4.84 34.19 46.77 14.19 14.29 41.87 28.08 15.76 5.06 32.91 50.63 11.39

Cascade
R-CNN 5.50 21.56 38.07 34.86 4.18 35.69 46.30 13.83 13.90 39.04 30.48 16.58 4.22 33.73 52.41 9.64

DETR 7.84 26.47 48.04 17.65 7.20 46.91 37.23 8.66 8.70 45.65 35.87 9.78 8.60 38.92 45.38 7.10
DEDETR 9.15 33.33 37.25 20.26 5.57 39.52 42.71 12.20 15.87 42.86 30.95 10.32 6.86 33.33 49.02 10.78

One-Stage
AVG 12.21 28.40 35.00 24.39 4.26 36.32 45.61 13.80 16.32 44.01 27.98 11.69 3.91 31.25 53.27 11.57

Two-Stage
AVG 5.73 23.05 37.34 33.87 4.88 35.77 45.32 14.02 14.84 40.19 28.17 16.81 4.94 33.25 52.05 9.77

Transformers
AVG 8.50 29.90 42.65 18.96 6.39 43.22 39.97 10.43 12.29 44.26 33.41 10.05 7.73 36.13 47.20 8.94

All Models
AVG 11.13 27.81 35.80 25.26 4.48 36.70 45.21 13.61 15.86 43.54 28.35 12.25 4.29 31.83 52.72 11.17

DATASET
RATIO 15.38 38.24 31.25 15.13 15.38 38.24 31.25 15.13 12.45 41.75 35.65 10.15 12.45 41.75 35.65 10.15

The experimental results on Dataset-1 show that as breast density increases, both FP and FN rates vary
notably. In type A breasts, FP and FN values are the lowest across all model groups. In types B and C, the error
rates increase considerably, while in type D breasts, FP tends to decrease and FN, particularly in the transition
from C to D, either partially decreases or stabilizes. These findings suggest that higher breast density may
reduce FPs while slightly decreasing the likelihood of missing true lesions. Hence, tissue density appears to
influence model errors in a differential rather than uniform manner.

When examined by architecture, One-Stage models generally produce more FPs than Two-Stage models
but exhibit lower FN rates. This indicates that One-Stage models are more sensitive, with higher Recall
but lower specificity. Two-Stage models maintain lower FP rates but slightly higher FN values relative to
One-Stage models, which may result from the more conservative prediction strategy inherent to region-
proposal-based architectures. In high-density categories (C and D), the increase in FP is more limited,
suggesting that these architectures are more resistant to false-positive escalation caused by dense tissue.
Transformer-based architectures demonstrate the most balanced FP performance and moderate FN levels.
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As density increases, FP fluctuations are more controlled compared with other groups, indicating that the
global attention mechanism helps mitigate the adverse effects of dense tissue. All three architecture types
show a noticeable performance drop within the B–C density range; however, in type D breasts, Transformer-
based architectures, in particular, effectively limit performance degradation. This finding suggests that the
adaptability of different model architectures to tissue complexity varies.

The Dataset Ratio presented at the bottom of the table is an important factor in interpreting model
performance. The predominance of B and C categories in the dataset leads to greater variability in FP and
FN values for these groups. This observation suggests that class imbalance may increase models’ sensitivity
to density variations and cause errors to concentrate within these categories.

In the experiments conducted on Dataset-2, FP rates increased significantly for breasts with B-level
density, whereas a decrease in FP rates was observed in categories C and D. In Dataset-2, the models exhibited
excessive sensitivity in A–B cases but produced more conservative predictions in higher-density categories
(C–D). This behavior indicates that the models developed more stable decision mechanisms when dealing
with dense tissue structures. The shift between datasets resulted in varying performance changes across
architectural groups, which can be attributed to differences in data distribution between the two datasets.

When both datasets are considered together, a systematic relationship between breast density and model
errors becomes apparent. As density reaches intermediate levels (B–C), both FP and FN rates increase,
showing that model decisions are most uncertain in this range. At high-density levels (D), models—
particularly Transformer-based architectures—exhibit markedly greater stability. The error behavior of the
same architectures varies significantly across datasets, revealing that the distributional characteristics of the
data strongly influence performance.

In conclusion, breast density affects model performance by increasing both FP and FN rates at moderate
density levels. Transformer-based architectures demonstrate higher robustness under dense conditions
compared with other architectures, whereas One-Stage architectures show greater sensitivity to errors in
medium-density cases.

3.5.2 Breast Based Breast Density
In this section, the effect of breast density on breast-based classification is examined. The results show

that breast density has a significant impact on the performance of AI models. In particular, both FP and
FN rates increase noticeably in moderately dense (B and C) breasts. This pattern can be attributed to
the structural complexity of tissues within this density range, which tends to blur the models’ decision
boundaries. In contrast, the models perform more consistently in low-density (A) and extremely dense (D)
breasts, resulting in lower error rates.

Breast-based evaluation results are presented in Table 5. The table reports, for each detection model, the
percentage of FPs and FNs across the four density subcategories (A–D). For both Dataset-1 and Dataset-2,
FP and FN rates are provided side by side, enabling direct comparison across datasets and model families.
This presentation allows for a clearer analysis of model tendencies toward over-detection or under-detection
under different data distributions and breast density configurations.

Table 5: Comparison of false positive (FP) and false negative (FN) rates across datasets (breast-based evaluation)

MODEL

Dataset-1 Dataset-2

FP (%) FN (%) FP (%) FN (%)

A B C D A B C D A B C D A B C D
YOLOv11n 18.32 36.88 29.70 15.10 2.59 31.06 50.35 16.00 20.68 45.15 25.32 8.86 2.93 30.04 55.31 11.72

(Continued)
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Table 5 (continued)

MODEL

Dataset-1 Dataset-2

FP (%) FN (%) FP (%) FN (%)

A B C D A B C D A B C D A B C D
YOLOv11s 13.44 36.95 33.33 16.28 3.97 34.22 47.90 13.91 15.94 43.77 32.46 7.83 3.70 28.04 56.08 12.17
YOLOv11m 11.84 37.03 34.26 16.88 2.43 35.32 48.12 14.13 16.72 45.11 29.65 8.52 3.08 29.07 57.71 10.13
YOLOv11l 16.39 42.23 30.07 11.32 3.24 28.53 50.00 18.24 19.37 47.75 27.48 5.41 4.56 30.18 54.04 11.23
YOLOv11x 13.78 36.49 29.73 20.00 2.57 32.13 51.41 13.88 19.84 47.08 24.51 8.56 2.40 28.80 56.80 12.00
YOLOv10n 17.05 40.00 29.05 13.89 2.89 32.29 49.40 15.42 18.91 44.28 29.85 6.97 3.50 30.07 57.34 9.09
YOLOv10s 13.77 37.92 32.96 15.35 2.98 34.40 48.39 14.22 16.80 46.31 26.23 10.66 4.36 28.00 57.09 10.55
YOLOv10m 11.58 30.51 35.63 22.27 2.94 36.43 46.15 14.48 13.98 43.73 32.97 9.32 3.95 30.83 54.55 10.67
YOLOv10l 12.79 39.23 31.77 16.20 3.73 34.65 47.30 14.32 16.49 45.16 30.47 7.89 2.76 27.17 59.45 10.63
YOLOv10x 10.52 39.14 33.97 16.38 3.71 32.92 48.02 15.35 15.22 43.84 28.99 11.96 3.83 28.74 56.32 11.11
YOLOv9t 7.16 31.64 36.95 24.25 4.82 35.03 45.18 14.97 12.98 42.75 31.30 12.98 5.69 31.28 52.13 10.90
YOLOv9s 6.81 26.93 41.49 24.77 5.00 39.09 42.27 13.64 10.04 37.92 37.17 14.87 4.55 35.35 48.99 11.11
YOLOv9m 9.31 35.44 42.04 13.21 3.80 37.05 43.47 15.68 13.97 42.65 33.82 9.56 5.00 33.33 48.89 12.78
YOLOv9c 6.45 25.81 42.74 25.00 5.18 37.39 44.37 13.06 12.35 39.51 33.33 14.81 4.48 32.29 51.12 12.11
YOLOv9e 4.79 30.14 46.58 18.49 6.11 38.91 40.05 14.93 10.62 43.81 34.96 10.62 5.14 35.51 49.53 9.81
YOLOv8n 10.69 34.68 37.57 17.05 4.04 34.60 45.71 15.66 11.89 46.72 33.20 8.20 3.96 29.96 54.63 11.45
YOLOv8s 10.00 37.43 34.86 17.71 4.91 33.85 46.25 14.99 15.10 46.53 32.24 6.12 3.52 27.14 55.78 13.57
YOLOv8m 7.14 29.76 38.69 24.40 3.99 36.70 44.95 14.36 13.51 40.15 33.59 12.74 5.85 30.85 51.06 12.23
YOLOv8l 7.72 32.55 41.28 18.46 4.13 37.14 44.42 14.32 12.12 45.45 32.83 9.60 5.13 31.62 51.28 11.97
YOLOv8x 7.65 28.69 40.71 22.95 4.63 37.28 44.22 13.88 10.74 43.70 33.70 11.85 4.42 30.39 51.93 13.26
YOLOv3 8.15 34.55 40.17 17.13 5.33 33.67 47.67 13.33 14.84 39.58 35.34 10.25 6.86 35.43 48.57 9.14

RetinaNet 5.64 29.67 41.25 23.44 4.40 37.09 44.78 13.74 11.90 38.69 33.93 15.48 7.26 35.90 47.01 9.83
FCOS 9.12 35.91 37.02 17.96 5.35 35.52 45.26 13.87 13.62 42.32 32.17 11.88 5.13 30.77 51.79 12.31
VFNet 6.80 32.88 36.51 23.81 4.60 36.80 45.60 13.00 10.51 40.34 31.25 17.90 5.76 35.80 47.74 10.70
ATSS 7.04 36.85 38.72 17.39 4.16 35.10 46.65 14.09 13.42 39.39 35.50 11.69 6.81 35.48 47.67 10.04

Faster R-CNN 4.56 25.74 40.75 28.95 5.57 33.43 46.52 14.48 12.02 36.54 35.58 15.87 5.69 32.23 50.71 11.37
DoubleHead

R-CNN 6.02 29.32 40.16 24.50 4.69 36.46 43.23 15.62 14.29 36.31 28.57 20.83 5.88 33.94 52.04 8.14

Dynamic
R-CNN 3.95 29.79 40.12 26.14 4.80 33.05 47.18 14.97 12.11 40.62 32.42 14.84 5.81 32.56 51.16 10.47

Cascade
R-CNN 4.46 27.30 39.83 28.41 3.91 34.92 46.09 15.08 11.37 34.90 37.65 16.08 4.97 32.60 53.04 9.39

DETR 6.32 30.46 49.43 13.79 6.79 46.39 37.93 8.88 6.77 44.36 38.35 10.53 8.27 39.11 45.16 7.46
DEDETR 6.85 37.90 40.32 14.92 5.20 38.77 43.50 12.53 13.04 43.48 34.78 8.70 6.79 34.84 47.96 10.41

One-Stage
AVG 10.16 34.37 36.68 18.79 4.06 35.09 46.32 14.54 14.46 43.27 31.69 10.58 4.59 31.28 52.91 11.22

Two-Stage
AVG 4.75 28.04 40.22 27.00 4.74 34.47 45.76 15.04 12.45 37.09 33.56 16.91 5.59 32.83 51.74 9.84

Transformers
AVG 6.59 34.18 44.88 14.36 6.00 42.58 40.72 10.71 9.91 43.92 36.57 9.62 7.53 36.98 46.56 8.94

All Models
AVG 9.23 33.54 37.67 19.56 4.27 35.49 45.88 14.36 13.91 42.51 32.25 11.33 4.90 31.85 52.35 10.90

DATASET
RATIO 15.38 38.24 31.25 15.13 15.38 38.24 31.25 15.13 12.45 41.75 35.65 10.15 12.45 41.75 35.65 10.15

When the two datasets are compared, the higher representation of B and C categories corresponds to
increased error rates within these density levels. This finding suggests that the models’ error behavior is
influenced not only by architectural differences but also by the distribution of data. From an architectural
standpoint, One-Stage models appear to be the most sensitive to changes in breast density, while Two-Stage
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models yield more stable performance in low-density cases. Transformer-based architectures, particularly in
high-density (D) categories, achieve the most balanced results by maintaining the lowest FP and FN rates.

Overall, breast-based evaluation provides more realistic and consistent results compared with patient-
based analysis. The findings indicate that the models experience performance degradation in moderately
dense breasts but regain stability in highly dense tissue. Future research should therefore focus on data
balancing and adaptive modeling strategies specifically designed to address the challenges presented by B
and C density levels.

3.6 Bootstrap-Based Statistical Validation
Table 6 summarizes the patient-based and breast-based Macro F1-scores together with 95% bootstrap

confidence intervals (CI) for representative models evaluated on Dataset-1 and Dataset-2. Bootstrap analysis
was conducted for all investigated detection models; however, to ensure clarity and readability, the main
table reports a subset of representative architectures selected from each detector family, including One-Stage,
Two-Stage, and Transformer-based architectures.

Table 6: Patient-based and breast-based Macro F1-scores with 95% bootstrap confidence intervals on Dataset-1 and
Dataset-2

Model Patient-based Breast-based
D1 D2 D1 D2

One-stage architectures
YOLOv11n 0.78 [0.76–0.80] 0.73 [0.72–0.75] 0.80 [0.79–0.81] 0.75 [0.74–0.76]
YOLOv11m 0.80 [0.78–0.82] 0.74 [0.73–0.76] 0.82 [0.81–0.83] 0.76 [0.75–0.77]
YOLOv8x 0.81 [0.79–0.83] 0.75 [0.74–0.77] 0.83 [0.82–0.84] 0.77 [0.76–0.78]

Two-stage architectures
Faster R-CNN 0.84 [0.83–0.86] 0.79 [0.77–0.80] 0.87 [0.86–0.88] 0.81 [0.80–0.82]

Cascade R-CNN 0.85 [0.83–0.86] 0.78 [0.77–0.80] 0.88 [0.87–0.89] 0.82 [0.81–0.83]
Double-Head R-CNN 0.86 [0.84–0.87] 0.79 [0.78–0.81] 0.89 [0.88–0.90] 0.82 [0.81–0.83]
Transformer-based architectures

DETR 0.70 [0.68–0.72] 0.66 [0.64–0.67] 0.72 [0.70–0.74] 0.68 [0.66–0.70]
DEDETR 0.87 [0.85–0.88] 0.80 [0.79–0.81] 0.90 [0.89–0.91] 0.83 [0.82–0.84]

For patient-based analysis, the summarized results indicate that models achieving higher average
performance also tend to exhibit relatively narrow confidence intervals, suggesting stable behavior under
resampled test conditions. In particular, Two-Stage detectors consistently maintain high Macro F1-scores
with limited performance variability across both datasets, highlighting their robustness across different
data distributions.

A noticeable performance degradation is observed when transitioning from Dataset-1 to Dataset-2 for
most architectures, reflecting the increased difficulty and distributional shift of the independent test set.
Nevertheless, the relative ranking of models remains largely consistent, and the substantial overlap among
the confidence intervals of top-performing approaches indicates comparable performance levels rather than
isolated superiority of a single model.

Similar to the patient-based analysis, breast-based bootstrap evaluation was performed for all models,
with the main table presenting representative results for clarity. Compared to patient-based evaluation,
breast-based analysis yields slightly higher Macro F1-scores and narrower confidence intervals across all
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architectural families. This behavior is expected due to the increased number of evaluation samples at the
breast-based and further confirms the robustness and consistency of the observed performance trends.

4 Discussion
The findings of this study provide important insights into the use of DL–based OD models for

automated mammography analysis. Across both datasets, Two-Stage detectors consistently demonstrate
superior diagnostic reliability, characterized by higher Precision and more stable Macro F1-Scores. This
behavior highlights the continued relevance of region-proposal–based architectures in clinical screening
scenarios, where reducing false positives and avoiding unnecessary biopsies are critical considerations.

Transformer-based architectures, particularly the Deformable DETR, emerge as a strong alternative
to conventional CNN-based detectors. Unlike the classical DETR, which exhibits notable performance
instability, the Deformable DETR achieves competitive accuracy with improved robustness across datasets
and evaluation granularities. These results suggest that attention mechanisms can enhance spatial reasoning
and contextual understanding in complex breast tissue. Nevertheless, the higher computational cost of
Transformer-based architectures currently limits their scalability in large-scale screening, motivating future
exploration of hybrid or lightweight attention-based designs.

The bootstrap-based statistical validation further supports these observations. The relatively narrow
95% confidence intervals obtained for Two-Stage models indicate limited performance variability under
resampling, reinforcing their stability. In contrast, Transformer-based architectures display more heteroge-
neous behavior, with Deformable DETR showing substantially improved confidence bounds compared to
the original DETR. The overall narrower intervals at the breast level additionally suggest consistent lesion
localization across evaluation granularities.

The observed performance degradation on Dataset-2 underscores the challenge of domain gener-
alization in real-world screening environments. Variations in data distribution, imaging conditions, and
annotation characteristics likely contribute to this decline. These findings highlight the importance of future
work on domain adaptation, transfer learning, and contrast normalization strategies to improve robustness
under distributional shifts.

Breast density remains a key factor influencing detection performance. Higher error rates in moderate-
density breasts (BI-RADS B–C) are consistent with challenges reported in clinical practice. However, this
analysis is affected by the inherent imbalance of density categories in the dataset, where B and C densities are
substantially overrepresented. As a result, the observed trends may partially reflect greater statistical power
rather than intrinsic detection difficulty alone. Despite this limitation, consistent architectural performance
patterns across density categories suggest that the reported findings are not driven solely by sample
size effects.

From a clinical workflow perspective, the results emphasize the complementary roles of different eval-
uation granularities. Patient-based performance directly supports screening and recall decisions, whereas
breast-based evaluation provides detailed lesion localization that aids interpretability during radiological
review. Accordingly, reporting both perspectives offers a more comprehensive assessment of clinical utility
rather than prioritizing a single evaluation level.

Despite the comprehensive evaluation presented, several methodological considerations should be
acknowledged. The models evaluated in this study were adopted from open-source implementations and
utilized in their pre-trained form rather than being trained from scratch on the MammosighTR dataset.
As a result, some of the observed performance differences may be influenced by dataset compatibility and
pre-training biases, rather than reflecting purely architectural superiority.
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In addition, confidence threshold optimization was performed separately for Dataset-1 and Dataset-
2 in order to reflect realistic deployment conditions for each evaluation setting. While this approach
improves within-dataset fairness, it may also introduce dataset-specific tuning effects that limit direct cross-
dataset generalization claims. Nevertheless, the primary objective of this study is to benchmark architectural
behavior under clinically relevant operating conditions using a large, nationally representative screening
dataset, rather than to identify universally optimal hyperparameter configurations.

Overall, the performance ranges observed in this study are consistent with recent large-scale investiga-
tions of AI-assisted screening reported in the literature [37,38]. While direct numerical comparisons across
studies remain limited by differences in datasets and evaluation protocols, the alignment of performance
trends supports the external relevance of our findings. Future research should focus on external validation
across diverse populations, density-balanced evaluation, and the integration of explainability mechanisms
to facilitate safe and effective clinical adoption.

5 Conclusion
This study presents a comprehensive benchmark analysis of state-of-the-art OD architectures using the

nationally representative MammosighTR dataset, which contains more than 12,700 patient cases collected
through Türkiye’s National Breast Cancer Screening Program. The evaluation encompassed One-Stage
(YOLO, RetinaNet, FCOS, ATSS, VFNet), Two-Stage (Faster R-CNN, Cascade R-CNN, Dynamic R-CNN,
Double-Head R-CNN), and Transformer-based (DETR, Deformable DETR) architectures to assess their
diagnostic effectiveness in AI-assisted mammography.

Experimental results demonstrate that Two-Stage architectures consistently achieved the highest and
most stable performance across both patient-based and breast-based analyses. In particular, Double-Head
R-CNN and Dynamic R-CNN reached Macro F1-Scores in the range of approximately 0.84–0.86, outper-
forming One-Stage detectors by approximately 2%–4%. This performance advantage is mainly attributed to
the region proposal mechanism and the improved balance between Precision and Recall, which resulted in
more reliable discrimination between benign and malignant cases.

Transformer-based architectures showed a clear architectural progression. While the classical DETR
model underperformed, the Deformable DETR variant achieved Macro F1-Scores of approximately 0.83–
0.85, with less than 1%–2% performance variation across datasets, indicating strong robustness to data
heterogeneity and distributional shifts. In contrast, One-Stage architectures, particularly YOLOv8–v11, main-
tained high sensitivity with Recall values frequently exceeding 0.88 and superior computational efficiency,
making them well suited for real-time screening scenarios, albeit with minor reductions in Precision and
overall accuracy (≈1%–2%) compared to Two-Stage models.

Breast density–based analysis further revealed that diagnostic errors were most pronounced in
intermediate-density tissue types (B and C), where both false positive and false negative rates peaked across
all architectures. Conversely, performance was more stable in high-density type D breasts, especially for
Transformer-based architectures, which exhibited reduced error fluctuations. These findings quantitatively
confirm that tissue characteristics significantly influence model behavior and that architectural adaptability
varies across detector families.

In conclusion, this study establishes a reproducible and quantitatively grounded framework for
benchmarking AI-based mammography detection systems. The results highlight that while Two-Stage
detectors offer superior accuracy and class balance, and One-Stage models provide speed and sensitivity,
Transformer-based architectures contribute robustness and contextual modeling capacity. Combining these
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complementary strengths may enable the development of next-generation, clinically deployable breast cancer
screening systems that are both highly accurate and explainable.

Despite the comprehensive scope of this benchmark, several limitations should be acknowledged. First,
the study evaluates pre-trained object detection models without additional task-specific training or fine-
tuning on the MammosighTR dataset; therefore, the reported performance reflects architectural robustness
rather than dataset-adaptive optimization. Second, while predefined and non-overlapping dataset partitions
were intentionally preserved to ensure unbiased evaluation, the absence of external datasets limits direct
assessment of cross-population generalizability.
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