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ABSTRACT: It remains difficult to automate the creation and validation of Unified Modeling Language (UML) dia-
grams due to unstructured requirements, limited automated pipelines, and the lack of reliable evaluation methods. This
study introduces a cohesive architecture that amalgamates requirement development, UML synthesis, and multimodal
validation. First, LLaMA-3.2-1B-Instruct was utilized to generate user-focused requirements. Then, DeepSeek-RI-
Distill-Qwen-32B applies its reasoning skills to transform these requirements into PlantUML code. Using this dual-LLM
pipeline, we constructed a synthetic dataset of 11,997 UML diagrams spanning six major diagram families. Rendering
analysis showed that 89.5% of the generated diagrams compile correctly, while invalid cases were detected automatically.
To assess quality, we employed a multimodal scoring method that combines Qwen2.5-VL-3B, LLaMA-3.2-11B-Vision-
Instruct and Aya-Vision-8B, with weights based on MMMU performance. A study with 94 experts revealed strong
alignment between automatic and manual evaluations, yielding a Pearson correlation of = 0.82 and a Fleiss’ Kappa
of 0.78. This indicates a high degree of concordance between automated metrics and human judgment. Overall, the
results demonstrated that our scoring system is effective and that the proposed generation pipeline produces UML
diagrams that are both syntactically correct and semantically coherent. More broadly, the system provides a scalable
and reproducible foundation for future work in AI-driven software modeling and multimodal verification.

KEYWORDS: Automated dataset generation; vision-language models; multimodal validation; software engineering
automation; UMLCode

1 Introduction

Since the emergence of the Transformer architecture [1], modern software engineering has transformed
tremendously in terms of scale and complexity. As such, communicating efficiently among stakeholders
is becoming vital to ensuring robust programs. Traditionally, the Unified Modeling Language (UML) has
been widely used to fulfill this role and has been an important component of communication in software
design [2,3]. However, its presence has been less emphasized in the last decade due to the need for quick and
runnable software (via the Agile approach, which used only lightweight UML diagrams) [4,5]. As the number
of deep learning models keeps growing, their ability to generate code is increasing in size and complexity.
Thus, modern software is more complex and costly to maintain due to the lack of traceability. In this context,
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UML has re-emerged as a new analytical software engineering design component [6,7]. The core value of
UML is that it represents both structural and behavioral aspects of systems, thus providing a standard view
among stakeholders and guiding implementation. However, crafting UML diagrams is an extremely tedious
task, requiring labor-intensive processes, domain experts, and maintaining consistency across multiple
diagrams [8,9]. Furthermore, the prevalence of UML diagrams as static image files adds to the challenge, as
they are not directly machine-readable (unlike textual code, which can be parsed and analyzed by compilers),
making it difficult to integrate them into automated toolchains. Based on the aforementioned points, modern
software engineering is interested in automated design and modeling tools that assist engineers in generating,
interpreting, and verifying UML diagrams with minimal manual effort.

Recent advances in Artificial Intelligence (AI), particularly Large Language Models (LLMs), offer a
promising avenue for automating the modeling process. However, the current approach lacks an overall
pipeline that can operate independently and ensure consistency across stages. Specifically, current systems
still rely heavily on manually written requirements descriptions, which lack standardization and often do not
accurately reflect the perspective of the end user or product owner’s perspective [9]. In addition, no method
effectively leverages the combination of instruction models and reasoning LLMs to transform requirements
descriptions into TypeScript (such as PlantUML code) in a logical, consistent, and generalizable manner.
Furthermore, unlike other domains (e.g., text, common programming languages) that have rich ground
truth; high-quality datasets for UML diagrams are remarkably scarce [4]. The amount of available data is
important for data-driven approaches, as they are essential for training AI models. To alleviate this issue,
previous efforts have compiled UML diagram datasets from various sources [4], but these are limited in
size and often contain duplicate or mislabeled diagrams [4,10]. Most available datasets focus narrowly on
structural elements such as class diagrams, while behavioral perspectives, including sequence diagrams,
activity diagrams, and state machine diagrams, are either underrepresented or absent [10]. This imbalance
limits the ability of AI/ML models to reason about the interplay between system structure and behavior,
a capability crucial for realistic system design and verification. The first core research problem, therefore,
is: How can we automatically generate a comprehensive UML dataset that captures both structural and
behavioral aspects in a scalable and semantically coherent manner? Manual dataset construction approaches
have proven insufficient due to their time-consuming nature and susceptibility to inconsistency [9]. While
semi-automated techniques have emerged, they often fail to ensure diversity and completeness across
multiple UML diagram types [11]. Addressing this gap requires the design of algorithmic pipelines capable
of producing syntactically valid and semantically consistent UML models across heterogeneous diagram
categories. A second, equally critical research problem concerns the validation of dataset correctness and
utility. In contrast to natural language or image datasets, where labeling accuracy can often be validated at
the instance score, UML datasets present an additional layer of complexity: correctness depends not only on
individual diagrams but also on the relationships between multiple diagram types (e.g., alignment between
class and sequence diagrams). Current validation methods are limited to either syntactic checks or manual
expert review, both of which are insufficient to ensure large-scale consistency [4]. Thus, the second research
problem can be stated as: How can we systematically validate the correctness, consistency, and usefulness of
automatically generated UML datasets, particularly when integrating structural and behavioral models with
cross-diagram relationships? Addressing this challenge calls for novel frameworks that combine multimodal
reasoning, visual-semantic validation, and automated integrity checking, ensuring that generated datasets
are not only syntactically valid but also semantically robust and practically useful for downstream Al
applications. However, the literature underscores the need for further advances in creating comprehensive,
high-quality UML datasets [11,12].
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In addition to data collection, researchers are also interested in automating the generation of UML
diagrams and other modeling artifacts. One significant challenge is to translate unstructured information
into formal UML models. Natural language processing (NLP) techniques have been used to derive UML
class diagrams directly from requirements specifications [13]. However, these NLP-based methods face
difficulties in accurately interpreting language nuances. Studies have found that existing approaches often
produce incomplete or incorrect UML diagrams from complex requirement texts [13]. Recently, Jahan
et al. [14] experimented with a generative large language model (ChatGPT) to automatically generate UML
sequence diagrams from user stories. They found that ChatGPT sometimes generated overly complex
sequence diagrams (out of scope from user stories). This implies that controlling the semantic consistency
and relevance of auto-generated diagrams remains an open problem even though recent Al can generate
UML content. Thus, it is not just the ability to generate UML diagrams but to validate them. Previously,
the evaluation of generated UML diagrams was still primarily based on manual inspection and qualitative
criteria, leading to inaccuracies, limited scalability, and difficulty in reproducibility in research. Although
Vision-Language Models have proven effective in many multimodal tasks, they have not been exploited
for image-level UML diagram quality assessment-an increasingly important need for software design
automation systems. Therefore, the question is: How can we build a complete, automated pipeline that
combines a requirements-generation model, a reasoning model, and a multimodal evaluation model to create
and evaluate UML diagrams in a unified, reliable, and scalable way? Automated validation encompasses
consistency checking (ensuring no internal contradictions within or between diagrams) and conformance
checking (ensuring the model meets specific requirements or design rules). Conventional approaches for
this task used description logic and ontology-based techniques to formalize UML semantics [15]. However,
these early intuitions required heavy setup (translating models to logical form) and were computationally
intensive. One promising direction is the use of multimodal AI to evaluate UML diagrams [8,16]. This
suggests that future AI could monitor and evaluate design models for errors or deviations.

The aforementioned analysis demonstrated that early prototypes for generating UML diagrams from
text and images had been made, initial datasets to train models were crafted, and emerging Al techniques
for validating diagrams were proposed. However, significant gaps remain in the state of the art, including
high-quality UML datasets [4] for training AI models, automated generation of diverse UML diagrams,
multimodal reasoning, and validation of UML models. As noted by Conrardy & Cabot [11], current Al
converters still depend on a human-in-the-loop for verification. Thus, there is a clear need for an integrated
approach that can refine and ensure the quality of the models.

To address this gap, this paper introduces a novel framework for automated UML dataset generation
and multimodal validation. Our contributions are threefold: (1) an algorithmic pipeline for automatically
generating both structural and behavioral UML models, (2) a conversion method that transforms these
models into comprehensive datasets, and (3) a multimodal visual validation framework that leverages
Al-driven reasoning to ensure accuracy and consistency across representations.

This study makes several significant contributions to advancing automated UML dataset generation
and validation. First, it presents an end-to-end framework that can automatically generate several types
of UML diagrams, including class, object, component, use case, sequence, and state diagrams, while
maintaining semantic integrity and inter-model consistency. Second, it presents a structured methodology
for transforming the generated UML models into machine-readable, well-organized datasets that support
downstream AI and machine learning applications, effectively connecting software modeling with data-
centric learning. Third, the paper presents an innovative multimodal vision validation framework that
integrates structural and behavioral evaluations using quantitative metrics and expert-informed qualitative
assessment, ensuring reliable and scalable model validation. Finally, it releases a large-scale synthetic UML
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dataset encompassing a wide range of system scenarios, providing a valuable open benchmark for future
research in automated modeling, Al-driven software engineering, and multimodal reasoning.

2 Related Work

Research on UML datasets remains relatively limited compared to other domains such as natural
language processing or computer vision. A few notable efforts have attempted to compile UML diagram
repositories, but these are often narrow in scope, small in scale, or lacking in behavioral coverage. ModelSet
provides a labeled collection of software models for ML applications. However, it is primarily restricted
to structural diagrams and does not fully capture relationships across multiple UML types, generating
UML for class diagrams only [17]. Using natural language models to extract class, use case, and activity
diagrams has been explored in both semi-automatic approaches [18-20] and systematic reviews of NLP in
requirements engineering [21]. However, some techniques require aspect orientation [22]. Similarly, while
curated collections of UML diagram images [23] with careful annotation and duplication control exist,
these resources are often image-based rather than model-based, which limits their direct usability for Al
training [4]. Overall, current UML datasets lack the scale, diversity, and multimodal representation needed
to support advanced AI/ML research. While recent exploratory studies have demonstrated the potential of
Deep Learning [24] and Large Language Models (LLMs) [25,26] in aiding novice analysts and modeling class
diagrams, they typically lack a unified framework for large-scale generation.

In contrast, other fields have seen rapid progress through the construction of large-scale, automatically
generated datasets. In computer vision, resources like ImageNet enabled significant advances by providing
deep learning models with millions of labeled examples, sufficient in variety to learn from [27]. Similarly, in
natural language processing, benchmark datasets such as GLUE and SuperGLUE have provided structured
corpora for systematic evaluation of model performance [28]. These successes highlight the transformative
role of dataset availability, and they suggest that analogous approaches leveraging algorithmic generation
pipelines and Vision-Language Models (VLM:s) could be applied to UML modeling, as seen in recent surveys
and engineering applications [29,30]. Although emerging techniques have attempted to generate code from
diagram images [31] or to automate assessment using LLMs [16], UML poses unique challenges due to the
need to capture cross-diagram consistency (coherence between class and sequence diagrams), making the
direct adaptation of existing dataset-generation techniques non-trivial.

Parallel to dataset construction, a body of work has explored automatic or semi-automatic tools for
generating models. Techniques such as natural language-to-UML transformation [19], NLP to automati-
cally extract object-oriented elements from textual specifications [32], or image-to-UML conversion [11]
demonstrate the feasibility of automating parts of the modeling process. However, these methods are
often task-specific and limited in generalizability, focusing either on structural modeling or on diagram
recognition rather than on holistic dataset generation. Moreover, while model-driven engineering tools
provide semi-automated support for generating UML diagrams from specifications, they typically require
significant human intervention and lack scalability when applied to dataset score synthesis.

Taken together, prior research underscores two critical gaps: (1) the absence of comprehensive, large-
scale UML datasets that encompass both structural and behavioral diagrams, and (2) the need for automated
frameworks that not only generate diverse UML artifacts but also validate their correctness and consistency.
Addressing these gaps forms the foundation of our work.

The integration of Al and machine learning (ML) into software engineering has accelerated significantly
in recent years, enabling automation across a broad range of tasks. One central area of application is
automatic code generation, where large language models (LLMs) such as Codex and Code LLaMA have
demonstrated strong capabilities for transforming natural-language requirements into executable source
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code [33-36]. Similarly, Al-driven tools have advanced bug detection and program repair, leveraging deep
learning to identify anomalous code patterns and suggest fixes [37]. Another promising direction is model
transformation, where machine learning methods are used to convert high-score system specifications into
formal models such as UML, or to migrate existing models into different representations [11]. Collectively,
these applications highlight the transformative potential of AI/ML to reduce manual effort and improve the
reliability of software engineering processes.

A critical enabler of these advances is the availability of high-quality datasets. For example, code-
generation models are usually trained on billions of lines of source code from platforms like GitHub. This
gives the models the variety they need to work across languages and fields [38]. Bug detection frameworks
similarly rely on curated corpora of buggy and fixed code snippets to train supervised models [37]. In natural
language processing, benchmark datasets like GLUE and SuperGLUE have served as standard evaluation
platforms, catalyzing rapid innovation by providing structured, diverse, and challenging examples [28].

Translating these lessons to UML and model-driven engineering highlights a pressing challenge: unlike
source code or text, UML datasets remain scarce, fragmented, and limited in scope [37], UML code
generation from diagram images [31]. The complexity of UML arises not only from individual diagrams but
also from the semantic dependencies across diagram types, which impose additional requirements on dataset
design. Thus, for AI/ML methods to effectively support UML generation, validation, and transformation,
there is a clear need for comprehensive, large-scale, and multimodally validated datasets that parallel
ImageNet [39] in vision or CodeSearchNet in programming tasks.

In summary, two significant research gaps persist in the current literature. First, there is a notable lack
of a comprehensive UML dataset that simultaneously incorporates both structural and behavioral diagrams
while explicitly preserving their relationships. Second, existing studies lack an integrated validation frame-
work that systematically ensures the correctness, coherence, and consistency of generated UML datasets. This
paper addresses these challenges by introducing a unified framework for automated UML dataset generation
and multimodal validation, establishing a robust foundation for scalable AI and ML-driven advancements
in software modeling and analysis.

3 Method
3.1 Pipeline Overview

The proposed framework implements a unified and fully automated pipeline for generating and validat-
ing UML diagrams from natural-language descriptions. The pipeline consists of three sequential modules: (i)
feature description synthesis from an end-user perspective, (ii) reasoning-augmented PlantUML generation,
and (iii) multimodal diagram validation using an ensemble of Vision-Language Models (VLMs). Fig. 1
illustrates the complete workflow.

3.2 Module 1: Feature Description Generation

The first module aims to produce diverse and coherent feature descriptions that reflect realistic end-
user needs. We employ LLaMA 3.2 1B-Instruct [40], a lightweight instruction-tuned small language model
designed for high-quality natural-language generation. With a size of only about 1 billion parameters, the
model achieves high performance on text generation, question answering, and light logical reasoning tasks,
while remaining resource-efficient enough for edge applications or compute-constrained environments.
The “Instruct” version of LLaMA 3.2 1B is fine-tuned on a high-quality instruction dataset, allowing it
to accurately follow input requests and generate consistent, concise responses. With its balance between
efficiency and performance, LLaMA 3.2 1B-Instruct is a potential choice for research on small language
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models (SLMs) applications in specialized tasks such as code generation, natural language processing, and
intelligent education. To ensure naturalistic phrasing, the model is explicitly instructed to “act as an end-
user” and provide domain-relevant requirements without relying on any predefined templates (prompt
structure in Table Al and Fig. Al, Appendix A). The algorithm’s core function is to prompt the model for
a feature description and then refine the raw output by removing artifacts (such as the initial prompt text
and extraneous whitespace). The outcome is a clean, domain-relevant feature description that serves as the
standardized input for the next stage. The complete procedure is illustrated in Algorithm 1.

) E—
State 1: Technical State 2: UML PlantUML N q e Pt
:D R Mul | Vali
Specification Generation Code Generation SteteSlDlsotanRenceringlandiMuliipedalivalidation
‘\
1 e e
I i 23]
/, = e
(Description is passed to D 32Bto ) ( h 3 Vision Language Model (Qwen2.5-VL-3B-
Start with Llama 3.2 1B to Generate a generate UML Code Diagrams imaged Instruct, LLaMA-3.2-11B-Vision-Instruct, Aya-
Description PlantUML/Python library attempts to generated Vision-8B) for Scoring and Calculate
q generate an image ) weighted average

Figure 1: Unified pipeline for UML diagram generation and multimodal scoring

Algorithm 1: Generate feature description

Input: modell; tokenizerl
Output: description
1begin
2 prompt < "Act as an end-user ... Feature description:";
3 pipe < text_generation_pipeline(modell, tokenizerl, max_new_tokens);
4 response < pipe(prompt);
5 description < remove_prompt_text(response, prompt);
6 description < strip_leading newline(description);
7 return trim(description);
8 end

3.3 Module 2: Reasoning-Augmented PlantUML Synthesis

This module translates each feature description into a UML diagram represented in PlantUML format,
while simultaneously generating an explicit reasoning trace. We adopt DeepSeek-R1-Distill-Qwen-32B [41],
which has been optimized for structured reasoning and code generation through large-scale distillation
from Qwen-72B. DeepSeek-R1-Distill-Qwen-32B is a distilled version of the powerful Qwen-72B model,
specifically optimized by the DeepSeek team to enhance reasoning and code generation capabilities while
significantly reducing inference costs. By leveraging a large-scale distillation process from Qwen’s original
base, the model retains high-quality language understanding and generation abilities with only 32 billion
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parameters, making it suitable for complex tasks such as multi-hop reasoning, code synthesis, and technical
question answering. DeepSeek-R1-Distill-Qwen-32B is trained on a curated mixture of natural language and
programming datasets, incorporating both open-source code and instruction-following corpora. According
to DeepSeek’s open model release [41], this distilled model shows comparable performance to larger LLMs
while being more efficient for deployment in practical environments. Its strong reasoning capacity and
compatibility with multimodal prompting make it a promising foundation for research in Al code generation
and automated software modeling. Given a description, the model receives a structured prompt and produces
a dual output consisting of:

o executable PlantUML code, and;
o astructured chain-of-thought explaining the mapping between textual requirements and UML con-
structs.

Regular-expression parsing is used to extract valid UML blocks (‘@startuml... @endum!’) and isolate
the reasoning trace enclosed in <think> tags. If no valid diagram is detected, an error flag is returned. The
complete workflow is shown in Algorithm 2 and detailed in Fig. A2.

Algorithm 2: Generate reasoning and plantuml code

Input: description: Textual description of the system or requirement
Input: model2: Pre-loaded language model for UML generation
Input: tokenizer2: Tokenizer associated with model2
Output: uml_code: Generated PlantUML code
Output: reasoning: Reasoning text extracted from model output
Output: error: Error code (0 if success, -1 if UML not found)
1 begin
2 prompt < format_prompt_with_description(description);
3 pipe < text_generation_pipeline(model2, tokenizer2, max_new_tokens);
4 response < pipe(prompt);
5 text_after_think < extract_after(response, " <think>");
6 uml_code < regex_search ("@startuml (.*)@enduml”, text_after_think);
7 if uml_code = NULL then
8 return {uml_code: "No valid PlantUML code found.”,reasoning: "”,error: —1};
9

end
10  reasoning text « regex_search(" <think> (.*?)<think>", response);
1 return {uml_code: uml_code, reasoning: reasoning_text, error: 0};
12 end

3.4 Module 3: Large-Scale Dataset Construction

The third module operationalizes Modules 1 and 2 into a scalable data-generation engine. In each
iteration, it calls Algorithm 1 to generate a user query, which is then passed to Algorithm 2 to retrieve the
PlantUML code and corresponding inference traces. The resulting triple (query, inference, code) is then
stored. To ensure completeness and reliability, the algorithm includes robust exception handling, allowing
the process to continue uninterrupted even if only one error occurs. This systematic approach transforms
the process of generating a single instance into a scalable factory for generating a comprehensive benchmark
dataset. The graphs will then be imaged and three vision-language models will be used to evaluate the model
quality. Algorithm 3 summarizes this process.
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Algorithm 3: Generate dataset
Input: None (uses internal functions to generate queries and UML outputs)
Output: inputs|]: List of user queries
Output: reasonings[]: List of reasoning texts
Output: uml_outputs|]: List of PlantUML codes

1 Dbegin

2 inputs < [ |;

3 reasonings < [ |;

4 uml_outputs < [ |;

5 for i < 0to 11997 do

6 try

7 input_query < generate_user_query();

8 output < generate_uml_output(input_query);
9 append input_query to inputs;

10 append out put[“reasoning” | to reasonings;

11 append output[“uml_code”] to uml_outputs;
12 Print [Vcurrent_time] Generated (i+1)/11997";
13 end

14 catch

15 Exception e

16 end

17 continue;

18 end

19 end

3.5 Automated Multimodal Validation Framework

To automate quality assessment, we employ three open source Vision-Language Models (VLM:s), each
with different architectures and training philosophies, to provide a multi-perspective evaluation. Qwen2.5-
VL-3B-Instruct developed by Alibaba’s Qwen team, is a lightweight multimodal model based on Qwen2.5
architecture with only 3 billion parameters, yet it supports high-resolution image understanding and
instruction-following tasks efficiently. It integrates a vision encoder and a pre-trained language decoder
with cross-modal attention for flexible reasoning and fast inference [42]. LLaMA-3.2-11B-Vision-Instruct
an extended variant of Meta’s LLaMA 3 series, incorporates a 11B-parameter text model with vision
capabilities via a learned projection layer. The model is fine-tuned using vision-text instruction datasets and
demonstrates competitive performance in complex visual reasoning tasks while maintaining high language
fluency [40]. Aya-Vision-8B introduced by the Cohere for Al initiative under the Aya project, is a globally
inclusive multilingual vision-language model. With 8 billion parameters, Aya-Vision-8B is optimized not
only for multilingual visual understanding but also for alignment with open instruction datasets [43].

The selection of these models allows us to leverage diverse “opinions” to mitigate the bias of any
single model. Their reasoning capabilities are benchmarked using MMMU [44] to inform our weighted
scoring mechanism.

In this step, the framework integrates the outputs of three Vision-Language Models (VLMs) Qwen2.5-
VL-3B-Instruct, LLaMA-3.2-11B-Vision-Instruct, and Aya-Vision-8B by computing a weighted ensemble
score for each prediction position. As the algorithm iterates over the triplets of model outputs, it first checks
whether all three models produce a value of zero; in such cases, a final score of zero is assigned, indicating
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the absence of meaningful signals. Otherwise, only models generating valid (non-zero) outputs contribute
to the final score. Each contributing output is weighted by a model-specific reliability coefficient: 53.1 for
Qwen2.5-VL-3B, 50.7 for LLaMA-3.2-VL-11B, and 39.9 for Aya-Vision-8B. The weighted contributions are
accumulated and normalized by the sum of active weights to produce a stable aggregated score. This strategy
ensures that more reliable models exert greater influence while still leveraging complementary information
from the entire model ensemble.

Rendering: The generated PlantUML code is passed to the PlantUML library. If rendering fails due to
syntax errors, the sample is automatically assigned a score of 0.

Validation: Successfully rendered diagrams are paired with their original technical descriptions. This
(image, text) pair is evaluated by each of the three VLMs (Qwen2.5-VL-3B, LLaM A-3.2-11B-Vision-Instruct,
Aya-Vision-8B). Each VLM is prompted to assess the diagram’s fidelity on a 6-point scale, evaluating the
correctness of entities, relationships, and overall structure against the text.

Scoring: The individual scores from the VLMs are aggregated into a final composite score using a
conditional weighted average. Specifically, the weight distribution is set as 53.1 for Qwen2.5-VL-3B-Instruct,
50.7 for LLaMA-3.2-11B-Vision-Instruct and 39.9 for Aya-Vision-8B, reflecting their relative reliability and
prior performance in evaluation tasks. These weights are taken directly from the models’ scores on the
MMMU benchmark [44], a standard benchmark for assessing multimodal inference performance.

4 Results and Discussion

This section presents a comprehensive evaluation of our proposed framework’s performance in gener-
ating and validating three distinct types of UML diagrams: Use Case, Class, and Sequence. The experiments
were conducted on a large-scale, synthetic dataset of approximately 12,000 samples, with each diagram type
representing a different score of structural and semantic complexity. Our analysis focuses on two primary
aspects: (1) the efficacy of the dual-LLM generation pipeline and (2) the comparative performance of the
multimodal validation system across these varied tasks.

4.1 Results

Behavioral UML Diagrams Fig. 2 presents the distribution of model predictions across fidelity scores
for behavioral UML diagrams (Use Case, Sequence, and State). The results reveal substantial variability
among models. For Use Case diagrams, LLaMA-3.2-11B-Vision-Instruct demonstrates the highest con-
centration at Scores 5, reflecting strong syntactic fidelity but limited diversity across correctness Scores.
Qwen2.5-VL-3B produces a more balanced distribution, with a significant proportion at Scores 3-4 and
a moderate peak at Score 5, suggesting more generalized behavioral reasoning. Aya-Vision-8B, however,
shows dispersed outputs with higher counts at lower scores (0-3), indicating difficulty in capturing coherent
actor-system relationships.

For Sequence diagrams, Qwen2.5-VL-3B achieves a spread across scores 4-6, highlighting its robustness
in modeling dynamic interaction flows. LLaMA-3.2-11B-Vision-Instruct concentrates predictions at scores
4 and 5 but fails to produce outputs at the highest scores (6), suggesting partial correctness with a ceiling
effect. Aya-Vision-8B underperforms, with most predictions clustering at scores 0-3, reflecting difficulty in
reasoning about temporal ordering and message dependencies.

Regarding State diagrams, Qwen2.5-VL-3B again shows the strongest performance, with a high number

of predictions at scores 5 and 6, demonstrating capability in reasoning about system transitions. LLaMA-
3.2-11B-Vision-Instruct produces a spread between lower (scores 1) and mid-range (scores 3-5), suggesting
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inconsistent performance. Aya-Vision-8B remains skewed toward scores 0-2, confirming its struggles with
behavioral abstraction.

Distribution of model predictions across fidelity scores for behavioral UML diagrams (Use Case, Sequence

and State)
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Figure 2: Distribution of model predictions across fidelity scores for behavioral UML diagrams (Use Case, Sequence
and State)

Structural UML Diagrams Fig. 3 illustrates the results for structural UML diagrams (Class, Component,
and Object). The findings show a clearer hierarchy of performance across models. For Class diagrams,
Qwen2.5-VL-3B significantly outperforms others with the majority of predictions concentrated at score
6, indicating high-fidelity capture of class relationships and attributes. LLaMA-3.2-11B-Vision-Instruct, in
contrast, distributes predictions between scores 4 and 5 but produces none at score 6, pointing to consistent
partial correctness. Aya-Vision-8B performs weaker overall, with predictions spread across lower score and
only limited accuracy at score 5.

Component diagrams, Qwen2.5-VL-3B again demonstrates balanced performance with strong results
at scores 4 and 5. LLaMA-3.2-11B-Vision-Instruct achieves its highest concentration at score 5, confirming
its syntactic precision but lack of full structural fidelity. Aya-Vision-8B continues to struggle, with outputs
skewed toward scores 0-3.

For Object diagrams, Qwen2.5-VL-3B yields consistent mid-to-high-score predictions, particularly at
scores 4 and 5, capturing instance-score relationships with reasonable accuracy. LLaMA-3.2-11B-Vision-
Instruct focuses overwhelmingly at score 5, reflecting reliable but incomplete mappings. Aya-Vision-8B once
again clusters at lower scores, showing weak alignment with object semantics.
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Distribution of model predictions across fidelity scores for structure UML diagrams (Class,
Component and Object)
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Figure 3: Distribution of model predictions across fidelity scores for structure UML diagrams (Class, Component and

Object)

The comparative evaluation underscores a structural-behavioral asymmetry in UML modeling
in Table 1. Structural diagrams, particularly class diagrams, are more tractable for current AI/ML models,
with Qwen2.5-VL-3B achieving near-complete fidelity. Behavioral diagrams, however, remain a significant
challenge, where models either plateau at partial correctness (LLaMA-3.2-11B-Vision-Instruct) or struggle
with abstraction (Aya-Vision-8B). These findings validate the need for richer datasets and multimodal
validation frameworks to bridge the gap between structural and behavioral reasoning in automated

UML synthesis.

Table 1: Distribution score for three vision-language models on UML Diagram (UML Diagrams: Class, Object,

Component, Use Case, Sequence, State)
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Table 1 (continued)

Diagram Model 0 1 2 3 4 5 6
aya_vision_Sb 301 106 1 248 39 300 5
Component qwen25vI3b 81 0 2 22 372 520 3
diagram llama32vlllb 81 3 0 0 29 886 1
aya_vision_8b 403 75 1 123 44 436 8
qwen25vI3b 157 11 169 621 1926 108 6
Use case diagram  llama32vlllb 157 8 0 1 173 2659 0
aya_vision_8b 1370 236 1 677 95 609 0

qwen25vI3b 275 7 0 41 237 115 325
Sequence diagram  llama32vlllb 275 13 0 21 347 344 0
aya_vision_8b 344 148 0 151 81 271 5

qwen25vI3b 479 1 0 20 44 313 142
State diagram llama32vll1b 479 218 0 89 53 160 0
aya_vision_8b 509 251 3 93 4 134 5

4.2 Quantitative Code Generation Analysis

A subset of 60 samples was selected from the dataset for Human Expert Validation. In this process,
experts carefully revised the PlantUML code to ensure correctness and consistency according to their
professional judgment. To quantitatively evaluate the generated diagrams against the expert-refined versions,
we employed the BLEU metric, which measures the similarity between the model-generated output and the
expert-adjusted reference. This approach allows us to assess the alignment of automated generation with
domain-specific expert knowledge.

To complement the multimodal visual validation, we conducted a text-based quantitative analysis
using the BLEU (Bilingual Evaluation Understudy) metric to measure the syntactic similarity between the
PlantUML code generated by DeepSeek-R1-Distill-Qwen-32B and the ground truth references (Details about
BLEU at Appendix B). The distribution of BLEU scores across the six diagram families is illustrated in Fig. 4.

The analysis reveals distinct performance characteristics across diagram types:

High stability in structural and interaction models: Class Diagrams and Sequence Diagrams demon-
strate the most consistent performance, with average BLEU scores typically ranging from 0.60 to 0.80.
Notably, Sequence Diagrams (Sequence diagram, scores > 0.80) demonstrate the model’s ability to accurately
capture message order and interaction syntax, reinforcing the high visual fidelity scores observed in the
above section.

Variance in Object and State Diagrams: Object Diagrams and State Diagrams displayed significant
variance. While perfect matches were recorded ( Object diagram), there were instances of notably low scores
(<0.1). This discrepancy suggests that for diagrams requiring specific instance naming or complex state
transitions, the model may generate valid structures with divergent variable identifiers compared to the
reference, heavily penalizing the BLEU score despite potential semantic correctness.
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Bleu Score distribution by UML Diagram type
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Figure 4: Bleu score distribution by UML diagram type

Use Case Efficacy: Use Case Diagrams achieved exceptional scores in several instances (Use case
and Sequence diagrams), indicating strong alignment in translating actor-action requirements into code.
However, the presence of outliers highlights the sensitivity of n-gram-based metrics to the ordering of
declarations in PlantUML.

The integration of BLEU metrics addresses the limitation of relying solely on visual scoring. It confirms
that the proposed pipeline not only generates visually coherent diagrams but also maintains high syntactic
fidelity in the underlying source code, ensuring the practical utility of the generated artifacts for software
engineering tasks.

Fig. 5 presents the average BLEU scores across the evaluated UML diagram types, revealing a distinct
hierarchy in generation fidelity. Class Diagrams significantly outperform other categories with the highest
average score of 0.7029, suggesting that the model is particularly effective at synthesizing static structural
definitions. A consistent performance tier is observed among Sequence (0.6341), Object (0.6137), and
Use Case (0.6022) diagrams, indicating balanced capabilities in modeling interactions and requirements.
However, Component Diagrams exhibit a notable drop in performance, achieving the lowest score of 0.4483,
which highlights potential challenges in generating the specific component-interface dependencies required
for this format.
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Average Bleu Score by Diagram type
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4.3 Discussion
4.3.1 Interpretation of the Results
Discussion on Behavioral Diagram Evaluation:

Use Case Diagrams The evaluation of use case diagrams highlights substantial differences in behavioral
reasoning across the three models. Qwen2.5-VL-3B demonstrates a relatively balanced distribution, with
a strong concentration at scores 4 and 3 (1926 and 621 instances, respectively), suggesting moderate-to-
high semantic alignment in actor-use case interactions. In contrast, LLaMA-3.2-11B-Vision-Instruct shows a
sharp skew toward score 5 (2659 instances), indicating its strength in capturing actor-system relationships at
near-correct scores but with reduced diversity across intermediate scores. Aya-Vision-8B, however, displays
a more dispersed distribution with significant counts at scores 0, 1, and 3 (1370, 236, and 677, respectively).
This pattern suggests sensitivity to low-score structural recognition while struggling with higher-order
behavioral coherence. Overall, the results underscore that while larger models like LLaMA achieve high
syntactic fidelity [45], mid-scale models (Qwen2.5) appear to generalize behavioral structures more evenly,
and vision-centric models (Aya) face difficulty in abstracting actor-system dynamics.

Sequence Diagrams Behavioral reasoning for sequence diagrams shows a different trend. Qwen2.5-VL-
3B produces a relatively even distribution across scores 4, 5, and 6 (237, 115, and 325 instances), reflecting
an ability to model interaction flows with incremental behavioral depth. LLaMA-3.2-11B-Vision-Instruct
performs similarly, with 347 and 344 instances at scores 4 and 5, but lacks higher-score (6) predictions,
revealing a ceiling effect in capturing complete interaction fidelity. Aya-Vision-8B, by contrast, allocates more
predictions at lower scores (344 at 0 and 148 at 1) and fewer at the higher spectrum, suggesting difficulty in
mapping sequential dependencies when reasoning from visual features. Collectively, these findings reveal
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that sequence modeling is more demanding in terms of behavioral reasoning, with only Qwen2.5 showing
robustness across all scores, whereas LLaMA converges to partial correctness and Aya underperforms in
interaction depth.

State Diagrams For state diagrams, which require capturing system dynamics over transitions, all
models show varying scores of behavioral understanding. Qwen2.5-VL-3B demonstrates a strong mid-to-
high distribution, with 313 instances at score 5 and 142 at score 6, reflecting its ability to reason about state
transitions with relatively high accuracy. LLaMA-3.2-11B-Vision-Instruct, however, distributes predictions
more at lower and mid scores (218 at score 1, 89 at score 3, and 160 at score 5), suggesting that while it captures
basic transition structures, it struggles to sustain behavioral depth across full state flows. Aya-Vision-8B, once
again, shows a tendency toward lower scores (509 at 0 and 251 at 1), indicating a reliance on surface-score
recognition with limited behavioral abstraction. Importantly, the concentration of Qwen2.5 at higher scores
suggests that smaller models, when well-tuned, may outperform larger or vision-centric counterparts in tasks
demanding explicit behavioral reasoning. Recent work has started to explore direct code generation from
UML diagram images using large multimodal models [31], suggesting that our evaluation pipeline could be
integrated into end-to-end modeling workflows.

Taken together, the comparative analysis demonstrates that behavioral modeling presents a distinct
challenge across UML diagram types. Use case diagrams favor larger models that capture actor-system
mappings, sequence diagrams highlight the robustness of mid-scale models in capturing dynamic interac-
tions, and state diagrams emphasize the importance of fine-grained transition reasoning, where smaller yet
well-aligned models outperform. These results suggest that future datasets and pipelines should emphasize
behavioral annotation granularity and multimodal reasoning [46], as these remain the bottlenecks in auto-
mated UML synthesis. Our findings complement emerging work evaluating VLMs on UML diagrams [47],
but extend it by introducing a dual text-visual validation pipeline with fine-grained scoring.

Discussion on Structural Diagram Evaluation:

The evaluation of class diagrams shows a clear divergence in structural reasoning across the three
models. This aligns with recent deep learning approaches that successfully extract class diagrams from
software artifacts [24], reinforcing the relative tractability of structural UML tasks. Qwen2.5-VL-3B yields a
strong concentration at the highest fidelity scores (3456 instances at scores 6), indicating its effectiveness in
capturing structural relationships such as inheritance, associations, and class attributes with high precision.
LLaMA-3.2-11B-Vision-Instruct, on the other hand, produces a bimodal distribution: 2303 predictions at
score 4 and 1600 at score 5, but no predictions at score 6. This pattern suggests that while the model can
capture partial or near-correct structures, it struggles to achieve fully accurate class specifications. Aya-
Vision-8B displays the widest spread, with considerable counts at low scores (549 at score 0 and 893 at score
1) and moderate presence at higher scores (1437 at score 5). This indicates that vision-centric reasoning is
sensitive to surface-score features but lacks robustness in abstracting complete structural correctness. Our
findings are complementary to prior work on automatic class-diagram generation from text [13], which
primarily focuses on structural correctness rather than multimodal visual evaluation.

For component diagrams, Qwen2.5-VL-3B again shows balanced performance with strong results
at scores 4 and 5 (372 and 520 instances), suggesting proficiency in modeling dependencies and mod-
ular boundaries. LLaMA-3.2-11B-Vision-Instruct demonstrates a pronounced skew toward score 5 (886
instances), confirming high syntactic accuracy but limited diversity across correctness scores, with very
few reaching complete fidelity (only 1 at score 6). Aya-Vision-8B continues to exhibit high counts at lower
scores (403 at score 0 and 75 at score 1), suggesting difficulty in identifying architectural partitions, though it
achieves moderate alignment at score 5 (346 instances). This reinforces the view that multimodal alignment
is challenging when higher-order abstraction of the software architecture is required.
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For Object diagrams, which demand capturing instances and their concrete relationships, show patterns
similar to component diagrams. Qwen2.5-VL-3B produces consistent results with a balanced distribution,
particularly at scores 4 and 5 (354 and 546 instances), indicating reasonable accuracy in mapping objects
to their class definitions. LLaMA-3.2-11B-Vision-Instruct, however, concentrates heavily at score 5 (890
instances) with negligible predictions at higher scores, reflecting its reliance on partial correctness rather
than complete alignment. Aya-Vision-8B again clusters at the lower scores (301 at 0, 106 at 1), with limited
high-fidelity predictions (only 5 at score 6). This suggests that while vision-based reasoning can identify
object instances, it often misaligns them with the structural semantics of the system model.

Interestingly, we observed a divergence between BLEU scores and VLM visual scores in Object
Diagrams. While BLEU scores penalized deviations in variable naming conventions (resulting in lower text
metrics), the VLM evaluation often rated these diagrams highly (Score 5-6) because the visual topology and
relationships remained correct. This reinforces the necessity of our dual-validation approach: BLEU ensures
syntactic adherence to specifications, while VLMs assess semantic and visual correctness.

Overall, the evaluation of structural diagrams demonstrates that Qwen2.5-VL-3B consistently achieves
the best balance between accuracy and distribution, excelling particularly in class diagram fidelity. Graph-
based approaches such as UML common graph provide fine-grained topological similarity for multiple
diagram types [48], which complements our current score-based evaluation. LLaM A-3.2-11B-Vision-Instruct
shows strong partial correctness but rarely achieves full structural accuracy, highlighting a ceiling effect
similar to its performance on behavioral diagrams. Aya-Vision-8B, while capable of identifying basic entities,
struggles to generalize abstract structural rules, reinforcing the necessity of multimodal fine-tuning. These
findings emphasize that structural UML tasks benefit most from models optimized for symbolic and
relational reasoning, whereas vision-centric approaches require additional alignment strategies to capture
software design abstractions.

Comparative Analysis: Structural and Behavioral Diagrams:

When comparing structural and behavioral modeling tasks, a distinct divergence in model performance
emerges in Table 2. For structural diagrams (class, component, and object), Qwen2.5-VL-3B consistently
demonstrates superior fidelity, with strong accuracy at higher scores most notably in class diagrams where
it achieves a majority of predictions at score 6. This indicates that smaller, well-tuned models are highly
effective at capturing static system elements such as classes, components, and object instances. LLaMA-
3.2-11B-Vision-Instruct, while performing reliably at mid-to-high scores (4-5), rarely reaches full structural
correctness, suggesting a plateau in its abstraction capability. Aya-Vision-8B, in contrast, tends to misallocate
predictions toward lower scores, reflecting challenges in abstracting symbolic relationships from visual input.

Table 2: Distribution of final weighted composite scores for UML diagram (UML diagrams: Class, Object, Component,
Use Case, Sequence, State)

Diagram, Scores 0 (1,2) [2,3) (3,4) (4, 5) sc>o;e
Class diagram 209 1 242 1122 2211 1215
Object diagram 68 0 4 130 795 3
Component diagram 81 0 3 90 821 5
Use case diagram 157 12 49 816 1969 6
Sequence diagram 275 2 16 184 325 198

State diagram 479 1 127 225 147 20
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In contrast, behavioral diagrams (use case, sequence, and state) present a greater challenge across all
models [49]. While LLaMA-3.2-11B-Vision-Instruct excels in syntactic fidelity for use case diagrams (skewing
toward score 5), it struggles to sustain behavioral reasoning in sequence and state diagrams, failing to produce
higher-score predictions. Qwen2.5-VL-3B offers a more balanced distribution, particularly in sequence
and state diagrams, indicating robustness in capturing dynamic interactions and system transitions. Aya-
Vision-8B underperforms across behavioral tasks, often clustering at lower scores, suggesting that behavioral
abstraction requires reasoning capabilities beyond surface-score recognition.

Taken together, these results highlight a critical asymmetry in UML modeling tasks: structural reasoning
appears more tractable for AI/ML models, especially smaller transformer-based architectures, whereas
behavioral reasoning remains an open challenge requiring more nuanced datasets, multimodal integration,
and reasoning-oriented training objectives. This demonstrates the value of the proposed pipeline in bridging
the structural-behavioral gap by enabling comprehensive dataset generation and multimodal validation.

Error Analysis for Zero-Score Cases.

During the rendering phase, approximately 10.5% of the generated PlantUML codes failed to com-
pile successfully, resulting in a score of 0. These failures were primarily due to syntactic or structural
inconsistencies in the automatically generated code, as shown in

PlantUML 1.2025.10betal
[From string (line 3) ]

@startuml
actor User
object Application

Figure 6: Example of a rendering failure resulting in a zero score. The PlantUML parser reports a syntax error

The “Syntax Error?” message is a consequence of providing a syntactically incomplete definition for
an inferred diagram type. While the individual statements (actor, object) were correct, their combination
without a corresponding message flow failed to constitute a valid sequence diagram according to the
PlantUML grammar.

This case highlights a key design aspect of domain-specific languages (DSLs) like PlantUML: the
trade-off between flexibility (implicit typing) and strictness. While type inference enhances usability for
simple cases, it can lead to seemingly cryptic errors when the script provides insufficient context for a
complete structural definition. For developers and technical writers, the key takeaway is that when defining
interaction-based diagrams, it is imperative to include at least one interaction to ensure syntactic validity.

The parser successfully processes actor User and object Application as valid participant definitions.
However, upon reaching the end of the script (or @enduml), it has not encountered any message-passing
statements (e.g., User -> Application). This lack of interaction constitutes a violation of the expected structure
for a sequence diagram, leading the parser to report a syntax error at the last successfully parsed, yet
ultimately insufficient, line.

An illustrative error message is presented in , where the PlantUML compiler returns a “Syntax
Error? (Assumed diagram type: sequence)” message. This indicates that the model failed to follow the
correct sequence-diagram grammar, producing an invalid action label or missing transition. Such cases were
automatically assigned a zero score and later analyzed to refine prompt constraints and post-processing filters
in future iterations.
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4.3.2 Limitations

Despite the promising results, several limitations must be acknowledged. First, the evaluation relies on
a finite set of UML diagram types (class, component, object, use case, sequence and state), leaving other
important diagram families such as activity, deployment, or communication diagrams unexplored. This
partial coverage may constrain the generalizability of the findings to the full UML specification. Second, the
dataset, while diverse, remains limited in size and annotation depth compared to established benchmarks in
computer vision or natural language processing. As a consequence, behavioral reasoning tasks, particularly
in sequence and state diagrams, still expose weaknesses across all tested models. Third, model evaluation is
restricted to three representative architectures (Qwen2.5-VL-3B, LLaMA-3.2-11B-Vision-Instruct and Aya-
Vision-8B), which may not fully capture the broader landscape of vision-language and code-oriented models.
Prior studies on multimodal prompting show that evaluation performance can be highly sensitive to prompt
design [50]; a systematic study of prompting strategies for UML diagrams is left as future work. Fourth,
while this study incorporates BLEU scores to assess syntactic fidelity, other complementary structural metrics
such as graph edit distance or execution-based validation were not fully explored. Prior work has shown
that graph edit distance is effective for matching and comparing UML class models [51], but we leave its
integration into our evaluation pipeline as future work. The absence of these measures may restrict the
ability to capture fine-grained topological discrepancies that syntactic metrics might miss. A limitation is that
our study prioritizes the framework’s accuracy and reliability over a formal evaluation of its computational
performance. Specifically, the reliance on multiple large models (LLMs and VLMs) introduces considerable
computational overhead. Future work should address a detailed analysis of metrics such as inference time per
stage, overall throughput, and resource utilization to provide a clearer picture of the feasibility of integrating
this framework into real-time modeling tools. Finally, the scoring framework emphasizes syntactic and
structural fidelity but provides only partial insight into semantic correctness, which is critical for ensuring
executable and functionally valid UML representations.

4.3.3 Future Research

Building upon these limitations, several avenues for future research emerge. Expanding the dataset to
cover the complete spectrum of UML diagram types and increasing annotation granularity for behavioral
semantics will be crucial to advancing automated UML synthesis. Incorporating execution-based evaluation
metrics and formal verification mechanisms can enhance the assessment of semantic validity, complement-
ing the current focus on structural fidelity. Furthermore, extending the benchmark to include a wider range of
foundation models such as reasoning-optimized LLMs, multimodal transformers, and domain specific code
models will provide a more comprehensive comparison across architectures. Another promising direction
is the integration of hybrid multimodal reasoning pipelines, where symbolic, textual, and visual features
are jointly optimized to reduce the structural behavioral gap. Finally, expanding the dataset to include
additional UML diagram types particularly Activity, Deployment and Package diagrams would help capture
a fuller spectrum of software design semantics and longitudinal studies on real-world industrial datasets
and collaborative validation with software engineers can strengthen the practical relevance and adoption of
automated UML generation frameworks.

4.4 Human Expert Validation and Correlation Analysis

To validate the reliability of our automated multi-VLM evaluation framework, we conducted a human
evaluation study. The primary goal was to measure the correlation between the composite scores generated
by our VLM ensemble and the quality ratings provided by human experts in Fig. 7. A subset of 60 UML
diagrams was randomly sampled from the dataset we generated, ensuring balanced representation across all
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nine diagram types. These diagrams, along with their corresponding textual specifications, were presented to
a panel of four subjects for evaluation. The panel consisted of: Lecturer in Information Technology; Expert,
Enterprise in Information Technology; PhD student in Information Technology or related field; Student in
Information Technology or related field.

Distribution of participants by survey role

= Lecturer in Information Technology = Expert, Enterprise in Information Technology
PhD student in Information Technology or related field = Student in Information Technology or related field

Figure 7: Distribution of participants by survey role

Participants: We recruited 94 participants from four distinct groups based on their expertise in software
engineering and UML modeling. The group comprised 14 universities Lecturer in Information Technology;
12 experts, Enterprise in Information Technology; 7 PhD students in Information Technology; 61 students
in Information Technology. All participants confirmed proficiency across both structural and behavioral
UML diagrams.

A stratified random sample of 60 diagrams was selected from our generated dataset of nearly 12,000.
The sample was balanced to include 10 diagrams from each of the six types (Class, Object, Component, Use
Case, Sequence, State) to ensure representative coverage.

Evaluation Protocol and Criteria

The experts were asked to rate the quality of each UML diagram on the same 1-to-5 Likert scale
used by the VLMs, where 1 represents “very poor alignment” and 5 represents “Very Good Alignment”
with the textual specification. To ensure consistency, a detailed evaluation rubric was provided. The key
criteria included:

1. Semantic Correctness: Does the diagram accurately represent the entities, relationships, and processes
described in the text?

2. Structural Completeness: Are all major components (classes, actors, states, etc.) from the specification
present in the diagram?
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3. Syntactic Accuracy: Does the diagram adhere to the standard conventions and syntax of the specific
UML type (e.g., correct use of arrows for inheritance vs. association)?

4. Overall Coherence: Is the diagram logically organized, clear, and easy to understand?

The final expert score for each diagram was calculated as the average of the “Overall Fidelity” scores
from the 94 experts.

To ensure the consistency and objectivity of the expert judgments, we calculated Fleiss’ Kappa, a robust
statistical measure for assessing the reliability of agreement between multiple raters. The raw scores from the
94 experts across the 60 sampled diagrams were aggregated to determine the level of consensus. The resulting
Kappa value was K = 0.78. According to the widely accepted interpretation scale by Landis and Koch,
this value falls into the “Substantial Agreement” range (0.61-0.80). This high level of inter-rater reliability
confirms that our human-generated ground truth is consistent and provides a solid baseline for validating
the performance of the VLM-based evaluation framework.
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Figure 8: Human expert evaluation scores for UML diagrams across four quality criteria

To quantitatively validate the reliability of our VLM-based evaluation framework, we performed a
correlation analysis comparing the VLM-generated composite scores against the mean overall fidelity ratings
provided by the 94 human experts for the 60-diagram subset. The analysis yielded a strong, statistically
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significant positive correlation, with a Pearson correlation coefficient (r) of 0.82 (p < 0.001). This high
degree of correlation demonstrates a substantial alignment between our automated assessment and human
expert judgment. Consequently, these findings provide robust empirical evidence that the proposed multi-
VLM scoring mechanism serves as a valid and reliable proxy for human evaluation, enabling scalable and
consistent quality assessment of generated UML diagrams.

5 Conclusion and Future Work

In this paper, we propose a unified and scalable framework for automatically generating, validating, and
evaluating UML diagrams using large language models (LLMs). The approach integrates a dual modeling
process for requirements understanding and UML code generation, coupled with a multi-modal scoring
mechanism that leverages vision-language models to assess both structural accuracy and semantic fidelity.
The framework has been applied to a diverse set of UML diagrams, covering structural diagrams: Class (5000
samples), Object (1000 samples) and Component (1000 samples). Behavioral Diagrams: Use Case (2998),
Sequence (1000), and State (999) resulting in six large-scale annotated datasets aligned with 12,000 natural
language specifications. Our findings show that while LLMs are capable of producing plausible and often
structurally correct UML diagrams, challenges remain in modeling complex interrelationships and nuanced
semantics across diagram types. To mitigate this, we introduce a feedback loop mechanism that iteratively
refines low quality outputs based on evaluation scores, alongside a multi perspective validation system
employing vision-language models (LLaMA 3.2-Vision, Qwen2.5-VL, Aya-Vision) with a weighted aggrega-
tion scheme for reliable and reproducible assessment across UML tasks. Overall, the proposed framework not
only addresses the scarcity of comprehensive UML datasets but also establishes a reusable pipeline for future
research in automated system modeling, LLM benchmarking, and reasoning-aware diagram generation, with
potential extensions to additional diagram families ( Activity, Deployment diagrams...) and integration of
Retrieval-Augmented Generation (RAG) modules for improved contextual grounding during synthesis.

This research establishes a robust foundation for automated UML dataset construction and multimodal
verification; however, several avenues remain open for further exploration. Future work will extend the
framework to encompass additional UML diagram types beyond the current scope, including both structural
diagrams (Class, Component, Object) and behavioral diagrams (Use Case, Sequence, State), as well as
Package and Deployment diagrams, thereby broadening its applicability across different stages of software
modeling. A key challenge lies in enhancing temporal reasoning capabilities, particularly for Sequence
Diagram synthesis where correct ordering of interactions and lifeline consistency are critical, which may
require the integration of temporal constraint solvers or hybrid neuro-symbolic reasoning approaches.
In addition, fine-tuning and domain adaptation of both generation and evaluation models using large
scale, domain-specific corpora will be explored to improve structural fidelity and semantic precision, with
retrieval-augmented generation (RAG) serving as a promising strategy to inject contextual knowledge during
synthesis. The automated evaluation pipeline can also be enriched with multimodal metrics such as graph-
structural similarity and ontology-based alignment to complement the vision-language scoring system and
provide deeper diagnostic insights. Finally, incorporating human-in-the-loop feedback mechanisms could
enable iterative refinement of both diagram generation and scoring, fostering adaptive, self-improving
Al-assisted modeling tools that enhance the accuracy, robustness, and industrial adoption of Al-driven
design automation.
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Abbreviations

The following abbreviations are used in this manuscript

UML Unified Modeling Language

LLM Large Language Model

VLM Vision-Language Models

BPMN Business Process Model and Notation
Al Artificial Intelligence

ML Machine Learning

SysML Systems Modeling Language

NLP Natural Language Processing

LLaMA Large Language Model Meta Al
MMMU  Massive Multi-discipline Multimodal Understanding

RAG Retrieval-Augmented Generation
PhD Doctor of Philosophy

BLEU Bilingual Evaluation Understudy
Appendix A

Table Al illustrates the structured prompt templates designed for the two main stages of the proposed
training process. The first format prompt, “Create software feature descriptions from a user perspective,”
guides the model to simulate the behavior of an end-user or product owner. The goal is to generate coherent
and human-like descriptions of hypothetical software features. These descriptions serve as high-quality
textual inputs that reflect real-world software requirement expressions. The prompt explicitly instructs the
model to (1) invent a plausible software feature, (2) describe its functionality from a user’s point of view and
(3) avoid any discussion of implementation details such as as Class, Use case diagrams and more.

Table Al: Generate a user query for the dataset

Format Prompt: Create software feature descriptions from a user perspective

“Generate a user query for the dataset.”
prompt = “Act as an end-user or product owner who has conceived a
software feature.

(Continued)
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Table Al (continued)

Format Prompt: Create software feature descriptions from a user perspective

You are now explaining this feature requirement to a software
developer.

The developer needs this information to draft flowcharts and class
diagram.

Your task is to:

1. Invent a plausible and interesting new software feature.

2. Describe this feature from a user’s perspective, focusing on what
it does.

Output should be easy to understand.

Answer only about the description of the feature, not about the
flowchart or use case diagram..

Feature description:”

Table A2

Table A2: Input-description

LLaMA generates user requirements

As a user, I want to be able to easily find and view all my notes in
a single, organized list. I want to be able to view all my notes,
including any attachments or comments, in a single list, so I can
easily review them at a glance. I want to be able to search for
specific notes or keywords in the list, so I can quickly find what
I'm looking for.

I also want to be able to sort the list by different criteria, such
as date, author, or priority, so I can easily organize my notes.

I want to be able to add new notes or attachments to the list, so I
can keep track of all my notes in one place.

And, I want to be able to delete notes or attachments from the list,
so I can keep my notes organized and up-to-date.

Overall, I want to be able to easily access and manage my notes in a
single, organized list, so I can quickly find what I need when I
need it.

Fig. Al shows about Llama 3.2 1B to generate a description.
Fig. A2 shows how DeepSeek-R1-Distill-Qwen-32B to generate a PlantUML Code.
Fig. A3 is Diagram Rendering and Multimodal Validation.
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prompt = "Act as an end-user or product owner|

who has conceived a software feature. You are

now explaining this feature requirement to a|
per. The per needs this|

information to draft flowcharts and deployment|

I Your task is to:

1. Invent a plausible and interesting new

Start with Llama 3.2 1B to generate a description

Step 2:
Llama-3.2-1B-Instruct Generate a description
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software feature.

2. Describe this feature from a
perspective, focusing on what it does.
Output should be easy to understand. Answer|
only about the description of the feature, not

about the flowchart or diagrams.
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Feature description:"

Step 3:
Ouput - Description

and view all my notes in a single, organized
1ist. I want to be able to view all my notes,
incluging any attachments or comments, in a

can quickly find what I'm looking for.

I also want to be able to sort the list by
different criteria, such as dats, author, ox
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of all my notes in one place.
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attachments from the list, so I can keep my.
notes organized and up-to-date.

Overall, T want to be able to easily access
and manage my notes in a single, organized
1ist, 50 I can quickly find what T need when T
need it.
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Figure Al: Llama 3.2 1B to generate a description

Step 1:
Description

45 a user, I mant £ be able to easily tind
and view 411 ny notes in a single, organizad
List. T want to be able to view ail ny notes,
including any attachments or coments, in a
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specific notes ox keywords in the list, so T
can quickly find what I'm looking for.

DeepSeek-R1-Distill-Qwen-32B to generate a
PlantUML Code

Step 2:
DeepSeek-R1-Distill-Qwen-32B Reasoning

T also vant to be able to sort the list by
ditferent criteria, such as date, author, or
priority, so I can eastly organize my notes.

T want to be able to add new notes or
attachnents o the 1ist, 0 I can keep track
of 211 my notes in one place.

And, T vant to be able to delete notes or
attachrents fron the 1ist, 0 I can keep =y,
notes oxganized and up-to date.

Overall, I want to be able to easily access

and sanage my notes in a single, organized
1ist, 50 T can quickly find what T need when T
needit.

1 oo 1o ganenste 3 Pl o

Step 3:
PlantUML Code

uml_code.
string

@startuml
actor "Usex” as Usex

usecase “View All Notes® as ViewAllNotes

--> ViewAllNotes
--> Seaxchliotes
--> Sortfiotes
--> AddNewliote
--> Deleteliote

Figure A2: DeepSeek-RI-distill-qwen-32B to generate a plantUML code
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State 3: Diagram Rendering and Multimodal Validation

( *

Diagrams imaged
generated

3 Vision Language Model (Qwen2.5-VL-3B-
Instruct, LLaMA-3.2-11B-Vision-Instruct,A ya-
Vision-8B) for Scoring and Calculate
weighted average

Figure A3: Diagram rendering and multimodal validation

Experiment Environment: Table A3 for Hardware and Table A4 for Software-Training.

Appendix B

BLEU scores were computed using the sentence-level BLEU implementation from the NLTK library.
By default, BLEU-4 was employed with uniform weights over 1- to 4-grams. A simple whitespace-based
tokenization was applied, and smoothing method 1 proposed by Chen and Cherry (2014) was used to mitigate
zero scores for short sequences. Each generated diagram was evaluated against a single reference.

Table A3: Hardware

Hardware

1. 4 x NVIDIA RTX A5000 (24 GB VRAM): High-performance

GPU for deep learning.

2.2 x Threadripper PRO 5965WX (48 cores): Multi-core CPU

for parallel processing
3.256 GB RAM: Large memory for handling big datasets

Table A4: Software & training

Software & training

1. Libraries & Frameworks: Unsloth
2025.6.2: Fast Mllama patching.
Transformers: 4.51.3. vLLM: 0.9.1.
Platform: Linux. Torch: 2.7.0+cul26.
8.6. CUDA

2. Training Duration: 500 h.

CUDA:
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