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ABSTRACT: Concrete-filled steel tubes (CFST) are widely utilized in civil engineering due to their superior load-
bearing capacity, ductility, and seismic resistance. However, existing design codes, such as AISC and Eurocode 4, tend
to be excessively conservative as they fail to account for the composite action between the steel tube and the concrete
core. To address this limitation, this study proposes a hybrid model that integrates XGBoost with the Pied Kingfisher
Optimizer (PKO), a nature-inspired algorithm, to enhance the accuracy of shear strength prediction for CEST columns.
Additionally, quantile regression is employed to construct prediction intervals for the ultimate shear force, while the
Asymmetric Squared Error Loss (ASEL) function is incorporated to mitigate overestimation errors. The computational
results demonstrate that the PKO-XGBoost model delivers superior predictive accuracy, achieving a Mean Absolute
Percentage Error (MAPE) of 4.431% and R* of 0.9925 on the test set. Furthermore, the ASEL-PKO-XGBoost model
substantially reduces overestimation errors to 28.26%, with negligible impact on predictive performance. Additionally,
based on the Genetic Algorithm (GA) and existing equation models, a strength equation model is developed, achieving
markedly higher accuracy than existing models (R? = 0.934). Lastly, web-based Graphical User Interfaces (GUTs) were
developed to enable real-time prediction.

KEYWORDS: Asymmetric squared error loss; genetic algorithm; machine learning; pied kingfisher optimizer; quantile
regression

1 Introduction

Concrete-filled steel tube (CFST) columns are extensively utilized in civil engineering due to their
exceptional strength and flexibility [1]. They are applied in columns, bridge piers, pile foundations, or
shafts [2-4]. The structural form of CFST columns involves filling a steel tube with concrete, combining
the advantages of both materials, significantly enhancing load capacity and seismic performance [5,6]. Axial
compression, often accompanied by bending moments, is a typical loading scenario for columns. In addition,
lateral loads, such as those induced by earthquakes, generate additional shear forces, further amplifying
stress levels from both compression and bending [7]. During seismic events, structural components such
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as coupling beams, linking elements, and foundation piles embedded in the soil are particularly vulnerable
to significant shear forces, which can compromise overall stability [8]. CFST columns, as key load-bearing
elements, are subjected to a complex interplay of axial compression and bending under static conditions.
However, when exposed to seismic actions, the additional shear forces further complicate their stress
distribution, making the assessment of shear strength (V,,) crucial for ensuring structural integrity [9]. An
accurate estimation of V,, is essential, as it directly influences the design process and overall stability of
CFST structures.

Design codes, such as AISC 360-22 and Eurocode 4, provide equations to estimate the ultimate shear
strength of CFST columns. However, these equations often oversimplify the complex composite interaction
between the concrete core and steel tube, leading to conservative and potentially inefficient predictions
of shear resistance [10]. To address these limitations, extensive research over the past fifteen years has
focused on developing more accurate predictive models. For instance, Qian et al. [11] analyzed 35 CFST
columns and proposed an empirical equation that explicitly quantifies the contributions of the steel tube,
concrete, and axial compression to shear strength. Han et al. [12] employed ABAQUS simulations to evaluate
CFEST behavior under combined shear and constant axial compression, offering critical insights into stress
distribution and failure mechanisms. Jung et al. [13] refined design equations by comparing numerical
and experimental results. Despite these advances, significant inconsistencies remain among empirical
predictions due to the complex confinement effects of the steel tube and the bonding interaction between the
concrete and steel tube [14], making it challenging to accurately capture their nonlinear relationship through
empirical equations.

Machine learning (ML) has gained significant attention in recent years as a powerful tool for addressing
the underestimation and oversimplification issues inherent in standard empirical equations. With advance-
ments in computational power and the continuous development of ML technologies, data-driven approaches
have been increasingly employed to enhance the accuracy of engineering property predictions, surpassing
the limitations of conventional design standards, such as Enhanced Bat Algorithm -optimised chemistry-
informed models for predicting the compressive strength of fly ash/slag-based geopolymer concrete [15]
and optimised interpretable deep CNN-LSTM models with attention mechanisms for the intelligent com-
pressive strength prediction of rubberised concrete [16]. For CFST, ML techniques have been applied to
predict various structural parameters, including axial compressive strength [17-20], eccentric compressive
strength [21-23], and ultimate bending moment [24]. However, only two studies have focused on using ML
to estimate the V,, of CFST. The first study by Alghossoon et al. [25] collected 141 experimental test results and
developed predictive models for CEST’s V,, using three Al techniques: Gaussian Process Regression (GPR),
Gene Expression Programming (GEP), and Nonlinear Regression (NR). In addition, Mansouri et al. [26]
evaluated nine ML methods including Linear Regression, Decision Trees (DT), K-nearest Neighbors (KNN),
Support Vector Regression (SVR), Random Forest (RF), Bagging Regression (BR), AdaBoost, Gradient
Boosting Regression Trees (GBRT), and Extreme Gradient Boosting (XGBoost) using 230 shear test results
from the literature. They concluded that XGBoost outperformed other models in predicting the V,, of CFST,
achieving higher accuracy compared to Eurocode 4 [27] and six other existing design code equations or
empirical formulas.

While ML methods have shown considerable promise in predicting the V,, of CFST columns, several
critical research gaps remain. Firstly, model optimization in prior studies has often relied on essential
techniques like Bayesian optimization or random search, which may fail to identify the global optimum,
thereby constraining predictive accuracy. Recent studies have demonstrated that advanced metaheuristic
algorithms can significantly improve predictive performance. For instance, La et al. [28] applied the Moth-
Flame Optimization to enhance pile load-displacement prediction, increasing the R* from 0.966 to 0.979.
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Ke et al. [29] employed the Genetic Algorithm (GA) to optimize a formula model for predicting the
shear strength of RC beams, which resulted in an improvement in the correlation coefficient R from 0.87
to 0.95. Secondly, performance evaluations in existing research on predicting V,, of CFST columns are
typically constrained to a limited set of metrics, such as R* and RMSE. However, these metrics alone fail
to provide a comprehensive assessment of model performance across multiple dimensions. Finally, most
studies focus exclusively on point predictions, neglecting the estimation of prediction intervals, which are
crucial for quantifying uncertainty and improving the reliability of engineering decision-making. Moreover,
the symmetricals often employ symmetric loss functions that inadequately address overestimation errors,
leading to unsafe structural designs and significant risks. Hoang et al. [30] addressed both of these issues
by modifying the loss function of the XGBoost model, using quantile regression to derive its prediction
intervals, and then replacing the loss function with Asymmetric Squared Error Loss (ASEL), effectively
reducing the proportion of overestimated results.

This study develops a hybrid PKO-XGBoost framework that couples Extreme Gradient Boosting
(XGBoost) with the Pied Kingfisher Optimizer (PKO) to improve the accuracy and robustness of CFST shear
strength (Vu) prediction. In this framework, PKO is employed to optimize the XGBoost hyperparameters,
and the resulting model performance is rigorously evaluated using multiple complementary metrics. To
explicitly account for prediction uncertainty, XGBoost-based quantile regression is used to construct
prediction intervals for Vu, while an Asymmetric Squared Error Loss (ASEL) function is introduced to
penalize unsafe overestimation and thus enhance the safety of the predictions. In addition, a web-based
graphical user interface (GUI) is implemented to allow real-time input of design parameters and direct use of
the trained models in CFST design practice. Finally, building on genetic algorithms and existing mechanics-
inspired formulas, a design-oriented shear strength equation is proposed to provide a computationally
efficient tool for rapid CFST shear strength estimation.

2 Methodology

The research process is outlined in Fig. 1, starting with data collection and preprocessing, followed
by MinMaxScaler normalization. The dataset is then split into a training set (80%) and a test set (20%),
and the XGBoost model is trained using predefined hyperparameter ranges. The Pied Kingfisher Optimizer
(PKO) is employed to optimize the XGBoost model’s hyperparameters. The optimization process consists of
population initialization, model training, fitness evaluation, and termination condition checks. Local search-
based symbiotic relationships are applied to refine the results upon meeting the termination condition,
yielding five optimized XGBoost models. Next, quantile regression is employed to construct prediction
intervals. Additionally, an Asymmetric Squared Error Loss (ASEL) function is introduced to mitigate
overestimation by the model. Finally, based on the Genetic Algorithm (GA) and referencing existing equation
models, a design-oriented strength equation model was proposed to estimate CFST shear strength quickly.
This equation model was compared with five code-based and empirical models to evaluate its accuracy
and applicability.

2.1 Extreme Gradient Boosting

This study uses the Extreme Gradient Boosting algorithm (XGBoost) for modeling. The gradient boost-
ing method was introduced by Friedman [31], and it is essentially an iterative machine learning algorithm
that incrementally builds multiple weak learners, where each learner fits the residuals of the previous learner.
XGBoost was introduced by Chen and Guestrin [32], and it incorporates several optimizations on top
of the traditional gradient boosting algorithm, including regularization and parallel processing. The key

mathematical equations involved in XGBoost are as follows:
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Figure 1: Research workflow for predicting CFST shear strength

2.1.1 Model Prediction Equations

The predicted value of the XGBoost model is composed of the weighted sum of multiple additive
functions (decision trees), as shown in Eq. (1):

yi= o fu (xi) (1)

where y; is the predicted target of the ith sample, x; is the input variable of the ith sample, and f is the
predicted value for kth decision tree.

2.1.2 Objective Function

The objective function of XGBoost consists of a training loss and a regularization term, and the
optimization goal is to minimize this objective function, as shown in Eq. (2):

n K
Obj = > 1 (yi 9i) + >, Q(fi) (2)
io1 k=1

where [ (y;, y;) is the loss between the predicted and actual values, and Q ( fi) is the regularization term,
used to control model complexity.

Eq. (1) represents that the final prediction result of the model is obtained through the weighted sum
of multiple trees, while Eq. (2) represents that the objective function enhances the model’s generalization
and stability by minimizing total loss during training. XGBoost achieves efficient gradient boosting and
regularization through these two equations, making the model perform excellently in various tasks.
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2.2 Pied Kingfisher Optimizer

The Pied Kingfisher Optimizer (PKO) will be applied to optimize the hyperparameters of XGBoost to
enhance the model’s performance. The PKO is a metaheuristic optimization algorithm capable of solving
complex optimization problems. It is inspired by the unique hunting behavior and symbiotic relationships
of the Pied Kingfisher [33]. The core algorithm is divided into two phases, each corresponding to specific
behaviors and mathematical models, explained in Sections 2.2.1 and 2.2.2, respectively.

2.2.1 Exploration Phase

This phase mimics the behavior of the Pied Kingfisher searching for prey while perching and hovering,
aiming to diversify the search space and avoid premature convergence to local optima. The mathematical
model is expressed as shown in Eq. (3):

Xi(t+1)=X; () +a-T-(X;(t) - Xi (1)) (3)

This equation describes how the search agent updates its position based on its current position and the
positions of neighboring individuals during the exploration phase. Here, X; (¢ + 1) is the new position of the
ith individual at the (¢ + 1)th iteration, X;(t) is the current position of the ith individual at the tth iteration,
a is a random number generated from a normal distribution, and T is a dynamically computed parameter.

2.2.2 Development Phase

The development phase simulates the Pied Kingfisher’s diving behavior to concentrate the search in a
specific region. The key equation is expressed as shown in Eqs. (4)-(7):

Xi(t+1)=X; (t)+HA-0-a- (b Xpest (1)) (4)

where HA is the hunting ability, defined as:

HA - rand.- PKO Fitfless (i) 5)
Best Fitness
o is a control parameter, defined as:
—t 2
0= (S ) ©

Here, a is a random number generated from a normal distribution, and b is a parameter based on the
best solution, defined as:

b=X;(t)+0”-randn - Xy (t) (7)

These two equations balance the exploration and development phases, where the parameters 0 and HA
control the search intensity. This ensures that the PKO algorithm can both broadly explore the solution space
and focus on potential optimal solutions, effectively avoiding local optimal.

2.3 Genetic Algorithm

This study employs the Genetic Algorithm (GA) to optimize previous work and proposes a design-
oriented shear strength equation model with enhanced predictive capabilities. Like the PKO, GA is also a
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metaheuristic optimization algorithm. Its principle is based on natural selection and genetics, simulating
the process of biological evolution to achieve global search and optimization [34]. The optimization begins
with an initial population of candidate solutions, encoded as chromosomes. In each generation, the GA
iteratively produces better solutions through operations such as selection, crossover, and mutation of
chromosomes [35]. Chromosomes are selected based on their fitness, defined as the negative value of the
objective function RMSE, where higher fitness indicates that the corresponding parameter combination
is closer to optimal. As iterations proceed, those with lower fitness gradually replace chromosomes with
higher fitness. The iterative process terminates when significantly high-fitness chromosomes emerge in the
population, and the optimal parameter combination is obtained by decoding the final chromosome [36].

In this study, the GA parameters are configured as follows: the population size is set to 100, with a
maximum of 1000 iterations. The mutation and crossover probabilities are defined as 0.1 and 0.5, respectively.
An elitism ratio of 0.01 is adopted to preserve the best individuals, and 30% of the population is selected as
parents in each generation. A uniform crossover scheme is used, and no additional early-stopping criterion
is imposed. The fitness function is formulated as the negative RMSE, ensuring that solutions with lower
prediction errors are assigned higher fitness values.

2.4 Quantile Regression Model

After training the XGBoost model, a quantile regression model will be used to estimate the prediction
interval. Unlike traditional mean regression, quantile regression can estimate lower and upper quantiles to
construct the prediction interval [37]. The goal of quantile regression is to find a set of regression coefficients
S that minimizes the loss function for a given quantile 7 [38]. The mathematical model is expressed as shown
in Eq. (8):

BT:argminﬁ zpf(yi—xiT/)’) (8)
i=1

where arg min denotes the parameter that minimizes the function; y; is the ith true value; x; is the
corresponding vector of predictor variables; f3 is the regression coeflicient to be predicted; p; is the quantile
loss function (check function), which is used to evaluate the residual for each sample point.

The Prediction Interval Coverage Probability (PICP) and the Mean Width of the Prediction Interval
(MWPI) are typically calculated to assess the quality of the prediction intervals. These metrics are used to
measure the proportion of actual values that fall within the prediction interval and the width of the prediction
interval, respectively [39]. The mathematical expressions are expressed as shown in Eqs. (9) and (10):

1 n
PICP:;ZI(yie[yf,y?]) ©)
i=1
MWPI = % En: (57 -37) (10)
i=1

where 7 is the number of samples in the test set, y; is the ith true value, $¢ is the lower bound of the ith
prediction interval, §7 is the upper bound of the ith prediction interval, and I() is the indicator function,
which takes the value of 1, if y; falls within the interval [§F, 771, and 0 otherwise.

2.5 Model Evaluation Metrics

To compare the performance of the prediction model with previously developed models, this study
uses the coefficient of determination (R*), root mean square error (RMSE) and mean absolute percentage
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error (MAPE) to evaluate the model. The mathematical expressions for these metrics are expressed as shown
in Egs. (11)-(16):

M=
~
=
|
\§>
N
[ 8]

=
)
|
—
|
™
_

(11)

M=
~~
=
|
<|
N—
~o

]
1 —

RMSE = \l % Z (i —}71')2 (12)
i=1

% 100% (13)

Additionally, three other metrics, VAF, A10 index, and Scattering Index (SI), are used to evaluate the
model’s performance further:

v o,
vafk = (1= YO =) 00 (14)
Var (y)
AL index - Number of y; in [0.9y;,1.1y;] 15)
n
RMSE
SI= —+— (16)
y

where y; and j; represent the experimental and predicted values of V,,, y is the mean of y;, and # is the
number of data samples. In an ideal model, the R*, RMSE, VAE, A,¢-index, and SI values are 1.0, 0.0, 100%,
1.0, and 0.0, respectively.

3 Dataset Description

To develop an accurate XGBoost model for predicting the shear strength (V,,) of CFST, a comprehensive
dataset consisting of 230 test results was utilized. These data were sourced from 11 researchers, encompassing
a wide range of experimental conditions [8,9,11,14,40-47]. The dataset includes 10 input variables: cross-
sectional diameter (D), wall thickness of the steel tube (), applied axial load (P), axial compressive strength
(Po), cross-sectional area of the steel tube (Ay;), cross-sectional area of the concrete core (A.), shear span-to-
diameter ratio (a/D), the ratio of applied axial load to axial compressive strength (P/P,), compressive strength
of the concrete (f.'), and yield strength of the steel (f,). The output variable is V,, (kN), representing the
measured shear strength. The experimental setup and key geometric and material parameters are depicted
in Fig. 2. The V,, is calculated as half of the applied lateral load at failure (P,), following the relationship
V= % derived from the static equilibrium condition, where the applied load is equally distributed between
the two supports [47].

These 230 tests were collected from 11 independent experimental programmes. While the specimens
share a common definition of circular CFST members tested in shear, the original studies differ in concrete
mixes, steel grades, loading protocols and measurement procedures. To improve consistency, only speci-
mens with complete geometric and material information, shear-dominated failure modes and comparable
boundary conditions were retained, and all variables were converted to a common system of units.

Violin plots and swarm plots are utilized in this study to visually display the distribution of sample
sizes and material properties (Fig. 3). The data shows that A, and A, exhibit high concentrations with some
extreme values. In contrast, the distributions of a/D and P/P, are relatively uniform but tend to cluster around
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central values. Additionally, as indicated in Table 1, certain features like P and V,, exhibit large standard
deviations, indicating high variability. This variability allows the model to capture a broader spectrum of
real-world conditions, making it more robust when applied to unseen data.

Lateral load (P,)

Axial Load (P) Axial Load (P)

O

D(mm)

Support Support

a a

Figure 2: Illustration of CFST members under shear tests
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Figure 3: Violin plots with swarm plot overlay showing the distribution of the variables

Table 1: Statistical results of the dataset

Min Max Median Mean SD Kurtosis  Skewness
D (mm) 120 508 165.00 188.01 70.97 5.92 2.20
t (mm) 2 8 3.68 4.12 1.51 0.17 0.92
P(kN) 0 2178 317.61 494,96 551.05 0.42 117
Py (kN) 507 14,915 1367.65 2007.33 1730.33 29.25 4.62
Ay (mm?) 741 10,002 2191.79 2433.86 1486.74 10.54 2.64
A, (mmz) o117 192,670 19,855.07 29,263.51 29,151.27 15.64 3.53
a/D 0.08 0.50 0.25 0.26 0.14 -1.06 0.50
P/P, 0 0.85 0.25 0.26 0.22 -0.75 0.41
fc’ (MPa) 19.2 67.5 35.99 39.31 12.12 -0.12 0.85

(Continued)
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Table 1 (continued)

Min Max Median Mean SD Kurtosis  Skewness
fy (MPa) 277 549 346.95 373.09 66.63 1.21 1.32
V., (kN) 240 3569 627.50 870.84 602.42 4.21 1.78

Moreover, an outlier analysis was carried out on the 230-specimen database. The results showed
that 19 specimens (about 8% of the database) were flagged as potentially influential. Only one specimen
exhibited a standardized residual slightly greater than 3, while the remaining cases are mainly associated with
geometrically or mechanically extreme but physically plausible CEST members (for example, large-diameter,
large-section or high axial-load-ratio specimens). Since these specimens do not arise from measurement or
recording errors and still lie close to the main prediction trend, no data points were removed and all 230
specimens were retained for model development.

The Pearson correlation matrix presented in Fig. 4 demonstrates that A;; and A, exhibit the strongest
linear correlations with V,, with coeflicients of 0.9 and 0.81, respectively. These are followed by ¢ and
P, which show moderate correlations of 0.54 and 0.52. Additionally, variables such as D and P, display
relatively high correlations with V,, (0.84 and 0.87, respectively), while others, such as a/D and P/P,, exhibit
weaker correlations. Despite the varying degrees of linear relationships, the interplay among all ten variables
will likely involve complex nonlinear interactions that cannot be fully captured by correlation coefficients
alone. Thus, leveraging machine learning techniques to establish nonlinear relationships among all ten input
variables and V/, is essential to achieve robust and accurate predictions.

1.0

-0.15 -0.11

0.15 -0.15 0.10 (0

Correlation Coefficient

033 L3} 0.06 (0]

-0.35 0.10

D t P Py Ay Ac a/D P/Py f Ty Vi

Figure 4: Correlation matrix of the variables
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This study randomly divides the data samples into a training set (80%) and a test set (20%). The training
set is used to construct the proposed model, named PKO-XGBoost, while the test set is used to evaluate the
model’s performance. Since the variables in the dataset have different ranges, variables with larger magnitudes
might dominate others. To address this issue, MinMaxScaler is applied to normalize the dataset, scaling the
data to the [0, 1] range. The mathematical expression for normalization is expressed as shown in Eq. (17):
Xscaled = & (17)

Xmax - Xmin
where X is the original data, Xy, and Xp.x are the minimum and maximum values of the original data,
and Xcaleq is the normalized data, which lies within the range [0, 1]. In addition, a 10-fold cross-validation
procedure was conducted to further assess the robustness of the model’s performance [28].

4 Results and Discussion
4.1 Determination of Hyperparameters

This section aims to determine the appropriate hyperparameters for the XGBoost model, as shown
in Table 2 outlines the predefined hyperparameter ranges. The role of the PKO algorithm is to identify the
optimal parameters for the XGBoost model by minimizing the Mean Squared Error (MSE) between the
experimental and predicted values of V,.

Table 2: Predefined hyperparameter ranges for XGBoost models

Hyperparameter = Range Description
n_estimators 50-300 Number of trees
Learning_rate 0.01-0.3 Learning rate
max_depth 3-10 Maximum depth of the trees
Subsample 0.5-1.0 Proportion of samples used for each tree

Colsample_bytree 0.5-1.0  Proportion of features sampled for each tree

The maximum number of iterations for PKO is set to 200, and the Kingfisher population sizes are
set to 40, 80, 120, 160, and 200. Therefore, five configurations of XGBoost model hyperparameters will be
generated. Fig. 5 shows the evolution of the PKO algorithm with different Kingfisher population sizes. The
fitness values (MSE) for all models decrease significantly as the number of iterations increases, indicating
continuous improvement in model performance during optimization. The fitness values (MSE) stabilize
around 175 iterations, and the model gradually converges to an optimal state. When the Kingfisher population
is set to 160 and 200, the fitness values (MSE) decrease rapidly, and the final fitness values are lower, indicating
better convergence and improved model performance.

After the computation, the hyperparameter values of the XGBoost model are extracted. Table 3 presents
the obtained hyperparameter values for each Kingfisher population size. Although the positions of the four
potential solutions for the XGBoost model’s hyperparameters vary, their respective fitness values (RMSE)
are similar, indicating that all five XGBoost models demonstrate excellent predictive performance. A further
discussion will follow to determine the best model.
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Figure 5: Iteration of the hybrid XGBoost model with different kingfisher sizes

Table 3: Solutions of PKO for XGBoost’s hyper-parameters

Kingfisher size n_estimators Learning rate Max_depth Subsample Colsample_bytree

40 82 0.29 3 0.82 0.50
80 104 0.26 4 0.50 0.65
120 147 0.29 3 0.50 0.62
160 155 0.30 3 0.82 0.50
200 148 0.29 3 0.82 0.50

The performance of the five models is presented in Table 4. The VAF values for all models are close
to 0.992, indicating similar performance in terms of the ratio of prediction error variance to actual value
variance. The model with a Kingfisher population of 200 achieves the highest R* on the test set, reaching
0.99247, and has the lowest error rate at 4.431%, corresponding to an RMSE of 54.43 kN and a MAPE of
4.431%. Consequently, the hyperparameter configuration of (148, 0.30, 4, 0.82, 0.50) is selected as the optimal
setup. In this configuration, 148 decision trees are included, with each tree correcting the predictions of
the previous one. The learning rate and maximum depth of the trees are set to 0.3 and 4, respectively. For
comparison, when the same hyperparameter ranges and the same number of optimization iterations are used
with conventional grid search and random search, the best XGBoost models obtained R? values of 0.9859 and
0.9857 and RMSE values of 74.5005 and 74.9003 kN, respectively. Thus, under an identical computational
budget, PKO reduces the test RMSE by about 27%.

Table 4: Evaluation results of the XGBoost model test set with different Kingfisher size

Kingfisher size R? RMSE VAF Al0Index SI  MAPE (%)

40 0.99215 55.542 0.992 0.913 0.058 4.509
80 0.99231 54.969 0.992 0.891 0.058 4.708
120 0.99226 55.079 0.992 0.891 0.058 4.495
160 0.99244 54.488 0.992 0.891 0.057 4.446

200 0.99247 54.430 0.992 0.891 0.057 4.431
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In the 10-fold cross-validation, the proposed PKO-XGBoost model achieved an average R* of 0.9789 +
0.0097 and MAPE of 6.39% + 1.31%. These values provide a more conservative, yet still consistently high,
estimate of the model’s predictive capability.

4.2 Performance of the Optimal Model

Fig. 6 compares the predicted and actual V, for the training and testing sets using the optimal
hyperparameter model. The bounded lines at “y = 1.1x” and “y = 0.9x” represent the threshold for a 10%
prediction deviation. Additionally, six performance metrics are presented in Fig. 6, collectively confirming
the model’s strong predictive ability.

4000

e Train
Test
----- y=1LIx
**** y=09x

Test R2: 0.99246
Test RMSE: 54.43 (kN)

@ Test VAF: 0.992

= 2500 Test A10 Index: 0.891
=~ Test SI: 0.057
'8 20004 Test MAPE: 4.431%
=
Q

=
=

8
W)

500 1000 1500 2000 2500 3000 3500
Measured V,, (kN)

Figure 6: Predicted V,, vs. experimental V,, in ascending form of the training and testing sets (PKO-200-XGBoost)

Fig. 7 displays the errors in the training and testing sets of the PKO-200-XGBoost model. The red line
represents the actual data, while the purple (training set) and cyan (testing set) lines represent the model’s
predictions. Evidently, the model fits the training data well and performs similarly on the test set. Regarding
error distribution, Fig. 8 illustrates the distribution of prediction errors for the PKO-200-XGBoost model,
categorized into four ranges: 0%-2%, 2%-5%, 5%-10%, and 10%-100%. More than 60% prediction errors fall
within the 0%-2% and 2%-5% ranges, with only 10.9% of the data showing errors exceeding 10%, further
demonstrating the model’s high accuracy in predicting V.

35001 —— “Train Actual ‘
3000| —— Train Predicted |
—— Test Actual “
= 25001 Test predicted
2 2000 “
= ‘\“
<3 1500 m i
M
1000 \/\/U U N A 1
500 ST
5 130

50 100
Sample Index

Figure 7: Error distribution of PKO-200-XGBoost on the training set and testing set
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Figure 8: Distribution of residual ranges in the test Set of PKO-200-XGBoost

4.3 Interval Prediction of V,

The optimal model proposed in the previous section provides accurate prediction results (RMSE of
55.43 and MAPE of 4.431%). However, the model does not offer information about the dispersion around
the predicted values. To address this limitation, this study applies the quantile regression technique to derive
prediction intervals based on the original model. Specifically, the upper and lower bounds are estimated using
the XGBoost model with quantile regression parameters 7 = 0.025 and 7 = 0.975, mathematically expressed
as Qo.025(x) and Qp.975(x). Fig. 9 presents the prediction intervals for the test set, which includes 46 samples.
The red dots represent the predicted values for each sample, while the teal shading represents the prediction
intervals, with the bounds calculated by the quantile regression model. During the testing phase, the PICP
and MWPI were 82.61% and 723.66 kN.

PICP (test): 82.61
MWPI (test): 723.66 kN

===+ Prediction

3000
®  Prediction Points

25004 1 Prediction Interval
bl
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IR
\

=== Lower Bound
===+ Upper Bound
1 [\
1000 7 0 oa 'R‘ | b
1 ; J
oq “ / ¥ M»‘r“
500 N / /—\

0 10 20 30 40
Sample Index

2000

Vi (kN)

1500

Figure 9: Prediction intervals constructed by XGBoost and quantile regression method

Although the intervals remain of moderate width, the empirical coverage is lower than the nominal
confidence level of 95%, indicating a certain degree of undercoverage. This reflects the trade-off between
coverage and interval width, and adopting more extreme quantiles could increase PICP but would also
produce much wider and less practical intervals. Even with this limitation, the XGBoost model with quantile
regression provides reasonably accurate interval estimates and controlled uncertainty, thereby making the
Vu predictions for CFST more reliable and informative for design.
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4.4 The Model with the Asymmetric Squared Error Loss

In engineering applications, if the predicted value exceeds the actual value, leading to negative residuals,
the target variable may be overestimated, posing safety concerns. In contrast, underestimation provides a
more conservative approach, reducing potential risks. Therefore, avoiding overestimation is necessary to
ensure the model’s applicability in engineering practice.

In the training of the XGBoost model, the standard Squared Error Loss (SEL) is widely used. SEL is a
common regression loss function that measures the error between predicted and actual values. Since SEL
is symmetric, XGBoost treats positive and negative residuals equally during training. Mathematically, the
residual is defined as:

E=t—-y (18)

where ¢ represents the actual value of V,,, and y is the predicted value. When the actual value is less than
predicted, the residual is negative, and vice versa. Theoretically, for XGBoost models trained using SEL, the
proportion of positive and negative residuals should be relatively balanced, meaning that overestimation and
underestimation should occur with equal frequency.

Fig. 10 shows the residual distribution of the model trained with SEL. Most residuals are concentrated
between —50 and 50, indicating that the model’s prediction error is small, and the residuals approximately
follow a normal distribution. Statistical data show that the mean residual is 0.05, the standard deviation is
28.40, and the skewness is 0.11, indicating near-symmetry. Fig. 11 provides further details on the residuals,
where the mean of the positive residuals is 19.78, slightly higher than the mean of the negative residuals,
which is 16.24. These data suggest slight differences between positive and negative residuals, but the overall
distribution is symmetrical.

Mean = 0.05
35 Std. =28.40
Skewness = 0.11
30 Proportion of negative & = 54.78 %

25

20

Frequency

50 100 150
Residual

Figure 10: Distribution of residuals obtained from the model using SEL

This study employs Asymmetric Squared Error Loss (ASEL) to train the PKO-XGBoost model to reduce
the probability of overestimation in the model. The ASEL function for each sample is expressed as shown
in Eq. (19):

2.
R A (e (19)
i~ Vi ny st
(ti—yi)" ify;i <t

where the parameter p controls the degree of asymmetry in the loss function, as the value of p increases,
the penalty for overestimation becomes more severe. To implement the ASEL function in XGBoost, this
study customizes the Gradient and Hessian of the loss function within the model and modifies them as
follows Eqs. (20) and (21):
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Figure 11: Magnitude of positive and negative residuals obtained from the model using SEL
Gradient:
2p (ti - y,) N lfyl >t
. (20)
Z(ti—yi), lfyiéti
Hessian:
2p, lfy, > ti (21)
2, if yi < t;

This study tested different values of p to train the PKO-XGBoost model. The training results for various

p values are shown in Fig. 12. As p increases from 10 to 50, the proportion of positive residuals gradually

increases, indicating a reduction in the proportion of overestimations. When p = 50, the proportion of
positive residuals reaches 72%.

However, the model’s predictive performance declines as the overestimation rate decreases. For instance,

at p = 50, the model’s MAPE is the highest, indicating the most significant error rate. Therefore, evaluating
the five models” performance from multiple dimensions is essential. From the Fig. 12, when p = 40, the
model achieves near-maximum positive residuals (72%) and performs well on several metrics, including R*

(0.99

05), RMSE (61.13), MAE (40.74), MAPE (4.63), and the A10 index (89.13). Consequently, p = 40 is the

optimal parameter for training the ASEL-PKO-XGBoost model.
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Figure 12: (Continued)
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Figure 12: Line graph of the change in performance of the PKO-XGBoost model for different values of p

The ASEL-PKO-XGBoost model with p = 40 demonstrates significant improvement in residual charac-
teristics. First, the mean residual increased from 0.05 to 17.44 (as shown in Fig. 13), indicating a notable shift
in the residual distribution. Specifically, most residuals are now skewed to the right of the horizontal axis,
with a significant reduction in overestimation, as the proportion of overestimations decreased from 54.75%
to 28.26%. This change suggests that the model’s predictions for the target values are more accurate and less
biased. Additionally, as shown in Fig. 14, many predicted points are concentrated in the upper half of the
plot, further reflecting the reduction in overestimation.

Regarding residual polarity, the average positive residual is 31.33 kN, while the average negative residual
is —17.81 kN. This indicates that while the model exhibits a more significant bias for underestimation, the
frequency and magnitude of overestimations are smaller. This characteristic of the residual distribution
reflects the stability of the predicted results.

Mean = 17.44
35 Std. = 39.00

Skewness = 0.20
Proportion of negative & = 28.26 %
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Figure 13: Distribution of residuals obtained from the model using ASEL
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Figure 14: Magnitude of positive and negative residuals obtained from the model using ASEL

Fig. 15 presents the prediction results of the PKO-XGBoost model trained with ASEL (p = 40). The
model achieved an RMSE of 61.13 and a MAPE of 4.632%, demonstrating strong predictive performance.
Although the introduction of ASEL slightly reduced the model’s overall performance, it remains excellent
(R? > 0.99). Table 5 provides a detailed comparison of the performance of models trained with two different
loss functions (SEL and ASEL). The differences between the two models across the performance metrics (R?,
RMSE, VAE A10 index, and MAPE) are minimal. Both models achieved an A10 index of 0.891, indicating
that 89.1% of the predicted values have a relative error within 10% of the actual values. However, the ASEL-

PKO-XGBoost model significantly reduced the overestimation of V,, compared to the PKO-XGBoost model,
making it a more reliable option.

4000 ° Train

Test
- y=1lIx
=== y=09x
Test R 0.99048
Test RMSE: 61.13 (kN)

Test VAF: 0.990
2500 Test A10 Index: 0.891
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Measured V,, (kN)

Figure 15: Prediction outcomes of PKO-XGBoost trained with ASEL

Table 5: Comparison of the model’s performance using SEL and ASEL

Model R? RMSE (kN) VAF Al0 Index MAPE (%)
PKO-XGBoost 0.99247 54.43 0.992 0.891 4.431
ASEL-PKO-XGBoost  0.99048 61.13 0.990 0.891 4.630

Although the ASEL-based model introduces a slight overall underestimation, its role is not to replace
the partial safety factors prescribed in design codes. In practice, the ASEL-based predictions should still be
combined with the usual safety factors. This “ASEL + safety factor” combination is more conservative than
applying the safety factors to a symmetric-error model alone.
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Statistical tests were applied to the residuals of both the PKO-XGBoost and ASEL-PKO-XGBoost. For
the PKO-XGBoost, the Shapiro-Wilk test yielded a statistic of 0.9458 with p = 0.0322, and the Breusch-
Pagan test (LM =10.38, p = 0.0013; F = 12.82, p = 0.0009) indicated non-constant variance across the range
of predicted V. For the ASEL-PKO-XGBoost, the Shapiro-Wilk statistic further decreased to 0.8442 with
p < 0.0001, and the Breusch-Pagan test (LM = 16.62, p < 0.0001; F = 24.88, p < 0.0001) confirmed a more
pronounced deviation from normality and homoscedasticity. These imperfections in the error structure are
considered reasonable for an aggregated multi-source experimental database

4.5 Comparison with Latest Machine Learning Models

In order to validate the superiority of the PKO-XGBoost and ASEL-PKO-XGBoost models, the
proposed model is compared with 11 of the latest prediction models presented by other researchers in the
field [25,26]. Table 6 shows the performance comparison of different machine learning models in predicting
V.. The models proposed in this study achieve competitive accuracy, with higher R* and lower RMSE and
MAE than the benchmark models. Due to differences in datasets and train—test splits among the published
studies, this comparison should be interpreted as a reference rather than a fully controlled benchmark.

Table 6: Performance comparison with other existing prediction models

Model R> RMSE MAE Source
Linear 0.949 131.36  98.46 Mansouri et al. [26]
DT 0.963 110.96 80.68 Mansouri et al. [26]
KNN 0.971 98.61 69.78 Mansouri et al. [26]
SVR 0.913 170.49 118.66 Mansouri et al. [26]
RF 0.98 82.75  53.37 Mansouri et al. [26]
BR 0.979 8477 584 Mansouri et al. (2024) [26]
AdaBoost 0.957 120.39 98.91 Mansouri et al. [26]
GBRT 0.986 69.5 4892 Mansouri et al. [26]
XGBoost 0986 6832 4723 Mansouri et al. [26]
GEP 0.95 - - Alghossoon et al. [25]
NR 0.97 - - Alghossoon et al. [25]
PKO-XGBoost 0.9925 54.43 40.87 This study
ASEL-PKO-XGBoost 0.9905 6113  40.7 This study

4.6 Proposed Optimized V, Equation

Although PKO-XGBoost and ASEL-PKO-XGBoost achieve high accuracy in predicting CFST shear
strength (V,,), their lack of interpretability remains a limitation. An equation-based model optimized by
Genetic Algorithm (GA) is proposed to address this limitation, enabling engineers to quickly and accurately
estimate V,,. This equation model can be used in conjunction with machine learning models, allowing
engineers to leverage the simplicity of equations for preliminary designs while benefiting from the predictive
power of XGBoost models for detailed analyses.

4.6.1 Construction of V,, Equation Model

In this field, the equation model proposed by Roeder is considered superior to standards such as
Eurocode and AISC [26,27,48]. This model introduces y as a coeflicient to account for the effect of the axial
load ratio P/P, on shear strength. The expression for y is:
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y:5-(1+5-P£) (22)

0

After simplification, the model proposed by Roeder can be expressed as:
p
Vi=06-f,-A;+0.415-\/f/- A +2.075- 7 fl-A., fory<10 (23a)
0
Vi=0.6-f,-A;+0.83-\/f/-A, fory>10 (23b)

By introducing the coeflicients C;, C,, G5, C4 and Cs, the model to be optimized is expressed as:

P

V,,:Cl'fy‘As+Cz-\/fc’-AC+C3~P—- fl-A, fory<lI10 (24a)
0

Vi=Cy fy - Ag+Cs-\/fl- A, fory>10 (24b)

The coeflicients C;-Cs act as weighting factors for the main mechanical contributions to the shear
capacity. Coefficients C; and C, scale the term f, A, and therefore quantify the direct contribution of the steel
tube to V,, in the y < 10 and y > 10 egimes, respectively. Coefficients C, and Cs weight the term \/f A,
representing the contribution of the confined concrete core, which increases with both concrete strength and
core area. Coefficient C; multiplies the interaction term (P/Py) \/f A, capturing the influence of the axial
load ratio on mobilising confinement and shear transfer in the concrete.

4.6.2 Optimization Proposed Equation Model

The Genetic Algorithm (GA) determines the equation’s optimal values for coefficients C; to Cs. The
ranges for the coeflicients are defined as C; [0, 2], G, € [0, 2], G5 € [0, 3], C4 € [0, 2] and Cs € [0, 3]. Eighty
percent of the database is used for coefficient optimization, with the remaining 20% reserved to validate the
optimized model’s predictive performance on test data. The optimal coefficient combination obtained is: C;
=0.602; C, = 0.898; C; = 0.008; C4 = 0.664; Cs = 2.153. Substituting these values into the equation yields:

P

Vo =0.602- f, As+0.898\/fl Ac+0.008 —\/f/ - Ac, fory <10 (25a)
0

V, = 0.664- f, - A, +2.153-\/f!- A, fory>10 (25b)

For the case of y < 10, the RMSE and R? of the test set are 116.96 and 0.972, respectively. However, when
y > 10, the RMSE and R* are 270.02 and 0.71, respectively. This indicates that the optimized equation fails to
adequately capture the variables’ influence on shear strength y > 10.

To improve the model’s predictive performance, a hybrid approach is adopted by incorporating the shear
strength equation proposed by Alghossoon et al. [25] specifically for y > 10. Consequently, the improved
equation is named the Hybrid GA-Optimized Shear Strength Model (HSM), and it is expressed as shown
in Egs. (26a) and (26b):

P
Vi = 0602 fy+ A +0.898\/f] - Ac+0.008: —\/f A, fory <10 (26a)
0

P
V= An/f! (4.0P

no

+ 0.63) + A, (1 - %) ~110, fory > 10 (26b)
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The HSM, optimized through GA, has significantly enhanced predictive accuracy by reintegrating
key influencing factors, including the contributions of steel and concrete, the correction effect of P/P; on
structural performance, and the weakening effect of a/D on shear capacity.

4.6.3 Comparison with Existing Equation Models

In this section, the accuracy of the HSM model is evaluated by comparing it with five code-based and
empirical equation models: Eurocode 4 [27] (p. 4), AISC [48], Xiao’s equation [46], Roeder’s equation [49],
Abdullah’s equation [25].

As shown in Fig. 16, the proposed HSM demonstrates superior fitting capability (R* = 0.934) and
error control (RMSE = 153.852 kN, MAE = 116.023 kN) compared to other equations, with Abdullah’s
equation ranking second. In contrast, Eurocode 4 and AISC exhibit significant underestimation due to overly
simplistic assumptions, rendering them almost incapable of accurately predicting V,,. Roeder’s and Xiao’s
equations provide relatively accurate predictions within specific ranges but show significantly higher overall
errors than HSM.
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Figure 16: (Continued)
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Figure 16: Comparison of V,, prediction performance using different code-based and empirical models
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4.7 Graphical User Interface (GUI)

To enhance the accessibility and usability of the proposed PKO-XGBoost and ASEL-PKO-XGBoost
models, a web-based Graphical User Interface (GUI) was developed (Fig. 17). The GUI enables users to input
key design parameters and obtain accurate real-time predictions of V, for CFST (R* > 0.99). While the

PKO-XGBoost model (Fig. 17a) provides standard point predictions together with the associated prediction

R2=0.934

RMSE = 153.852
MAE = 116.023
A10 Index =42.17

- y=x
""" y=0.8x
""" y=12x

500 1000 1500 2000 2500 3000 3500
Vi (Exp) (kN)

(f) HSM (this study)

21

intervals obtained from the quantile-regression model, the ASEL-PKO-XGBoost model (Fig. 17b) addresses

the risk of overestimation by offering conservative (underestimated) point predictions, ensuring enhanced
safety margins in structural design. All input (D, ¢, P, Py, Ay, Ac, a/D, P/P,, f. and f),) are constrained

to the calibrated ranges of the database (120-508, 2-8 mm, 0-2178, 507-14,915 kN, 741-10,002, 9117

192,670 mm?, 0.08-0.50, 0-0.85, 19.2-67.5 and 277-549 MPa, respectively) in order to avoid obviously

unrealistic combinations. When an input lies outside these ranges, the models can still generate predictions.
However, such extrapolative results may be unreliable and should be interpreted with caution.
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Figure 17: GUI for predicting V,, of CFST

5 Conclusions

This study employs metaheuristic optimization techniques, including the Pied Kingfisher Optimizer
(PKO) and Genetic Algorithm (GA), combined XGBoost, to accurately predict the shear strength (V)
of CFST. The proposed approach demonstrates superior predictive performance compared to traditional
equations and recent machine learning models, while also addressing limitations in predictive uncertainty
by introducing quantile regression. A design-oriented equation model and a user-friendly graphical user
interface (GUI) are also developed for practical applications. The main findings of this study are summarized
as follows:

1. The PKO-XGBoost model achieved an R? of 0.9925, RMSE of 54.43 kN and MAPE of 4.431%, surpassing
the 11 latest machine learning models in the same field.

2. Quantile regression provided reliable prediction intervals (PICP = 82.61%, MWPI = 723.66 kN).

3. The ASEL-PKO-XGBoost model reduced the overestimation rate from 50% to 28.26% while maintaining
strong performance (R? = 0.9905).

4. The proposed equation model (HSM) was developed using GA, achieving better prediction accuracy
than five existing equation models based on codes and empirical data (R* = 0.934).

The quantile-regression-based prediction intervals currently exhibit undercoverage with respect to
the nominal confidence level, and no systematic comparison with alternative uncertainty-quantification
techniques has yet been performed. Future work will therefore focus on improving the calibration of
the prediction intervals and benchmarking the present approach against other uncertainty quantification
methods to enhance the reliability of risk-informed CFST design.
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Although the proposed Hybrid GA-Optimized Shear Strength Model (HSM) achieves the highest
overall predictive accuracy among the existing equation models, it is constructed by switching between
two empirical equations at y = 10. As a result, the transitional continuity and mechanical consistency
of this piecewise formulation have not been rigorously established. Future work will therefore focus on
developing a more unified, mechanics-informed expression for V. In addition, all models, including
the HSM, were developed and evaluated on the same 230-specimen database, and their performance on
completely independent datasets with different geometries and material grades remains to be verified in
future work.

Moreover, the present study does not derive or calibrate a fully mechanics-based shear model, which is
recognized as a limitation and will be addressed in future work by systematically linking data-driven models
with rigorously formulated mechanical theories.
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