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The rapid development of artificial intelligence (AI), machine learning (ML), and deep learning (DL)
in recent years has transformed many sectors. A fundamental shift has occurred in approaches to solving
complex problems and making decisions in many different fields. These advanced technologies have enabled
significant breakthroughs in sectors including entertainment, finance, transportation, and healthcare. AI
systems, which can analyze vast volumes of data, have significantly driven efficiency and innovation. With
remarkable accuracy, patterns can be identified and predictions generated, improving decision-making
processes and facilitating the development of more intelligent solutions. The increasing adoption of these
technologies by organizations has expanded the potential for AI to change processes and improve results.

In particular, image processing and computer vision have witnessed the emergence of new opportunities
for automating tasks that previously relied on human expertise. The application of AI, ML, and DL in these
domains has led to substantial advancements. For instance, in medical diagnostics, accurate image analysis
has enhanced diagnosis accuracy and enabled earlier disease detection [1–3]. In the domain of autonomous
vehicles, AI technologies have improved the interpretation of visual data, allowing vehicles to navigate
complex environments safely. In addition to increasing accuracy and processing speed, the integration of AI
in these fields has enabled the development of applications capable of operating in real-time. This capability
has contributed significantly to accessibility, efficiency, and safety across multiple disciplines.

As the boundaries of AI continue to expand, the necessity of understanding its implications and
applications becomes increasingly critical. Ethical concerns regarding the use of AI technologies are gaining
prominence as issues of fairness, transparency, and accountability become more pressing. The emphasis on
the need for diverse datasets and the potential for bias in algorithms will likely shape the future landscape of
AI as different industries engage in ongoing dialogues concerning responsible AI development.

In addition, the shifting educational landscape highlights the demand for a workforce equipped with
AI- and ML-relevant skills. Curricula are being updated to include topics such as data science, algorithm
design, and ethical AI, preparing future generations for the opportunities and challenges posed by these
technologies. Collaboration among academia, industry, and government is essential for fostering innovation
and maintaining a balanced approach to AI.

In the corporate sector, the influence of AI on operational effectiveness cannot be overstated. Businesses
are increasingly utilizing AI tools to streamline processes, reduce costs, and enhance customer interactions.
Predictive analytics, powered by ML algorithms, enables companies to anticipate customer needs and
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preferences, allowing for more personalized services. In addition, the automation of routine tasks frees
human resources to concentrate on strategic initiatives, encouraging growth and innovation.

As AI technologies continue to evolve, public discourse around their societal impact remains central.
The potential displacement of jobs due to automation raises critical concerns about the future of work.
Policymakers and industry leaders must address these challenges to ensure the equitable distribution of AI’s
benefits. The ethical deployment of AI will shape its future and determine the extent of its impact on daily life.

Across many sectors, the rapid progress of AI, ML, and DL has led to profound transformations. The
advancements in accuracy, efficiency, and decision-making capabilities are undeniable. All members of
society share the responsibility of managing the consequences of these technologies as they advance. Fully
harnessing these transformative innovations requires continued exploration of AI’s potential, guided by a
balanced approach that combines both innovation and ethical issues.

This special issue highlights the increasing significance of AI in these domains, showing the ground-
breaking advancements and innovations that are shaping the future of image processing and computer vision.

AI has fundamentally transformed approaches to visual data, enabling machines to achieve human-
like tasks in visual recognition and interpretation. This special issue aims to investigate the latest trends,
breakthroughs, and challenges associated with the integration of AI technologies in image processing and
computer vision. This study aims to provide a comprehensive understanding of how AI is broadening the
scope of what is achievable in various applications by examining the complexities of these fields, including
medical imaging, autonomous vehicles, surveillance systems, facial recognition, and more.

The scope of this special issue reflects the wide range of AI applications in image processing and
computer vision. It explores the methodologies, algorithms, and models propelling progress in the field,
alongside the ethical and societal implications associated with such powerful technologies. From advanced
DL techniques to the integration of AI with Internet of Things (IoT) devices, and addressing issues related
to interpretability and fairness, this collection of articles brings together leading experts and researchers
from around the world to share insights into cutting-edge AI solutions and the future trajectories of
these technologies.

This special issue stands as a testament to the ongoing evolution and expansion of AI in these critical
areas, and it is intended to serve as a source of inspiration for further research and collaboration aimed
at unlocking the full potential of artificial intelligence for visual data analysis and comprehension. This
compilation is expected to be a valuable resource for researchers, practitioners, policymakers, and anyone
interested in the expansive scope of AI in image processing and computer vision.

Among the contributions, Khairnar et al. [4] systematically evaluate various pre-trained convolutional
neural networks (CNNs) for face liveness detection, addressing vulnerabilities in biometric authentication
systems. The study reveals that DenseNet201 achieves the highest accuracy using transfer learning and fine-
tuning, reaching 98.5% on the NUAA dataset and 97.71% on the Replay Attack dataset. In addition, the
researchers emphasize the importance of model efficiency, identifying MobileNetV2 as the most suitable
option for real-time applications due to its low latency of 15 ms, memory usage of 45 MB, and energy
consumption of 30 mJ.

The research also highlights the significance of cross-dataset generalization, demonstrating that
DenseNet201 and MobileNetV2 maintain robust performance across diverse datasets, including the
SiW-MV2. Statistical analyses confirm the reliability of the findings, with significant improvements in
performance metrics such as precision, recall, and F1-score. The study provides a comprehensive framework
for selecting appropriate models based on deployment requirements, advocating for DenseNet201 in high-
security environments and MobileNetV2 for lightweight, real-time authentication solutions.
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In another study, Alshahrani et al. [5] proposed a novel hybrid model that integrates multiple convolu-
tional neural networks (CNNs) with an XGBoost classifier to enhance the early detection of Multiple Sclerosis
(MS) using MRI analysis. The study emphasizes the limitations of manual diagnosis and highlights the
importance of artificial intelligence (AI) in automating and improving classification accuracy. The proposed
system achieves remarkable outcomes, including an accuracy of 99.4% and a specificity of 99.75% for multi-
class classification employing techniques such as Ant Colony Optimization (ACO) and Maximum Entropy
Score-based Selection (MESbS) for feature selection. This demonstrates the effectiveness of combining
multi-CNN features for improved diagnostic performance.

The research further elaborates on the methodology, which includes enhancing MRI images through
Gaussian filtering and Contrast-Limited Adaptive Histogram Equalization (CLAHE) to improve lesion
visibility. The Gradient Vector Flow (GVF) algorithm is employed for segmenting white matter lesions,
which are processed by various CNN models (ResNet101, DenseNet201, and MobileNet) to extract deep
feature maps. The results indicate that the hybrid approach not only surpasses previous studies but also
provides a robust framework for the automated analysis of MRI images, supporting neurologists in timely
and accurate MS diagnosis. Future work aims to validate these findings across diverse datasets and to explore
the integration of other advanced AI techniques.

Singh and Singla [6] presented a novel biometric recognition system for finger-vein identification using
deep transfer learning, specifically the EfficientNet model combined with a self-attention mechanism. This
approach addresses the limitations of existing CNN-based methods, which often struggle with generalization
due to insufficient training data. The proposed EFI-SATL model achieves recognition accuracies of 98.14%
on the HKPU dataset, 99.03% on the FVUSM dataset, and 99.50% on the SDUMLA dataset, employing
data augmentation techniques and a simplified deep transfer learning framework. The integration of self-
attention enhances the model’s ability to focus on salient features, improving performance in recognizing
finger-vein patterns.

The research highlights the advantages of finger-vein biometrics, such as high security and stability, and
addresses the challenges faced by current recognition systems, including the need for extensive training data
and susceptibility to noise. The proposed methodology involves preprocessing images, applying K-fold cross-
validation, and utilizing EfficientNet with a self-attention layer to extract and classify features effectively.
Experimental results demonstrate that the EFI-SATL framework not only outperforms traditional methods
but also provides a computationally efficient solution for biometric recognition, paving the way for future
advancements in this field.

Lu et al. [7] introduced a multi-stage Siamese neural network framework for the recognition of seal
images to enhance the accuracy and efficiency of seal authentication processes. The proposed method
addresses the challenges of traditional manual inspection, which is often labor-intensive and prone to errors.
The model effectively captures salient features from seal images using a self-attention mechanism within
the Siamese network, improving recognition performance. The study also implements a rotation correction
module based on Histogram of Oriented Gradients (HOG) to standardize seal angles, further enhancing the
model’s robustness against variations in seal orientation.

The experimental results demonstrate the effectiveness of the proposed method, achieving an accuracy
of 92.54% on the SEAL48_R45 dataset and 91.43% on the SEAL48_R90 dataset. The study includes a com-
prehensive evaluation using a new seal image dataset with 210,000 labeled pairs, showing the model’s ability
to generalize across different seal types. The authors highlight the importance of using data augmentation
and K-fold cross-validation to improve model performance and mitigate the effects of limited training data.
Overall, this research contributes significantly to the field of biometric recognition, providing a reliable and
automated solution for seal authentication in legal and financial sectors.
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In addition, Mahdi et al. [8] proposed a novel approach for segmenting head and neck tumors using
dual PET/CT imaging, employing a multi-stage UNet Transformer model. This research addresses the
critical need for accurate tumor segmentation to enhance diagnosis, treatment planning, and outcome
prediction in clinical oncology. The authors emphasize the limitations of existing 2D and 3D models,
particularly in capturing complex tumor structures, and introduce a 2.5D approach that uses the strengths
of both CNNs and transformer networks. Their methodology includes a comprehensive preprocessing
pipeline, data augmentation, and K-fold cross-validation to improve model robustness. The proposed model
demonstrates superior performance on three publicly available datasets—HeckTor2022, AutoPET2023, and
SegRap2023—achieving high Dice scores and Jaccard indices, indicating its effectiveness in accurately
delineating tumors.

The findings of the study reveal that the 2.5D UNet Transformer model consistently outperforms
traditional 2D and 3D models across various metrics, achieving a Dice score of 81.777 for primary tumors
and demonstrating enhanced boundary delineation capabilities. The authors emphasize that the integration
of a self-attention mechanism significantly boosts the model’s ability to focus on relevant features, improving
segmentation accuracy. This research not only fills a significant gap in the literature regarding head and neck
tumor segmentation but also provides a robust framework that can be adapted for various applications in
medical imaging, ultimately contributing to better patient outcomes and more efficient clinical workflows.

Mahajan and Singla [9] developed “DeepBio”, a novel deep learning framework for person identification
using ear biometrics. This research addresses the challenges posed by traditional facial recognition systems,
particularly during the COVID-19 pandemic when masks hinder facial visibility. The authors propose a
hybrid model that combines Convolutional Neural Networks (CNNs) and Bidirectional Long Short-Term
Memory (Bi-LSTM) networks to enhance the accuracy of identification through ear images.

The study utilizes five datasets, including IIT Delhi (IITD-I and IITD-II), Annotated Web Images
(AWE), Mathematical Analysis of Images (AMI), and EARVN1. Data augmentation techniques such as
flipping, translation, and Gaussian noise are employed to improve model performance and reduce overfitting.
The experimental results demonstrate that DeepBio achieves high recognition rates of 97.97%, 99.37%,
98.57%, 94.5%, and 96.87% on the respective datasets.

Comparative analysis shows that DeepBio outperforms existing methods, with improvements of up
to 12% on certain datasets. The authors emphasize the importance of utilizing ear biometrics as a reliable,
contactless identification method, especially in scenarios where traditional biometric systems can fail. This
research contributes significantly to the field of biometric identification, providing a robust framework that
can enhance security and streamline authentication processes in various applications.

Xiang et al. [10] introduced the Two-Layer Attention Feature Pyramid Network (TA-FPN) to improve
small object detection in various applications, such as urban intelligent transportation and pedestrian
detection. Recognizing the challenges posed by small objects, which often contain limited information and
are easily obscured by backgrounds, the authors propose a novel framework that enhances feature fusion
across different layers of a Feature Pyramid Network (FPN).

The TA-FPN comprises two main components: the Two-layer Attention Module (TAM) and the Small
Object Detail Enhancement Module (SODEM). TAM utilizes attention mechanisms to focus on the semantic
information of objects, ensuring that adjacent layers share similar semantic content, mitigating the semantic
gaps that often hinder small object detection. SODEM enhances local features and suppresses background
noise, ensuring that each feature layer is rich in small object information.

The researchers validated their approach on challenging datasets, including Microsoft COCO and
PASCAL VOC, demonstrating significant improvements in detection accuracy. The TA-FPN achieved
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remarkable results, outperforming state-of-the-art detectors, particularly in detecting small objects. The
experimental findings highlight the framework’s effectiveness in enhancing the precision of small object
detection, showing its potential for real-world applications in various fields. This research contributes to the
ongoing efforts to refine object detection technologies, particularly for small objects, which are critical for
safety and operational efficiency in many scenarios.

Said et al. [11] presented an innovative AI-based helmet violation detection system aimed at enhancing
traffic management and road safety. The study addresses the critical issue of motorcycle accidents, which
often result from non-compliance with helmet regulations. Recognizing the importance of helmets in rider
protection, the authors propose a system that adapts the PerspectiveNet architecture by replacing the original
Res2Net with the more efficient EfficientNet v2 backbone. This modification significantly bolsters the system’s
detection capabilities.

The proposed helmet violation detection system utilizes deep learning methodologies to achieve high
accuracy in real-time monitoring. Through rigorous optimization techniques and extensive experimentation
using the India Driving Dataset (IDD), the system demonstrates exceptional performance, achieving a
detection accuracy of 95.2%, which surpasses existing benchmarks. This high level of accuracy is essential
for effectively enforcing helmet usage regulations and improving road safety.

A feature of the study is the introduction of a Two-layer Attention Feature Pyramid Network (TA-
FPN), which enhances feature extraction and improves detection accuracy for small objects, particularly
helmets. In addition, the Small Object Detail Enhancement Module (SODEM) is employed to strengthen
local features and reduce background noise, ensuring that the system can effectively identify helmet use even
in challenging conditions.

The findings from this research highlight the potential of AI technologies in traffic enforcement systems,
providing a robust framework that can help reduce motorcycle-related fatalities and improve overall public
safety on the roads. The system aims to foster greater compliance with traffic regulations and contribute to
safer riding practices by automating helmet violation detection.

Das et al. [12] introduced a novel approach to translating Urdu Sign Language (UrSL) using the UrSL-
CNN model, a convolutional neural network (CNN) specifically designed for this purpose. The study
addresses a significant gap in sign language translation, focusing on a language with limited resources, unlike
many existing works that primarily target languages with rich datasets. The researchers conducted experi-
ments utilizing two datasets, consisting of 1500 and 78,000 images, respectively, employing a comprehensive
methodology that includes data collection, preprocessing, categorization, and prediction.

Each sign image was transformed into a grayscale format and underwent noise filtering to enhance
prediction accuracy. The performance of the UrSL-CNN was compared against several machine learning
baseline methods, including support vector machines (SVM), Gaussian Naive Bayes, random forest, and
k-nearest neighbors. The results demonstrated the superiority of the UrSL-CNN model, achieving an
impressive accuracy of 95%. In addition, the model showed superior performance in precision, recall, and
F1-score evaluations, marking a significant advancement in the field of sign language translation.

This research not only contributes to the enhancement of sign language translation technologies but
also holds promise for improving communication accessibility for individuals with hearing impairments.
The study aims to bridge the communication gap between deaf individuals and the hearing community
by providing a reliable method for translating UrSL, fostering social inclusion and interaction. The paper
outlines its structure, with sections dedicated to related work, the design and architecture of the UrSL-CNN
model, experimental results, and conclusions, paving the way for future research in this critical area.



34 Comput Model Eng Sci. 2025;144(1)

Khan et al. [13] explored an innovative method for sleep posture classification utilizing both RGB
and thermal cameras, enhanced by deep learning models. Recognizing the importance of accurate sleep
posture surveillance for patient comfort and health, the study addresses the challenges posed by traditional
methods, particularly the obstructions caused by blankets. The proposed approach captures a dataset of sleep
postures through video recordings, focusing on six common postures: supine, left log, right log, prone head,
prone left, and prone right. The data collection involved 10 participants under two conditions: with and
without blankets.

The methodology consists of several key steps. Initially, the video data is normalized into individual
frames. The study then employs fine-tuned, pretrained models, specifically VGG16 and ResNet50, to extract
features from the images. Following feature extraction, a serial fusion technique based on normal distribution
is applied to merge the vectors derived from both RGB and thermal datasets. This fusion approach is crucial
for enhancing posture classification accuracy, especially in scenarios where blankets obscure visibility. The
final classification is performed using machine learning classifiers, achieving impressive results—96.7%
accuracy with Quadratic Support Vector Machine (QSVM) when no blanket is used, and 99% accuracy when
normal distribution serial fusion is applied to features obtained with a blanket.

The study highlights the significance of using dual-camera systems for improved classification accuracy
in sleep posture monitoring. The study provides a robust solution that overcomes the limitations of
traditional RGB-only methods by integrating RGB and thermal imaging. It contributes to advancements in
sleep posture classification and holds potential implications for improving patient care and comfort in clinical
settings. The study is structured to include related work, methodology, results, and discussions, culminating
in a comprehensive overview of the findings and their relevance to the field.

Wang and Noto Susanto [14] proposed a novel approach for predicting traffic flow using heterogeneous
spatiotemporal data, using a hybrid deep learning model that incorporates an attention mechanism. The
study addresses significant challenges faced in intelligent transportation systems (ITS), particularly the
difficulty of accurately predicting traffic flow at the individual road level due to complex spatial and
temporal interactions.

The proposed method utilizes a convolutional bidirectional long short-term memory (Conv-BiLSTM)
architecture, which effectively captures both spatial and temporal dependencies in traffic data. Unlike
previous studies that often overlooked critical factors such as holidays, weather conditions, and vehicle types,
this research integrates these variables into the prediction model. The authors emphasize the importance of
incorporating recurring monthly periodic patterns, which enhance the accuracy of traffic flow predictions.

The methodology begins with the collection of traffic flow data from the Taiwan National Freeway,
supplemented by additional features such as weather and holiday information. The model processes this data
using a combination of convolutional layers to extract spatial features and BiLSTM layers to capture temporal
characteristics. The attention mechanism is applied throughout the model to dynamically assign importance
to different features and time steps, allowing for a more nuanced understanding of traffic patterns.

Experimental results demonstrate a significant performance improvement of 21.68% when the vehicle
type feature is included in the model. The hybrid approach not only improves prediction accuracy but also
provides a more comprehensive framework for understanding the complex dynamics of traffic flow. This
research contributes to the growing field of traffic prediction and provides valuable insights for enhancing
traffic management strategies in urban settings.

Rahim et al. [15] introduced an enhanced hybrid model that combines Convolutional Neural Net-
works (CNN) and Bidirectional Long Short-Term Memory (BiLSTM) networks for identifying individuals
through handwriting analysis. This innovative approach addresses the challenges of traditional handwriting
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recognition systems, which often rely on specific signatures or symbols and are vulnerable to forgery. The
study proposes a method that enhances security and accuracy in individual identification by focusing on
independent handwriting characteristics.

The methodology consists of five distinct phases: data collection, preprocessing, feature extraction,
significant feature selection, and classification. A novel dataset specifically designed for Bengali handwriting
(BHW) was created, providing a robust foundation for the study. The research meticulously extracted a
comprehensive set of 91 features, integrating kinematic, statistical, spatial, and composite characteristics. It
employed statistical techniques such as the analysis of variance (ANOVA) F test and mutual information
scores to select the most relevant features for identification to enhance efficiency.

In the classification phase, the authors utilized deep learning models, specifically CNN and BiLSTM,
to discern individuals based on their handwriting traits. The hybrid model combines the strengths of
both CNN and BiLSTM, using fine motor features for improved classification accuracy. Experimental
results demonstrated that the hybrid approach outperformed existing state-of-the-art techniques, validating
the effectiveness of the proposed method. Overall, this research represents a significant step forward in
handwriting recognition technology, emphasizing the unique characteristics of individual handwriting as a
reliable biometric trait.

Finally, Wu et al. [16] presented a novel hand features-based fusion recognition network that enhances
multimodal correlation for biometric recognition. The study addresses key challenges in multimodal
biometric systems, specifically the need to improve recognition performance using intermodal correlations
and addressing issues related to improper weight selection during feature fusion.

The proposed method introduces an enhanced DenseNet architecture that utilizes feature-level fusion
to combine information from multiple biometric modalities, including palmprint, palm vein, and finger
vein data. The network employs Efficient Channel Attention (ECA-Net) to dynamically adjust the weights of
each channel, amplifying the importance of critical features and improving overall recognition performance.
In addition, depthwise separable convolution is utilized to reduce the number of training parameters and
enhance feature correlation, making the network more efficient and robust.

Experimental evaluations were conducted on four multimodal databases, which included six unimodal
databases. The results demonstrated impressive Equal Error Rates (EER) of 0.0149%, 0.0150%, 0.0099%, and
0.0050%, indicating significant improvements in recognition performance compared to existing methods
for palmprint, palm vein, and finger vein fusion recognition. The approach is particularly suitable for high-
security environments due to its enhanced anti-spoofing capabilities and practical applicability.

Findings highlight the effectiveness of the enhanced DenseNet network in improving biometric recog-
nition through improved feature fusion and inter-modal correlation, paving the way for future advancements
in multimodal biometric systems.

This special issue highlights the transformative impact of artificial intelligence in image processing
and computer vision. The diverse range of applications and methodologies presented in these papers
emphasizes the ongoing research efforts to harness AI for sustainable solutions across various domains. These
contributions are expected to inspire further exploration and innovation in this dynamic field.
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