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ABSTRACT: Non-technical losses (NTL) of electric power are a serious problem for electric distribution companies.
The solution determines the cost, stability, reliability, and quality of the supplied electricity. The widespread use of
advanced metering infrastructure (AMI) and Smart Grid allows all participants in the distribution grid to store and
track electricity consumption. During the research, a machine learning model is developed that allows analyzing and
predicting the probability of NTL for each consumer of the distribution grid based on daily electricity consumption
readings. This model is an ensemble meta-algorithm (stacking) that generalizes the algorithms of random forest,
LightGBM, and a homogeneous ensemble of artificial neural networks. The best accuracy of the proposed meta-
algorithm in comparison to basic classifiers is experimentally confirmed on the test sample. Such a model, due to good
accuracy indicators (ROC-AUC-0.88), can be used as a methodological basis for a decision support system, the purpose
of which is to form a sample of suspected NTL sources. The use of such a sample will allow the top management of
electric distribution companies to increase the efficiency of raids by performers, making them targeted and accurate,
which should contribute to the fight against NTL and the sustainable development of the electric power industry.

KEYWORDS: Non-technical losses; smart grid; machine learning; electricity theft; fraud; ensemble algorithm; hybrid
method; forecasting; classification; supervised learning

1 Introduction

Like any other type of loss, electricity losses are lost profits for businesses and are one of the most serious
problems in the electric power industry worldwide. The monetary value of global non-technical losses (NTL)
is about 96 billion dollars [1], of which about 60 billion dollars is in developing electricity markets [2].

The causes of NTL are related to fraud, theft of electricity by consumers, and problems with metering [3].
Unlike technical losses, NTLs are not inevitable, and the electric power system can never be 100% protected
from them. For this reason, the creation of tools for their timely detection is an important task that will reduce
these costs [4,5]. In turn, the saved financial resources, depending on the company’s policy, can be directed
to the modernization of equipment or the reduction of tariffs for consumers. Therefore, taking measures
and addressing the NTL problem contributes to the implementation of the seventh goal of the sustainable
development program: “Ensuring universal access to affordable, reliable, sustainable and modern energy
for all” [6].
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For example, the financial damage from NTL in the USA is estimated at 6 billion dollars per year, and
in the UK, it is 175 million pounds sterling per year [7]. In the USA, electricity is the third largest theft item
after credit card data and cars [8]. At the same time, it should be considered that in developing countries,
the problem of electricity losses is more significant [9]. For example, India’s losses from NTL are estimated
at more than 25% of generated electricity or more than 4.8 billion rupees per year [10]. In Brazil, losses from
NTL were about 16%. The local electricity distribution company calculated the volume of electricity losses
to be about 15% in the Republic of Turkey [11]. Electricity losses amount to 0.89 billion rupees annually due
to NTL in Pakistan [12]. In sub-Saharan Africa, about 50% of the supplied electricity is lost [13]. In Jamaica
in 2013, NTLs amounted to 46 million dollars, representing 18% of the total energy bill [14]. In comparison,
in more technologically advanced and economically strong countries such as China and the United States,
total electricity losses are around 4.5% and 5% per year, respectively [15,16].

Thus, the problem of electricity losses is relevant to all countries, especially for developing countries,
where the share of NTL in the structure of total losses is high. Detection and elimination of NTL are
associated with the inspection and implementation of measures directly at the consumer’s place of resi-
dence. This makes the detection of NTL a labor-intensive and complex task for employees of electricity
distribution companies.

It should be considered that the future of the energy industry largely depends on its ability to adapt to
rapidly changing conditions and optimize internal processes [17]. The methodological basis for the possibility
of adaptation is the implementation of the “Smart Grid” (SG) concept [18].

NTL is an intentional act of illegal use of electricity, which is the main reason for non-payment. The
cause of such violation is either the illegal use of electricity or the occurrence of technical faults. However, the
NTL problem is characterized by many fraudulent activities, so it is a complex problem that requires not only
advanced metering infrastructure (AMI) but also comprehensive measures, including the use of advanced
achievements in data analytics and machine learning. Various studies in the field of NTL detection can
identify certain customer behavior characteristics of a specific type of NTL. The methods of NTL occurrence
can be classified into intentional theft, electricity fraud, and systemic errors in electricity metering. This
problem can be solved by developing intelligent data processing methods based on machine learning to
detect difficult-to-detect fraudulent activities [19].

Currently, this concept is partially implemented in many countries, and some of its features have a
positive effect on reducing losses. SG involves the introduction of more hack-resistant AMI and automated
collection of energy consumption data. Using this collected information opens opportunities for NTL
detection using machine learning methods.

Geetal. [20] developed a double-layer stacking optimization methodology for electricity theft detection,
considering data incompleteness and intra-class imbalance. This methodology consists of a two-stage
time series generative adversarial network (TimeGAN) with an integrated two-layer stacking optimization
configuration. The first stage addresses the problem of data incompleteness by using an improved version
of TimeGAN that uses embedding and restoration layers to reconstruct incomplete electricity user data.
It introduces an analog denoising learning method and supervised information assistance to improve the
interpolation accuracy. In the second stage, the method eliminates class imbalances in electricity theft
detection by using a K-shape clustering algorithm to identify unique patterns in theft data. The performance
of this method is better than that of the baseline methods in terms of AUC, which is 3.45%, and the Fl-score
is 5.6%.

Chen et al. [21] proposed a method that combines discrete wavelet transform for feature extraction,
fuzzy C-means clustering for anomaly grouping, and weighted multiclass logistic regression for ensemble
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learning. This approach removes restrictions on existing methods that struggle with limited labeled data
and the emergence of new, unobservable theft patterns. The effectiveness of the proposed method was
demonstrated through extensive experiments. The proposed methodology outperformed traditional NTL
detection methods and achieved an average Area Under the Precision-Recall Curve (AUC-PR) of 0.76 and
an Area Under the Receiver Operating Characteristic Curve (AUC-ROC) of 0.84 across five different types
of energy theft.

Nirmal et al. [22] proposed a hybrid method. The method solved various issues, such as the curse of
dimensionality, data imbalance problems, and learning existing models that give low theft detection rates.
The proposed model was divided into different modules. The first one is used for data preprocessing, which
includes removing outliers and missing values and solving data imbalance problems. The second one contains
a convolutional neural network (CNN), which receives the processed data from the first module as its input.
CNN extracts the key features from the processed data, and the new dataset is fed to adaptive boosting, also
called the AdaBoost algorithm, which performs the classification of legitimate and fraudulent users.

Ullah et al. [23] proposed a three-layer framework that uses a stacking ensemble model to combine
the advantages of several machine learning algorithms. In the first stage, data preprocessing was performed.
As a result of this stage, missing data were filled out using the linear interpolation method, and min-max
normalization of features was performed. As is known, the problem of high-class imbalance is common in
most real data sets. At the last stage of the structure proposed in [23], four basic Machine Learning (ML)
classifiers and five meta-classifiers were employed to raise the accuracy of NTL detection.

As noted in [24], machine learning is widely utilized to solve the NTL problem. In particular, a
promising way to identify NTL is to classify customers into normal and abnormal (suspicious, typical of NTL)
consumption. The algorithms XGBoost [25], LightGBM [26] and CatBoost [27] were applied. Among the
problems that need to be overcome, the authors highlighted the classic problems that can be found in similar
data science projects, such as incomplete and unbalanced training data, which lead to unsatisfactory results.

Several other studies confirm the high efficiency of using machine learning methods. In compliance with
the research by Gunturi and Sarkar [28], they proposed a method for detecting NTL in electricity using an
ensemble machine learning classifier. The problem of data imbalance was solved using the synthetic minority
oversampling technique (SMOTE) [29]. Boosting, random forest, and additional tree methods were utilized
to classify consumers. The best results were obtained by the random forest method based on the Roc metric—
AUC 0.9.

Avila et al. [30] proposed a framework including a rigorous outlier detection method using smoothing
spline functions, discrete wavelet packet transform with maximum overlap for feature extraction and
selection and a random undersampling boosting algorithm for NTL classification. The experimental results
showed that the proposed framework has the Matthews correlation coefficient, Roc-AUC, Fl-score, precision,
and recall of 0.7300, 0.8187, 0.8263, 0.8864, and 0.6500, respectively.

Several research papers have successfully tested deep learning methods. Hasan et al. [31] proposed an
electricity theft detection system based on a combination of convolutional neural network (CNN) and long
short-term memory (LSTM) architecture. They indicated that this is a widely used method that automates
the feature extraction and classification process. In this work, a data preprocessing algorithm was also
implemented to calculate the missing instances in the dataset based on the linear interpolation algorithm.
The target variable balancing was also performed using the SMOTE method.

Pereira and Saraiva [32] conducted comparative research between several strategies for balancing

datasets and applied several ML methods to select the most accurate ML and data processing methods. The
best combination was the combined use of SMOTE and a multilayer perceptron (artificial neural network)
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with two hidden layers with AUC and Fl-score values of 0.6792 and 0.3169, respectively. Linear interpolation
was utilized to fill in missing values [32].

Saqib et al. [33] developed a deep learning model to detect NTL in the power distribution network.
During the research, the problem of an imbalanced dataset is substantiated, and various strategies are applied
to correct this issue. The best combination, because of testing the sampling methods on the dataset, was
obtained by the Random-Over-Sampler method and Multilayer Perceptron with three hidden layers by the
metrics of precision (0.89), recall (0.94), and F1 score (0.91).

Hussain et al. [34] presented a new ML method using structured features and gradient descent with
ensemble (NGBoost) for fraud detection in electricity consumption data. This method used random forest to
fill in missing values and the majority-weighted minority oversampling technique (MWMOTE) to distribute
data samples evenly. The resulting dataset was used by the NGBoost algorithm to classify consumers into
normal and energy thieves. The proposed framework achieved accuracy of 93%, recall of 91%, and precision
of 95%.

During the research by Coma-Puig and Carmona [35,36], regression methods for determining NTL
were used. The results of the research [35,36] are aimed at making the process of NTL identification
more explainable and interpretable. Despite the experiments conducted, which indicate some promise
for this approach, the researchers also noted the following shortcomings: questionable efficiency for
electricity markets with a high level of NTL, worse accuracy than difficult to interpret, and black box
classification algorithms.

Morgoev et al. [24] employed regression analysis together with the K-means cluster method. Similar
approaches [24,35,36] made the detection process more predictable, but such methodologies are not suitable
for scenarios where NTL has occurred over a long time and the time series with thefts has acquired the
property of stationarity. Such an approach can serve as a methodological basis for a consumption monitoring

system aimed at preventing the occurrence of NTL.

The results of the brief analysis of studies on the considered problem of identifying NTL sources indicate
that ML is a reasonably effective means for solving it. It can be stated that the implementation of AMI and
the analysis of the information it collects allow for the identification of loss sources with high accuracy using
ML methods. At the same time, the results in the considered works can differ due to the difference in samples
and the complexity of distinguishing normal and NTL. Accordingly, due to the lack of an NTL detection
methodology, the accuracy of which will be confirmed by many researchers, and the constant improvement
of electricity theft methods, the development of new consumption classification methodologies is an urgent
task. The solution to this problem will make raids by employees of energy distribution companies more
targeted when detecting NTL and, therefore, more effective.

This research aims to develop an ML model that analyzes time series data of electricity consumption to
reduce NTL. The output of this model is the NTL probability of the energy consumer.

2 Materials and Methods

The electricity consumption time series datasets are large, highly detailed samples and tend to be
increasingly large (in many of the studies reviewed, the measurement period is 24 h, and the measurement
duration can be several years). Based on this, the following hypotheses were formulated:

1. Identification of NTL by ML methods is effective using retrospective data on electricity consumption in
distribution networks. Analysis of this data will allow employees of energy distribution organizations
to carry out targeted, highly effective raids with less labor and time costs.

2. Itis possible to identify all sources of NTL based on time series data on electricity consumption.
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3. The ensemble algorithms for detecting NTL are more accurate than single classifiers for the task of data
analysis and NTL detection.

Research was conducted, which included the development of an ensemble meta-algorithm (stacking)
to test these hypotheses. The main stages of this development are presented in Fig. 1.

Adjustment of
AMI Data the training
database 7| Ppreprocessing g dataset — Applying ML
methods to the
training dataset,
] tuning
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stacking - incliin = asscssmentona |
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Figure 1: Architecture of the ensemble method (stacking) for detecting NTL

Further narration of the results of the research was conducted in accordance with the stages indicated
in Fig. 1. At the same time, based on the brief literature review conducted, due to the difference in the samples
used, the results of the modeling can differ somewhat from the results of the works reviewed.

2.1 Data Collection and Preprocessing

The dataset used in this study is composed of real electricity consumption data collected using the AMI.
It consists of 24,957-time series of energy consumption over 1035 days, of which 21,342 profiles are normal
consumption and 3615 are NTL. However, the data contains many missing values (more than 2 million), the
causes of which are varied: failure of metering devices, adverse weather conditions for billing, errors, failures,
damage to storage media, and others.

Missing values were filled out using different methods to identify the most suitable one. The following
methods were used: replacement by a constant (mean), linear interpolation (LI) calculated by Eq. (1), and an
enhanced version of Dynamic Time Warping based Imputation (eDTWBI) [37]. The choice of methods is
determined by the structure of the time series and the different computational complexity of the methods.
The expediency of using eDTWBI, along with simpler ones, is determined by many missing values in the
time series, nonlinearity of the distribution of time series values, and high autocorrelation of the data. Table 1
presents the performance results of these methods for the metrics of the determination coefficient (R?), mean
absolute error (MAE), and the square root of the root mean squared error (RMSE), calculated by Eqs. (2)-(4)
for the actual values of the time series (y) and reconstructed using these methods ().
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where X; is an element of a time series, # is the number of values of a time series.

Table 1: Results of metrics for assessing the quality of interpolation

Method R* MAE RMSE
eDTWBI 0.97 0.07 0.54
LI 0.95 0.12 0.66
Mean 095 017 0.89

k-nearest neighbors (KNN) 0.91  0.19 1.03

The best results in filling in missing values for all metrics were obtained by the eDTWBI method. This is
probably because the original data are a time series of electricity consumers, for some of which the number
of missing values is quite large. Therefore, methods such as linear interpolation and others restore values
worse than eDTWBI, which is adapted for time series with a nonlinear distribution and a large number of
missing values. Let us consider the principle of method operation in more detail.

Their imputation was performed using linear interpolation (LI) methods for single missing values
(where the gap was 1) and an enhanced version of Dynamic Time Warping based Imputation (eDTWBI) for
sequences of missing values (where the gap was more than 1).

The basic principle of filling the missing values of eDTWBI is to find a reference window of previous
or future known values of the time series. The essence of this algorithm is shown in Fig. 2. In this image,
the following stages of applying the eDTWBI method are designated by numbers: 1—query construction,
2—comparison of sliding windows, 3—selection of the most similar windows, 4—filling missing values.

The preprocessed dataset was visualized using the stochastic neighbor embedding algorithm with
t-distribution [38], Fig. 3.

Visualizing the dataset indicates that many instances of NTL are difficult to separate from normal
electricity consumption, which is a significant problem for classification.

After preliminary data processing for further modeling, the time series were brought to a single
standard, and the class labels for the target variable were balanced.



Comput Model Eng Sci. 2025;143(2) 1387

50 -
Query before Qn

- the gap

30

0 200 400 60C 80O 1000

Final imputed valu

Imputed
values

e

Y

—
©
p—

0 200 Similar window4oo Filling® oo
before the gap gap

Figure 2: Schematic diagram of the eDTWBI method for the missing value replacement problem
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Figure 3: Visualization of the original dataset by using stochastic neighbor embedding algorithm with t-distribution
(t-SNE method)

2.2 Normalization, Splitting the Dataset, and Balancing the Target Variable for the Training Set

The need for normalization is caused by the fact that different time series of the original data set can be
presented at different scales and vary in different ranges. The process of normalization solves this problem
and allows the original data set to be brought to a common scale without losing information about the
difference in data ranges.
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This research used min-max normalization Eq. (5) since the resulting values will not always occupy the
entire range [0, 1] but only a part of it, depending on the largest and smallest observed values.

Xi - Xmin

X/ = L min
Xmax - Xmin

(5)
where X' is the time series of electricity consumption, X; is the i-th value of the time series, X iy is the
minimum value of the time series, and X .« is the maximum value of the time series.

The original data set was divided into training and test samples in the ratio of 80/20, i.e., the training
sample was 19,965, and the test sample was 4251 load profiles. For the training set, an important task, the
solution of which will allow the most accurate classification of electricity consumption, is to bring the target
variable (class labels) to balance. Balance is understood as the equality of the number of labels of both classes.
The training data set is initially very unbalanced (normal consumption—15,714, NTL—2857). Hence, the
SMOTE method was applied. This algorithm is based on the idea of generating a certain number of artificial
examples that will be similar to those in the minority class but will not duplicate them. After being applied
to the training sample, the original set changed significantly during visualization (the volume of the training
sample was 34,182 examples), Fig. 4.
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Figure 4: Visualization of the balanced SMOTE training dataset by t-SNE method

The problem of adjusting the training sample was solved by normalizing the data set and balancing the
target variable. The next step was to apply and evaluate the ML methods.

2.3 Training and Assessment

The research was conducted using the interpreted high-level programming language Python and its
libraries. All measurements were performed in the Google Colab cloud service with the following computing
hardware configuration: Intel(R) Xeon(R) CPU @ 2.20 GHz and 13 GB of RAM. The following machine
learning methods were used in the work: logistic regression, naive Bayes algorithm, random forest, extreme
gradient boosting (XGBoost), categorical boosting (CatBoost), lightweight gradient boosting LightGBM,
and adaptive boosting (AdaBoost). The choice of these algorithms was based on personal experience [24], as
well as due to their popularity among researchers in the field of detecting NTL. In addition, a comparative
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analysis of the performance of different methods is necessary. Therefore, both simpler computational
classification algorithms (logistic regression, naive Bayes algorithm) and ensemble methods (Random Forest,
XGBoost, CatBoost, LightGBM, AdaBoost) and neural networks were selected. It is necessary to indicate
their key advantages and limitations to justify the choice of methods.

Logistic regression and naive Bayes algorithm are classical approaches used in the classification problem.
Their choice as one of the methods for this research is due to the need for a comparative analysis with more
complex modern algorithms. A hypothesis was formulated about the superiority of classical approaches
over more modern intelligent ones, to confirm/refute, which an empirical research and comparative analysis
of the performance of models were conducted. Considering that the initial data-time series of electricity
consumption are stochastic, heterogeneous, and do not correspond to the normal distribution law, with
a large spread of values around the mean, most likely, the hypothesis about the superiority of classical
methods will not be confirmed. However, it was necessary to check this and justify the use of more expensive
computational methods.

The Random Forest algorithm is an algorithm of classical machine learning; the combination of models
into an ensemble occurs using bagging technology. This is a non-parametric method; therefore, the nature of
the distribution of the time series does not matter, and the method is good at identifying complex nonlinear
dependencies in the original data. The use of this algorithm often allows it to perform well in regression
and classification problems. Due to the results in the literature [20], the accuracy of NTL classification using
Random Forest is more than 90%. The advantages of Random Forest also include resistance to noise in the
data, and the disadvantages include overfitting and insufficient interpretability. Given the nonlinear nature
of the original data in this research, the use of this algorithm and other machine learning methods is justified
by their ability to find non-trivial relationships in the data.

Boosting algorithms (XGBoost, CatBoost, LightGBM, AdaBoost) have the advantage of good gener-
alization of results since models are ensembled. However, the principle of combining into an ensemble is
different for each algorithm, and the quality of the method’s performance is also different depending on
the characteristics of the time series. Thus, the AdaBoost algorithm assumes a small number of iterations
and is computationally simpler than XGBoost, CatBoost, and LightGBM. The simplicity of interpreting the
results distinguishes it, but with many iterations and the dimensionality of the time series, it is prone to
overfitting. Due to research [22], the use of AdaBoost made it possible to obtain a classification accuracy of
91%. Extreme gradient boosting XGBoost is a more complex method that supports L1 and L2 regularization.
The training time of models is significantly higher compared to AdaBoost, but it is possible to set the early
stopping parameter of the training cycle e under the condition of not improving the ensemble after adding a
given number of models early_stopping, which significantly saves resources (memory and time). XGBoost
is well-suited for large amounts of data. In the research [39], the use of the XGBoost model allowed to
obtain a classification accuracy of 97%, which is considered a good result. The CatBoost and LightGBM
algorithms are also modern, support the handling of missing values and categorical variables, are robust to
outliers, and perform well on large datasets. In the research [34], the use of the CatBoost model allowed
for an accuracy of 93% for the NTL classification task, while in this research, the use of LightGBM gave a
result of 83% accuracy. Artificial neural networks (ANN) are widely used, including for classification tasks.
Based on the research [22], the use of ANN (1D CNN architecture) allows for obtaining an accuracy of
classification of 94%. ANN is characterized by high performance on large sets of nonlinearly distributed
data. The ability to find key patterns in data and good generalization ability determines the main advantages
of ANN. However, a comprehensive justification for the use of ANN is necessary since they are resource-
intensive (computationally and in terms of training time and selection of hyperparameters). Therefore, it is
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necessary to apply ANN to the data of this research under equal conditions (the same feature space) with
other less computationally complex methods.

Thus, the superiority of each of the selected methods cannot be declared unambiguously. On each data
set, the listed algorithms show different performance [22,24,34,39], so it is necessary to check for this research
which of the methods will provide the highest classification accuracy. In addition, one of the approaches that
allows for higher model performance is to combine several models into an ensemble instead of using models
separately. Creating an ensemble of ANN models improved performance. Below are the results of the process
of selecting model hyperparameters and their brief description.

For the logistic regression, naive Bayes algorithm, Random Forest, XGBoost, CatBoost, Light-
GBM, AdaBoost models, and hyperparameters were selected using a cross-validation tool named
GridSearchCV. Table 2 presents the best values selected using cross-validation for all models except ANN.

Table 2: Model hyperparameters

Method Hyperparameters
Logistic regression penalty = 12, ¢ =1
Naive Bayes algorithm var_smoothing = 1
Random forest max_depth = 12; random_state = 0; n_estimators = 110
XGBoost learning rate = 0.5; n_estimators = 100; objective = ‘binary:logistic’;
max_depth = 4; gamma = 1; min_child_weight = 10
CatBoost depth = 3; iterations = 1000; learning_rate = 0.5;12_leaf reg =2
LightGBM learning_rate = 0.1; n_estimators = 300; min_child_samples = 20;
max_depth = -1
AdaBoost n_estimators = 150; learning_rate = 0.5

An artificial neural network (ANN) was also used, the architecture of which consists of one-dimensional
convolutional (1D convolutional neural network-1D CNN), Long short-term memory (LSTM), linear
(Dense) layers, Batch normalization (BN) and Dropout regularization method, Fig. 5.

The selection of the hyperparameters of the ANN model, including the number of hidden layers, the
type of layers, activation functions, and the number of neurons, was performed using the Keras.tuner library.
This allowed us to evaluate the quality of the model iteratively because of several training and optimization
cycles (the trials parameter was chosen as 5). Let us consider the process of selecting parameters for this
research in more detail. A function was created to select hyperparameters (the hp parameter of the function).
The number of hidden layers was also selected using Kerastuner: the types of layers (1D CNN, LSTM, Dense,
Dropout, BN) and their number (from 1 to 10) were specified. The first (input) and last (output) layers
were specified considering the experience of the authors and a series of empirical studies, as in Fig. 5. The
number of neurons for each layer (except for the input and output) was selected using a grid search in
the range from 1 to 1024. Among the activation functions, an array consisting of such activation functions
as Rectifier linear unit (ReLU), hyperbolic tangent (tanh), sigmoid (sigmoid), Exponential Linear Unit
(ELU), Scaled Exponential Linear Units (SeLU), Leaky Rectified Linear Unit (Leaky_ReLU) was specified
for selecting the optimal one. Thus, when training the network for five trials, the activation function with
the highest accuracy (val_accuracy) was selected for each layer except the last one. For the last layer, the
activation function was set to softmax to translate the obtained values into the probability of belonging
to a class—obtaining the output value of the model. For the 1D CNN layers, the kernel_size and strides
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parameters were selected using a grid search. The optimal ones were kernel_size = 2 and strides = 1. For
training and searching for optimal hyperparameters from a set of given values, five trials were performed,
and the criterion of optimality was the highest classification accuracy val_accuracy. The number of epochs
varied and was chosen as 20 because several training cycles are sufficient for the generalization ability of
the algorithm. In this case, the batch size was also selected using a grid search among the values 4, 8, 16,
24, 32, 64, 125, 256. The optimal batch_size was 125. The parameters learning rate, and dropout rate were
selected using keras.tuner. For the learning rate parameter, an array of possible values was specified using
the hp.Choice (‘learning_rate; values = [0.01, 0.001, 0.0001]) function when compiling the model, where hp is
the designation of the parameter of the hyperparameter selection function. The best value for learning_rate
was chosen to be equal to 0. 001. Dropout_rate was selected similarly and was 0.01. The optimizer was chosen
similarly using keras.tuner at the stage of model compilation using the hp.Choice function: the choice was
between such optimizers as Stochastic Gradient Descent (SGD), Root Mean Square Propagation (RMSprop),
Adam, Adamax. Based on the results of 5 trials, the best generalization ability of the classification model was
using the Adam optimizer. The loss function was set as Binary Cross-entropy, and AUC was chosen as the
metric. As aresult of 5 trials, the neural network architecture and hyperparameters were obtained as in Fig. 5.
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Figure 5: ANN model structure

Also, no value was specified for the random number generator for the initial values of the ANN
parameters. Although this does not allow us to count on the reproducibility of the results (i.e., the accuracy
of several trained models will differ slightly), it opens the possibility of using the developed ANN as a basis
for a homogeneous ML ensemble. The scheme of this algorithm is shown in Fig. 6.

Ensemble ML algorithms are a machine learning method that uses several trained algorithms whose
predictions, combined with some empirical rules, allow for better predictive performance compared to each
algorithm individually [40].

Since the random number generator was not specified during the training of the ANN model, 10
experiments were conducted to analyze the stability of the experimental results, the results of which are
shown in Table 3. Since the primary goal of this research is related to probability prediction, the main
metric chosen is Roc-AUC since it is capable of estimating the probabilities of belonging to a class and also
very successfully estimates the dependence of the number of correctly classified examples on the number
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of incorrectly classified examples for a binary classification problem (with two possible class states). The
following metrics were also used as auxiliary metrics: Accuracy, Precision, Recall, and Fl-score.

Ensemble
.4 | Model 1
Basic ML ‘ Model 2 Mean of ML
Train dataset algorithm el
Model 3 probabilities
Model 20

Figure 6: Scheme of the ensemble algorithm of ANN

Table 3: Quality metrics of ML models

Model number Accuracy Precision Recall FI1-Score Roc-AUC

Model 1 0.8687 0.5464 0.6829  0.6071 0.8551
Model 2 0.8455 0.4859 0.6991 0.5733 0.8501
Model 3 0.8433 0.4811 0.7058  0.5722 0.8513
Model 4 0.9065 0.7387 0.5722  0.6449 0.8673
Model 5 0.8385 0.4707 0.7058  0.5647 0.8498
Model 6 0.8448 0.4840 0.6950  0.5706 0.8527
Model 7 0.9093 0.7846 0.5357  0.6367 0.8619
Model 8 0.9109 0.8663 0.4723 0.6114 0.8669
Model 9 0.9091 0.8196 0.4966  0.6184 0.8691
Model 10 0.9081 0.8025 0.5047  0.6198 0.8677

Mean 0.8785 0.6479 0.6070  0.6019 0.8592

Based on the results of repeated use of the proposed model, it is stable in solving the problem of NTL
detection and is appropriate for further use.

The results of using such an ensemble algorithm are shown in Fig. 7, exhibiting the Roc-AUC (3) metric
for the test data set with single training and averaging of the results.

It was possible to increase the Roc-AUC metric and achieve better results by training the ensemble ML
algorithm. The results of applying machine learning algorithms are shown in Table 4.

The results of the modeling confirm hypothesis 1 that it is possible to determine the probability of
NTL based on time series data on electricity consumption. The most relevant results were obtained using
the Random Forest method. Similar results were also achieved using the LightGBM and ANN ensemble
methods. These basic models were utilized to create an ensemble algorithm (stacking).



Comput Model Eng Sci. 2025;143(2) 1393

0.85 ——
U L]
30.84 . ®
3 b . T °
o b ™ ™
0.83- .
[ ]
[ ]
. . ™ bl
L]
0.82 +
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20

Ordinal number of the learning method
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Table 4: Quality metrics of ML models

Method Accuracy Precision Recall FIl-Score Roc-AUC

Logistic regression 0.8539 0.5076 0.5425  0.5244 0.7662
Naive Bayes algorithm  0.8484 0.4567  0.0904  0.1504 0.5462

Random forest 0.8944 0.6583 0.6005  0.6281 0.8685
XGBoost 0.8850 0.6094 0.6275 0.6184 0.8461
CatBoost 0.8556 0.5106 0.6518 0.5726 0.8289

LightGBM 0.8958 0.6524 0.6383  0.6452 0.8665
AdaBoost 0.7296 0.3039 0.6369 0.4115 0.7416
ANN ensemble 0.8687 0.5464 0.6829  0.6071 0.8551

2.4 Stacking ML Models and Assessing Their Accuracy

Stack generalization (stacking) is one of the ways to combine classifiers, introducing the concept of an
ML meta-algorithm. Unlike a homogeneous ensemble of ANNS, stacking uses classifiers of different natures.
The idea of stacking is as follows:

Split the training sample into two disjoint subsets.

Train several base classifiers on the first subset.

Test base classifiers on the second subset.

Using the predictions from the previous step as input and the true object classes as output, train the
meta-algorithm [40].

R S e

In the form of a diagram, stacking can be represented as given in Fig. 8.

Three stages of stacking were performed at the previous point of the research—“training and evaluation”.
Predictions were made on the training dataset of the three best algorithms: random forest, LightGBM, and
ANN ensemble to perform the fourth point.
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Figure 8: Machine learning algorithm stacking diagram

3 Results and Discussion

The obtained results and the probabilities of NTL presence were used as predictors for the generalized
model and logistic regression. After training the generalized model, a prediction was made on the test data
set. The results of the comparison of the detection accuracy of the random forest, LightGBM, the ANN
ensemble, and the proposed ensemble method are shown in Fig. 9.

09
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03
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Accuracy = Precision Recall Fl-score = Roc-AUC
 Ensemble ANN 0.8687 0.5464 0.6829 0.6071 0.8551
M LightGBM 0.8958 0.6524 0.6383 0.6452 0.8665
M Random Forest 0.8944 0.6583 0.6005 0.6281 0.8685

Proposed method  0.9101 0.7517 0.5884 0.6601 0.8768

Figure 9: Performance evaluation of studied ML models

Thus, stacking ML models compared to single models, the results of which are shown in Table 1,
increased the accuracy of NTL detection for the main and most auxiliary metrics. This confirms the validity of
hypothesis 3 that the joint ensemble use of NTL detection algorithms is more accurate than single classifiers
for the task of data analysis and NTL search. Fig. 10 shows the classification characteristics of the proposed
method: the Roc-AUC curve and confusion matrix.

The practical meaning of this meta-algorithm is that out of 4992 consumers of electricity in the test
sample, 446 consumers (FP + FN) were incorrectly classified. At the same time, in the proposed methodology
out of 579 classified consumers (TP + FP) with NTL 437 were classified (TP) correctly. This allows us to
conclude that hypothesis 1 is true, i.e., it is possible to effectively identify sources of electricity losses by ML
methods using retrospective data on electricity consumption in distribution networks.
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Incorrectly determined normal consumption (based on Fig. 10 for 304 consumers) can be detected
during scheduled inspections and equipment checks for correct operation. Failure to find such a significant
number of NTL sources (304) proves the inconsistency of hypothesis 2, which is explained by the difficulty
of detection due to the similarity in a few cases of load graphs with consumers without NTL.

Table 5 was compiled, reflecting the performance metrics of the models to compare the results of this
research with previous works. Although the data used in these studies and the conditions are different, the
quantitative characteristics allow us to analyze the accuracy of the proposed approach.

Table 5: Comparison of the performance of methods proposed in studies

Method Accuracy Fl1-Score Roc-AUC Source
CNN-AdaBoost 0.96 0.96 0.57 [22]
TimeGAN - - 0.84 [20]
Proposed method 0.91 0.66 0.88

Table 4 demonstrates that the proposed approach outperforms some methods described in modern
studies in terms of Roc-AUC. Considering that this metric is the main one for the classification task, despite
the superiority of the CNN-AdaBoost method proposed in [22] in terms of accuracy, the method proposed
in this study is more reliable, and its classification quality is better.

It is possible to identify not all but most of the NTL sources based on time series data on electricity
consumption. This allows supporting decision-making during targeted raids by employees of electric
distribution companies. At the same time, it is necessary to highlight the possible risks of suboptimal
operation of this solution. Such risks include the improvement of electricity theft methods, which can take
the form of partial theft (for example, when stealing 10%-20% of energy), which does not leave characteristic
NTL fluctuations on energy consumption graphs. A possible solution is to save time in the electricity
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consumption series by employees of distribution companies and add them to new data sets to retrain models
for detecting fraudulent consumption.

The proposed model can be integrated into the corporate Enterprise Resource Planning (ERP) man-
agement system and will allow monitoring of electricity consumption online. The method is based on the
analysis of active power consumption data obtained from automated information and measuring systems for
commercial electricity metering. It is assumed that with a known value of the actual imbalance of electricity
in an open distribution network exceeding or comparable to the value of the permissible imbalance, an
analysis of consumption data is performed to identify the most “suspicious” consumers with abnormally low
electricity consumption. Based on this analysis, a subset of consumers is formed for subsequent in-depth
energy surveys by employees of the electric distribution companies, which implies point raids at the place of
connection of consumers to the distribution grid.

4 Conclusion

Sustainable development of the electric power industry is an important task since it involves providing
electricity in the required quantity and of the established quality for the current and future needs of the
population and industrial production. At the same time, not only are the environmental and economic
aspects of sustainable development important, but they also ensure energy security. The stability and safety
of the functioning of electric power systems depend on the balance of consumed and generated electric
power. One of the reasons for the power imbalance in electric power systems and, therefore, the cause of their
instability, is electricity losses. The ongoing process of AMI implementation in the electric power industry
worldwide helps reduce total energy losses.

One of the current research areas in solving the problem of increasing the sustainability and reliability
of electric power systems is the intelligent analysis of electricity consumption data in smart distribution
networks. This study proposes a method for reducing NTL based on time series data on electricity
consumption. During the research, data preprocessing is performed, which consists of filling in missing
values using linear interpolation and eDTWBI methods. Min-max normalization is also performed; the
original dataset is divided into training and test samples, and the training sample is balanced using the
SMOTE method. Parameter selection and the most popular ML methods are used: logistic regression,
naive Bayesian algorithm, random forest, extreme gradient boosting, categorical boosting, LightGBM, and
adaptive boosting. An ANN is also built using long short-term memory, as well as convolutional and linear
layers. The developed ANN for more stable results and increased accuracy in detecting NTL is used as the
basis for a homogeneous ML ensemble. The three most accurate methods (random forest, LightGBM, and
ANN ensemble) are used for a stack model with a generalizing classifier-logistic regression. The accuracy of
detecting NTL is the highest for the stack model based on the main metric (ROC-AUC) and auxiliary ones.
Thus, the research aims to develop an ML model for detecting NTL in the distribution of electricity grids. The
prospect of further research is to search for more advanced mathematical models, adding additional factors
to improve the accuracy of finding sources of electricity losses. The limitation of this study is the requirement
to use the AMI as a modern means of accounting for consumed electricity. Using this infrastructure allows for
the obtaining of time series data on electricity consumed for subsequent analysis. Also, since electricity theft
methods are constantly being improved, it is necessary to take them into account for upgrading (retraining
on data-containing instances with new NTL methods) the NTL detection model.

As a result of research, a method for the rapid search of NTL sources of electricity in distribution grids
with automated collection of electricity consumption data was developed. Implementation on the stand
is not provided; it is assumed that the results will be implemented in SmartGrid as a scientific basis for
NTL detection.
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