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ABSTRACT: This research introduces a unique approach to segmenting breast cancer images using a U-Net-based
architecture. However, the computational demand for image processing is very high. Therefore, we have conducted this
research to build a system that enables image segmentation training with low-power machines. To accomplish this,
all data are divided into several segments, each being trained separately. In the case of prediction, the initial output is
predicted from each trained model for an input, where the ultimate output is selected based on the pixel-wise majority
voting of the expected outputs, which also ensures data privacy. In addition, this kind of distributed training system
allows different computers to be used simultaneously. That is how the training process takes comparatively less time than
typical training approaches. Even after completing the training, the proposed prediction system allows a newly trained
model to be included in the system. Thus, the prediction is consistently more accurate. We evaluated the effectiveness of
the ultimate output based on four performance matrices: average pixel accuracy, mean absolute error, average specificity,
and average balanced accuracy. The experimental results show that the scores of average pixel accuracy, mean absolute
error, average specificity, and average balanced accuracy are 0.9216, 0.0687, 0.9477, and 0.8674, respectively. In addition,
the proposed method was compared with four other state-of-the-art models in terms of total training time and usage
of computational resources. And it outperformed all of them in these aspects.
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1 Introduction
In today’s world, there are many cutting-edge technologies available in the field of healthcare. In this

field, computer science plays a crucial role in advancing healthcare care, helping to save lives by preventing
and controlling the spread of diseases. There are many diseases that are still visible that are difficult to
diminish. And many people across the world are facing suffering due to these certain diseases. Breast cancer
is one of the most alarming illnesses facing many women in the world today. According to WHO statistics,
around 2.3 million women suffered from this particular disease while 670.000 died from breast cancer in
the year 2022 [1]. Many women had to die because they were unable to diagnose this issue early and it is
necessary to do so early. Otherwise, the possibility of losing your life will be high. To enhance the chance
of staying alive, the patient should take steps as early as possible [2]. As a consequence, we decided to do
research on breast cancer image segmentation to detect breast cancer in women.
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Currently, many image segmentation architectures have been used for the task of segmenting breast
cancer images, and UNet is one of them [3,4]. Anari et al. showed a way for the task of breast tumor
segmentation via combining two algorithms called Vision Transformer and UNet [5]. Their approach is
efficient and reduces the computational complexity. However, it is unable to ensure the data privacy of
the users. Besides, they have not mentioned their required time for training data. So, we will not be able
to fulfill the motive of ensuring data privacy and reducing the training time by following their proposed
way. Additionally, another research project on biomedical image segmentation was conducted by Weng
et al., and it is called INet [6]. Though their approach reduced the amount of parameters, it failed to
provide confidentiality of the data. Besides, they have not disclosed anything regarding the required time
for data training. Moreover, several machine learning techniques called Support Vector Machine, K-Nearest
Neighbors, random forest, and Naive Bayes can be used for the breast cancer image analysis task [7].

In this research, the UNet-based architecture was used to predict output. Unlike the typical method
of UNet, a unique way was followed for making the platform for breast cancer image segmentation. The
objective of this research is to create a platform for breast cancer image segmentation that does not need
high computational demand and takes comparatively less time to train. Besides, the data privacy will also
be ensured. Because there are many instances where the privacy of data is required and people may not
provide data for training purposes due to privacy issues. Because of this certain reason, the data will remain
confidential to humans in the proposed system. Moreover, a phenomenal feature is also available here
called Continuously Developing. By including this facility, the performance in terms of result prediction
will be developed day by day. However, it is not possible to fulfill all these demands by following the typical
prediction concept of the UNet. As a consequence, this research has been conducted to invent a new way of
predicting breast cancer image segmentation.

Due to the ability to be trained faster and also train in low amounts of data, this system has a high
potential to provide medical image segmentation. Clinically, this approach can be particularly beneficial in
medical imaging, where accurate and timely segmentation of breast cancer images is critical for diagnosis
and treatment planning. The ability to train models with smaller datasets and reduced computational
demand allows for more widespread adoption in resource-constrained environments, improving diagnostic
capabilities in underserved regions or smaller healthcare centers. Moreover, the ability of the method to
consistently improve prediction accuracy with new datasets ensures that the system remains up-to-date and
reliable over time, potentially leading to better clinical decision-making and improved patient outcomes.

1.1 Research Objective
The major objective is to invent a platform for breast cancer image segmentation via UNet architecture.

However, the job of training data for image processing is complicated due to the need for powerful
machines. Therefore, this process is introduced when the need for managing high-performance machines
has diminished. To accomplish this motive, the data were separated into a few segments, and each segment
was trained separately. In the case of predicting output, the output will be predicted from each trained model,
and the ultimate output will be selected based on the pixel-wise majority voting of the predicted outputs [8].
Here, it is possible to train each model separately on different machines, which makes the process faster.
That is how the objective of faster training was completed. Along with the mentioned purposes, this research
had another objective of protecting data security. As the entire data will not stay in one place, the data will
stay confidential. So, overall, by following the proposed algorithm, any person can train a model with a
low-powerful machine in comparatively less time by using several computers at once, and data will also be
secured. Along with these, the platform will be consistently developed in the sector of providing accurate
output. In our research, we adopted a distributed training approach rather than training the entire dataset
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together. While this method performs well on the specific dataset used in the study, its effectiveness may vary
when applied to other datasets, particularly those from different sources. The results could be less reliable in
such cases due to variations in imaging conditions, demographics, or equipment. However, one of the key
advantages of our proposed method is its ability to fix this challenge. With our approach, it is possible to
integrate new training models based on new types of data without retraining the entire system. For example,
if new varieties of ultrasound images are introduced, we can train models on these specific images separately
and include this trained model in the existing system. That is how the proposed system adopts new data types
without reprocessing all the previously trained data.

1.2 Problem Statement
Image processing is too difficult for those people who do not have high-configuration computers. To

train the model for image processing, a powerful Graphics Processing Unit (GPU) is needed, which is very
expensive. Lots of people around the world hardly get such a GPU. U-Net performs phenomenally in medical
image segmentation tasks. However, it has several limitations. For instance, a large amount of labeled data
is needed to train any U-Net model. But there are some cases in which it is difficult to fulfill this task. Along
with this, UNet is computationally expensive. As a result, the distribution method was followed to train data.
That is how the necessity of managing the powerful machine to train the model for image processing is wiped
out. On the other hand, medical data is so sensitive, and data privacy is required to ensure in such cases. As
the models were trained with data separately, no one will access the entire data. Here, just trained models
will be needed. Another problem may occur in this system. Since the data will not be trained at once and the
training process will occur multiple times, it will take comparatively more time. In this case, it is possible to
use multiple computers to eliminate this certain issue. Thus, it can train all the models faster. Let’s assume
the data are divided into four segments and four computers are managed. If four models are trained with
the four segments of data simultaneously, then it will not take much time and significantly less time than the
traditional training method.

1.3 Contributions
Motivated by the earlier work, Xu et al. [9], in this study, have reviewed federated learning technologies

in the healthcare field. Because of having the ability to keep data secure, federated learning is being used in the
healthcare sector. Unlike the typical machine learning approach, in federated learning, all the data is trained
in a local model, and all the models are aggregated finally. In the global model, the average training weight
is available instead of data. That is how it is feasible to keep data secure via federated learning. Moreover,
Acar et al. presented a survey that provides an overview of homomorphic encryption [10]. By following the
homomorphic encryption, it is possible to do any computational task without decrypting the data. Thus,
data security is ensured by following this algorithm. By getting knowledge from the above two methods, this
research for the breast cancer image segmentation task has been conducted. Here, a system of training via
UNet has been proposed where data will stay secure. Below, the contributions of this research have been
described:

• One of the most unique features of the proposed model is that it takes comparatively less time to train
the model for the image segmentation task. This paper presents the comparison results of total training
time with four other state-of-the-art models: UNet, Attention UNet, ParseNet, and Fully Convolutional
Neural Network (FCNN). From the comparison chart, it is visible that the proposed approach takes 3.65
min to complete the training with the Tesla T4 GPU, whereas the other four models take from 7.20 to
12.81 min with the same data and the same machine.
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• Additionally, the proposed method of image segmentation also needs fewer computational demands
than typical state-of-the-art approaches. So, to prove that the experimental results of the minimum
requirements of computational resources like Random Access Memory (RAM) and GPU of the proposed
method and four other state-of-the-art models are presented in this paper. In this experimental research,
it is proved that the invented approach of this research takes 3014.89 MB, whereas the rest need at least
3149.79 MB and at most 3382.66 MB. Like Random Access Memory (RAM), the four mentioned state-
of-the-art models utilized more GPU than the proposed method. The proposed method utilized 88.00%
in the Tesla T4 GPU of Google Colab, and the remaining four others need from 98.00% to 99.00%.

• Unlike the typical systems, the entire data is not trained at once, while it is feasible to use multiple
machines to train all data. Thus, people will not access the entire data, and the data will stay secure.
Because in this research only trained models are needed to make the prediction system for the breast
cancer image segmentation task. This paper presents the effectiveness of the proposed method by
evaluating it with some performance matrices: average pixel accuracy, mean absolute error, average
specificity, and average balanced accuracy.

• Moreover, to explain the results from the trained model, the t-SNE (t-distributed Stochastic Neighbor
Embedding) is used in this experiment. In this experiment, the entire data set was divided into a few
parts, and each part was trained separately. This paper presents the t-SNE (t-distributed Stochastic
Neighbor Embedding) of each trained model. The t-SNE (t-distributed Stochastic Neighbor Embedding)
with the most data indicates the capability of separating classes appropriately. However, the model that
has very little data has shown its potential to perform phenomenally with much data. Overall, the tSNE
illustrates that the proposed architecture of UNet and the dataset are good enough to make a platform
for breast cancer image segmentation.

1.4 Outline
The rest of the paper is organized as follows: Section 2 covers the background study of this research.

In Section 3, the methodology of making the proposed breast cancer image segmentation system is explained.
Following that, Section 4 covers the discussion of the experimental results, while Section 5 provides the
conclusion of the paper.

2 Background Study
In this section, we analyze relevant papers and research related to our study. Moreover, the architecture

used in the proposed model is discussed.

2.1 UNet
In this research, the UNet was used to train the model [11]. This architecture is currently a highly

used method for medical image segmentation tasks. This architecture consists of three segments, which are
encoder, decoder, and bridge [12]. Here, the bridge works for connecting the encoder block with the decoder
block via the skip connections. There are two types of fundamental operations visible in UNet. These are
downsampling and upsampling. The downsampling is visible at the encoder part, while the upsampling
works in the decoder part. There are typically an equal number of convolutional layers available in each
segment. In the middle of the two parts, there is a layer visible named bottleneck. The encoder function works
to fetch significant information from the input. The dimension of the feature map consistently decreases
in the encoder by going through the downsampling. A method called max-pooling is used to reduce the
dimension of the feature map. On the other hand, the feature became semantically rich in the deeper layer.
While the opposite scenes are visible in the segment of the decoder. In the decoder phase, the spatial
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dimensions start to reconstruct from the deepest segment, and when it arrives at the top layer of the decoder,
then the map gets its actual size with semantic information, which is obtained from the encoder level. The
upsampling operation is responsible for accomplishing this task. The same layer of encoder and decoder is
concatenated with each other via a bridge. It is helpful to keep a record of spatial details for each layer. Because
after downsampling, the spatial details of the previous layer are removed. But due to the bridge between the
same layer of encoder and decoder, it becomes possible to track such information [13].

Here’s a detailed breakdown of the key equations are given:

Xl+1 = ReLU(Wl ∗Xl + bl) (1)

This equation represents the feature map of layer l + 1 as the output of a convolutional layer. The
convolution filter Wl is applied to the input feature map Xl , followed by a bias term bl and the ReLU
activation function to introduce non-linearity. The ReLU function, defined as ReLU(x) =max(0, x), ensures
that only positive activations are passed forward, facilitating efficient learning. This operation helps preserve
the most important features while discarding spatial information, making the model more robust to
variations in input.

Downsamplel+1 =MaxPool(Xl) (2)

Here, Downsamplel+1 is the output feature map of layer l + 1 after the downsampling operation, which
in this case is performed using max pooling. The MaxPool operation reduces the spatial dimensions of the
feature map Xl by selecting the maximum value within each pooling window. This step reduces the resolution
of the feature map, enabling the model to capture more abstract, semantic information as it progresses deeper
into the network.

This operation helps preserve the most important features while discarding spatial information, making
the model more robust to variations in input.

Xb = ReLU(Wb ∗Xe + bb) (3)

Here, Xb is the output feature map of the bottleneck layer. This equation defines the convolution
operation in the bottleneck layer, which processes the feature map Xe from the encoder before passing it on
to the decoder. A convolutional filter Wb and a bias term bb are applied, followed by the ReLU activation
function. The bottleneck layer plays a critical role in refining the encoded features, enabling the model to
process the most abstract and high-level representations of the input data.

Xup
d = ReLU(Wup

d ∗Xd−1 + bup
d ) (4)

Here, Xup
d is the output feature map after upsampling (transposed convolution) in the decoder. This

operation represents the first step in the upsampling process, where the feature map Xd−1 from the previous
layer is upsampled using a transposed convolutional filter Wup

d with a bias term bup
d , followed by a ReLU

activation. The goal is to increase the spatial resolution of the feature map.
Upsampling restores the spatial resolution of the feature maps, allowing the model to reconstruct the

image dimensions to match the original input.

Xconcat
d = Concat(Xup

d , Xs) (5)

The concatenation operation (Concat) joins the upsampled feature map Xup
d with the feature map

Xs from the corresponding encoder layer. This allows the decoder to leverage both high-level semantic
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features from the encoder and spatial details from the lower layers. The skip connection ensures that spatial
information, which may have been reduced during the downsampling process, is preserved and incorporated
back into the model as it reconstructs the input.

After concatenation, the feature map undergoes a final convolution operation in the decoder, producing
the final output of the U-Net architecture.

Xd = ReLU(Wd ∗Xconcat
d + bd) (6)

The final convolutional operation Wd is applied to the concatenated feature map Xconcat
d , followed by

a bias term bd and a ReLU activation function. This convolution helps refine the output feature map before
the final prediction is made. The final convolution step ensures that the model produces a refined output
with both high-level semantic understanding and spatial accuracy, crucial for tasks like segmentation where
pixel-wise predictions are necessary.

2.2 Related Approaches
2.2.1 Federated Learning

Federated learning is one kind of machine learning approach [14]. Unlike typical machine learning
methods, in federated learning, all data are not trained not once. Instead, all the data are divided into several
segments, and each segment is trained separately. After completing the task of training all the segments, the
training weights of these segments are averaged. Each segment is known as a local model, and the model
where the average weight is set is known as a global model. After setting the average weight of local models
in the global model, if the performance of accuracy and loss is poor, then this loop continues one more time.
This loop continues until the performance is satisfactory. This loop is known as the communication round.
Here, instead of data, the weight of the model will be passed in the central global model. That is how the
data privacy is ensured. Along with data security, it plays essential roles in reducing the need for large data
transfers. Currently, there are many sectors where federated learning is being used. However, people prefer
to use this framework in medical data training. Because here the data is quite sensitive, it is needed to ensure
privacy. Besides, in the finance sector, federated learning can be an amazing choice.

2.2.2 Transfer Learning
Transfer learning is one kind of machine learning technique where it is not needed to build a neural

network from scratch to build a model [15]. Unlike typical machine learning algorithms, transfer learning
allows a model to be partially trained using a pre-trained model. Therefore, by using transfer learning, we can
reduce the time for training a model for any AI-related task. Since transfer learning is capable of being trained
from the pre-trained model, it is not needed to collect much of the data that is required in typical machine
learning methods. Along with this, the performance is quite phenomenal in transfer learning. Therefore,
there are many instances where this method is being used. The two major sectors are computer vision and
natural language processing, where transfer learning is being used much. Several deep learning models, such
as VGG16, VGG19, Inception v3 (for computer vision), and GPT (for NLP), are frequently used in transfer
learning workflows.

2.3 Related Works
Michael et al. disclosed three types of image segmentation methods, where the first one is classical

segmentation [16]. Machine learning segmentation is the second category out of three categories. While the
last group is supervised, unsupervised, and deep-learning segmentation. According to their study, classical
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methods and machine learning methods are used for regional-based segmentation and machine learning
segmentation, respectively. In the mammogram image segmentation, UNet is utilized.

Zhang et al. disclosed a way to identify breast cancer by following four steps and also explained the
process to breast cancer diagnosis using some deep learning-based algorithms [17]. Moreover, some possible
ways to do this task are also mentioned by the authors.

Abbas et al. effectively highlighted potential use cases in ISM band operations, which are critical for
industrial automation, healthcare devices, and communication systems [18]. They use dilation and erosion
for segmenting mammograms to detect breast cancer. By applying different structuring elements (3 × 3 to
15 × 15), the authors compute the morphological gradient. According to MSE and PSNR values, a 15 × 15 disk
provides the best result by developing the image quality.

Debelee et al. have provided some statistics in the sector of breast cancer image analysis [19]. In their
research, the authors have disclosed several current databases of breast cancer and reviewed some images
of breast cancer. Along with this, some deep learning-based algorithms have been reviewed for analyzing
medical images.

Zhang et al. have reviewed several facilities for using the concept of AI in breast cancer image
segmentation [20]. They summarize the feasibility of using large-scale databases for robust training and
diminish the problems that usually occur in AI-based software.

Liu et al. have proposed an idea of image segmentation of breast cancer mammography images using
interval analysis [21]. They have developed the Laplacian of Gaussian (LoG) filter by adding interval-based
modifications, effectively combining classic image processing with advanced tools to handle uncertainties.
The authors have disclosed the issues that may arise due to growing selection ranges in interval analysis.
They have not provided any solution for this problem. This lack of practical strategies reduces the feasibility
of using the method, especially in situations where uncertainty is significant and needs careful management.

Hossam et al. have presented a novel approach to detect breast cancer based on ROI images of breast
thermograms [22]. To train the model for detection purposes, they used SVM and ANN, while SVM
performed better than ANN in terms of accuracy. The accuracy of SVM is 96.67%, and ANN provided
96.07%.

Huang et al. have summarized various ways of breast cancer ultrasound image segmentation [23]. They
have highlighted issues like speckle noise and low contrast that are quite significant for computer-aided diag-
nosis (CAD) systems. However, the datasets they have used are not well enough it limits the generalizability
of their findings.

Xian et al. have reviewed various methods for breast ultrasound segmentation, including graph-based
models, deformable models, learning-based methods, and classical techniques like thresholding [24]. The
paper mentions the potential of deep learning but does not explore challenges like the need for large datasets
or ensuring results are interpretable.

Almajalid et al. have shown a novel method for the image segmentation task using breast cancer ultra-
sound images and UNet architecture [25]. The authors have mentioned the issues of accurately identifying
breast tumors in ultrasound images, essential for early cancer detection. However, the dataset that they have
used is quite small. Such a limited dataset is insufficient for robust training and cannot be recommended for
real-time applications. The results that they presented were on a single dataset with no external validation
on independent datasets.

Mazouzi et al. have implemented a distributed system to train the model for image segmentation in a
faster way [26]. They used a region-based approach for this kind of distributed training. In this research, they
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used two datasets, which are the ABW dataset and the Object Segmentation Database (OSD). Eventually,
they proved their approach was faster by providing several evaluation performances.

Szénási et al. have provided a unique way to do the task of image processing via the region-growing
method, which is implemented on CPUs and GPGPUs [27]. They compared traditional and distributed
algorithms. They have found that the distributed approach is much faster with minimal loss in accuracy.
However, the dataset used for testing (15 tissue images) is relatively small and lacks diversity. The results
might not generalize well to other types of tissues or imaging modalities.

Bian et al. have introduced a modified UNet architecture called Blind UNet, which can train data for
image segmentation while maintaining the confidentiality of the user’s data [28]. This design reduces the
cryptographic workload and makes inference 14 times faster, with minimal impact on accuracy.

Deng et al. have provided an incredible method of image segmentation that programs better than the
current image encryption algorithms [29]. It is very sensitive to key changes. That is why sometimes making
decryption may not be feasible with small variations. Besides, the method has not been fully tested on RGB
or multi-channel images, so it may not be suitable for modern multimedia use.

Marwan et al. have proposed a novel framework for medical image segmentation [30]. By maintaining
the security of the medical data, it will be possible to do the task of image segmentation, and performance is
also phenomenal.

Schutte et al. have presented an approach to detect breast cancer [31]. Besides, the authors have discussed
61 deep-learning methods for this certain task.

Tekin et al. have presented a new framework for breast cancer image segmentation, and they named
it Tubule-U-Net [32]. In this framework, there is an encoder and a decoder part available. In the encoder,
they experimented with EfficientNetB3, ResNet34, and DenseNet161, while UNet was used in the decoder
segment with these three types of encoders separately. These three experiments provided promising results.

Wakili et al. have demonstrated an incredible way for the breast cancer image segmentation task
by using a unique approach with comparatively lower computational demands than existing well-known
approaches [33]. In their proposed approach, they used both transfer learning and DenseNet. Here, transfer
learning was used to address the issues arising from feature extraction across the same distribution via
DenseNet. In Table 1, a concise summary of the employed models, datasets, and limitations for several of the
above-mentioned literatures is disclosed.

Table 1: Summary of different studies including datasets, models, and limitations

Ref. Year Dataset Model Limitations
[16] 2021 MIAS (Mammographic

Image Analysis Society),
DDSM (Digital Database

for Screening
Mammography)

U-Net They have used UNet for the
image segmentation task that

needs high-configured PC. Many
institutions across the world do

not have such machines. Besides,
their system faces issue to handle

noise in several cases.
[21] 2020 MIAS (Mammographic

Image Analysis Society)
Interval Analysis-based
Laplacian of Gaussian

Their proposed approach deals
with data and uncertainties. Due

to this reason, the powerful
computer is needed.

(Continued)



Comput Model Eng Sci. 2025;142(3) 2625

Table 1 (continued)

Ref. Year Dataset Model Limitations
[22] 2018 DMR-IR database Support Vector Machine

(SVM), Artificial Neural
Network (ANN)

The amount of data is quite low.
Besides, the classification feature
is not good enough to work with

complex problem.
[25] 2018 Breast Ultrasound (BUS)

images
UNet Their method is unable to handle

noise that is available in their
dataset and also failed to classify

accurately in several cases.
Besides, the amount of data is not

sufficient.
[26] 2021 ABW (Aerial and

Building World), OSD
(Object Segmentation

Database)

CMAIS (Collective
Multi-Agent Image

Segmentation)

In their proposed method,
over-segmentation or

under-segmentation occurred
because of ransom selection of
the region seeds. Besides, their

approach does not perform well
with the images of small regions.

2.4 Dataset Description
The Breast Ultrasound Images Dataset is used in this research to make the proposed breast cancer image

segmentation system [34]. In this dataset, there are a total of 780 images, with their corresponding masks
also available. These ultrasound images of the breast were collected from 600 female patients in the year 2018.
The patients’ age range spans from 25 to 75 years, offering a diverse dataset. This diversity enables the model
to effectively identify regions in ultrasound images across women of all ages. Here, a total of 780 data points
were available for a total of 600 patients. The dataset is robust enough, and we use this dataset to justify the
effectiveness of our proposed approach. The average image size of data is 500 × 500 pixels. The entire dataset
is divided into three classes, which are benign, normal, and malignant. Due to this categorization, it will
be quite uncomplicated for the model to predict accurate output for any image processing task. The total
images of benign, normal, and malignant are 437, 133, and 210, respectively. The dataset represents real-world
medical images, and so this dataset is highly relevant for developing machine- learning models for breast
cancer image segmentation tasks. Preprocessing is a crucial part of training a model. This dataset is well suited
to train any model easily due to its standard resolution and constant size of all images of the dataset. The
dataset used in the research has been approved for research purposes. This dataset contains only ultrasound
images. No patient information or any other confidential data is included. Therefore, any researcher can
use this dataset for research purposes without hesitation. However, this dataset has a limitation. In image
segmentation, the class imbalance (437 benign, 133 normal, 210 malignant) can lead to the model focusing
on the majority class (benign) and underperforming on minority classes (normal, malignant). This can cause
issues like over-segmentation of benign areas and under-segmentation of smaller classes.
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3 Methodology
This research has been done in several stages, where the first task was collecting data. After collecting

data, the data have been preprocessed and trained, respectively. Following that, the prediction system was
made eventually. In Fig. 1, the overview of this research is given.

Figure 1: Overview of research

3.1 Data Collection and Splitting
The dataset of breast cancer ultrasound images has been collected from Kaggle. In this dataset, there are

a total of 780 images, with their corresponding masks also available. These ultrasound images of the breast
were collected from 600 female patients in the year 2018. The age range of patients is between 25 and 75 years.
The data was acquired by the LOGIQ E9 ultrasound and LOGIQ E9 Agile ultrasound systems. Here, a total
of 780 data points were available for the 600 patients. The dataset is robust enough, and we use this dataset
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to justify the effectiveness of our proposed approach. However, it is recommended to be concerned about
the inconsistencies in patient numbers and potential data leakage in real-world projects. The average image
size of data is 500 * 500 pixels. The entire dataset is divided into three classes, which are benign, normal, and
malignant. The total images of bengin, normal, and malignant are 437, 133, and 210, respectively. The total
of 780 data were divided into 3 segments, where each segment was allocated with 100, 300, and 380 data,
respectively. In each segment, 20% of the entire data was allocated for the validation while the remaining
80% was allocated for training [35].

All the data of the dataset are divided into three classes: normal, benign, and malignant. Therefore,
in Fig. 2, sample images of three classes are given. Along with input and output, the union of input and output
is also provided for each data. The motive of providing this kind of union is to show the cancer-affected
region of the input nicely. There are three samples given where the first sample is the data of the normal
patient, and the remaining two samples have presented the ultrasound images of benign and malignant
classes, respectively.

As in the proposed prediction system, the output will be predicted from each trained model, and the
ultimate one will be selected using the proposed prediction algorithm of this research. As a result, it is not
guaranteed that all trained models will have been trained with nearly equal amounts of data. To address this,
we plan to train models using three different data sizes to evaluate the performance of the proposed system
when models are trained on varying amounts of data. This approach provides insights into how the system
works with different data.

Besides, for testing purposes, the data have been managed from external resources. From this external
separate dataset, 210 images have been taken for testing purposes [36]. The 210 images of testing data are
the modified training data. The testing data quality is modified by transforming it into various forms, like
rotation in multiple angles. Due to this, the diversity and robustness of data are increased. Besides, each image
is available in different sharpness levels that are beneficial for the model in any training and testing task.

3.2 Data Pre-Processing
After dividing the entire data into several segments, the data of each segment was preprocessed and

trained separately by following the same methods.
First, all the inputs were resized into a uniform input with the dimension of 128 × 128 pixels, and the

value of the channel was assigned as 1 [37]. Because the input images are converted to grayscale during
preprocessing [38]. Because of the resizing of the input images, the training occurs more effectively.

Like inputs, it was needed to preprocess the outputs as well. To do this, the outputs were resized to be the
same as the inputs, which are 128 × 128 pixels. Here, the number of channel is one. The shape of each output
is (128, 128, 1). The single channel was used for the binary masks. This binary value was used to identify the
region where a mask is available. In the region where the mask is available, it is assigned as 1, and except for
this part, all the parts are assigned as 0.

Here, by resizing, all the inputs will have the same dimension, which is highly needed in any deep
learning training. The smaller resolution can play a crucial role in faster computation. Along with this,
grayscale conversion will reduce the data dimensionality. Eventually, the output mask resizing ensures the
mask matches the input image size for accurate pixel-by-pixel comparison during training.
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Figure 2: Sample data: (a) Normal class, (b) Benign class, (c) Malignant class

3.3 Model Training and Creating Prediction System
Like the preprocessing, the model architecture used for the training model via UNet is the same for

each segment. In the U-Net model, there is an encoder path with four blocks. Each block consists of two
convolutional layers and max pooling for downsampling. The bottleneck has two layers of convolutions,
each with 1024 filters. On the other hand, the decoder path upsamples the feature maps using transposed
convolutions and incorporates skip connections from the encoder. Finally, the final output layer uses a single
filter with sigmoid activation for binary segmentation. Here Adam Optimizer, Binary Crossentropy Loss,
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and accuracy matrices were used. Binary Crossentropy Loss yielded excellent performance for our dataset.
In this experiment, this loss function facilitated better convergence and performance in distinguishing the
relevant features, leading to strong results in segmentation tasks. In Table 2, the model summary is given.

Table 2: UNet model summary

Layer (type) Output shape Param # Connected to
input_1 (InputLayer) (None, 128, 128, 1) 0 []

conv2d (None, 128, 128, 64) 640 [input_1 [0],[0]]
conv2d_1 (None, 128, 128, 64) 36928 [conv2d[0][0]]

max_pooling2d (None, 64, 64, 64) 0 [conv2d_1[0][0]]
conv2d_2 (None, 64, 64, 128) 73856 [max_pooling2d[0][0]]
conv2d_3 (None, 64, 64, 128) 147584 [conv2d_2[0][0]]

max_pooling2d_1 (None, 32, 32, 128) 0 [conv2d_3[0][0]]
conv2d_4 (None, 32, 32, 256) 295168 [max_pooling2d_1[0][0]]
conv2d_5 (None, 32, 32, 256) 590080 [conv2d_4[0][0]]

max_pooling2d_2 (None, 16, 16, 256) 0 [conv2d_5[0][0]]
conv2d_6 (None, 16, 16, 512) 1180160 [max_pooling2d_2[0][0]]
conv2d_7 (None, 16, 16, 512) 2359808 [conv2d_6[0][0]]

max_pooling2d_3 (None, 8, 8, 512) 0 [conv2d_7[0][0]]
conv2d_8 (None, 8, 8, 1024) 4719616 [max_pooling2d_3[0][0]]
conv2d_9 (None, 8, 8, 1024) 9438208 [conv2d_8[0][0]]

conv2d_transpose (None, 16, 16, 512) 2097664 [conv2d_9[0][0]]
concatenate (None, 16, 16, 1024) 0 [conv2d_transpose[0][0], conv2d_7[0][0]]
conv2d_10 (None, 16, 16, 512) 4719104 [concatenate[0][0]]
conv2d_11 (None, 16, 16, 512) 2359808 [conv2d_10[0][0]]

conv2d_transpose_1 (None, 32, 32, 256) 524544 [conv2d_11[0][0]]
concatenate_1 (None, 32, 32, 512) 0 [conv2d_transpose_1[0][0], conv2d_[0][0]]

conv2d_12 (None, 32, 32, 256) 1179904 [concatenate_1[0][0]]
conv2d_13 (None, 32, 32, 256) 590080 [conv2d_12[0][0]]

conv2d_transpose_2 (None, 64, 64, 128) 131200 [conv2d_13[0][0]]
concatenate_2 (None, 64, 64, 256) 0 [conv2d_transpose_2[0][0], conv2d_3[0][0]]

conv2d_14 (None, 64, 64, 128) 295040 [concatenate_2[0][0]]
conv2d_15 (None, 64, 64, 128) 147584 [conv2d_14[0][0]]

conv2d_transpose_3 (None, 128, 128, 64) 32832 [conv2d_15[0][0]]
concatenate_3 (None, 128, 128, 128) 0 [conv2d_transpose_3[0][0], conv2d_1[0][0]]

conv2d_16 (None, 128, 128, 64) 73792 [concatenate_3[0][0]]
conv2d_17 (None, 128, 128, 64) 36928 [conv2d_16[0][0]]
conv2d_18 (None, 128, 128, 1) 65 [conv2d_17[0][0]]

Total params 31030593
Trainable params 31030593

Non-trainable params 0

In this model summary, it is visible that there are mainly parts available in the UNet architecture are the
encoder and decoder, respectively. And these two major parts are connected via a bottleneck. In this table,
the first layer is the input layer, and it is visible that this model accepts the grayscale image with the 128 × 128
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shape. After the input layer, the encoder layers consist of a series of convolutional and max-pooling layers.
The max-pooling layers are used to perform downsampling. Due to downsampling, the spatial resolution of
the input image is decreased and the depth of the feature maps is increased. Therefore, the amount of filters in
the first encoder layer is 64, while 512 filters are visible in the last encoder layer. The bottleneck is the deepest
layer of this UNet with a spatial resolution of (8, 8) and 1024 filters. Following the bottleneck, the layers of
the decoder are started, where the opposite scenario of the encoders is visible. Here the spatial dimensions
are increased and feature maps are decreased in each layer. In the initial decoder layer, the spatial dimension
is (16, 16) and (128, 128) in the last layer. However, the number of filters is decreased in each layer of the
decoder from 512 to 64. Due to the upsampling, these activities occur. Each encoder layer is connected to its
corresponding decoder layer via skip connections. And that is why fine-grained details are preserved. The
final layer is the output layer that outputs the final segmentation map with shape (128, 128, 1).

After completing the task of data training, the task of creating a prediction system was started. In Fig. 3,
an overview of our prediction system is given. When the user gives an input, the output will be predicted from
each model. To predict the output for an input, it is needed to preprocess the input. Initially, the input image is
resized according to the trained data and converted to grayscale. Following that, the new dimension is added
with the input image. That means it is assumed that the shape of the input image is (height, width, and color
channels). After adding the batch dimension, the shape will be (batch size, height, width, and color channels).
Then, the output will be predicted from each trained model. After obtaining predictions from each trained
model, the predictions for each pixel position (i , j) in the image are collected from N different models,
denoted as Pk(i , j) for k = 1, 2, . . . , N . The final prediction for each pixel, denoted as V(i , j), represents the
outcome of the majority voting process, determined using the mode function:

V(i , j) =mode(P1(i , j), P2(i , j), . . . , PN(i , j)) (7)

The mode function returns the most frequent prediction among the N models for each pixel posi-
tion (i , j).

Figure 3: Overview of proposed output prediction system

4 Result and Analysis
In this research, a unique way has been followed for the task of image segmentation. To evaluate the

performance of this proposed methodology, it has not only focused on the testing performance but also has
been concerned about the training performance. Each model has been run up to 50 epochs, and in Table 3,
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the training and validation results of the models have been provided. The performance metrics recorded
include training accuracy, training loss, validation accuracy, and validation loss. Here, it is visible that each
model provided outstanding performance.

Table 3: Training and validation performance

Model Epochs Training accuracy Training loss Validation accuracy Validation loss
Model 1 50 0.9605 0.1068 0.9318 0.1703
Model 2 50 0.9885 0.0246 0.9556 0.2635
Model 3 50 0.9799 0.0465 0.9524 0.1801

Like training and validation, testing evaluation is also quite significant for measuring the capability of
any model. In this proposed system, output will be predicted from multiple models, and the ultimate output
will be selected based on the pixel-wise voting majority. Therefore, it is needed to follow a strategy, unlike
most of the testing evaluation process. In the testing phase, the data from an external dataset was utilized.
Due to this reason, it was not possible to employ cross-validation methods such as k-fold. Therefore, different
approaches were used to measure the effectiveness of the proposed prediction system.

The perfectness of the ultimate outputs has been evaluated based on the four performance matrices.
These are average pixel accuracy, mean absolute error, average specificity, and average balanced accuracy.
In Table 4, the results of these matrices are provided.

Table 4: Testing performance

Average pixel accuracy Mean absolute error Average specificity Average balanced accuracy
0.9216 0.0687 0.9477 0.8674

Average pixel accuracy is one kind of performance matrix that is required to calculate the capability of
predicting the pixels in the image correctly. It calculates the percentage of pixels that are correctly classified
when comparing the model’s predicted output to the actual ground truth mask. We assumed the predicted
output from the model of all data as the actual predicted output. Average pixel accuracy has been tested with
210 images of an external dataset and got a result of 0.9216.

Mean absolute error (MAE) is one kind of metric that calculates the perfectness of model prediction
by averaging the differences between each predicted pixel value and its corresponding true pixel value [39].
By experimenting with the data of 210 images from the external dataset, we got an average MAE of 0.0687.
The value is quite low. It indicates the difference is not so much. It can be said that our proposed prediction
system performs well.

Average specificity is a metric that calculates the model´s ability to fetch negative pixels [40]. The
proposed prediction system has got Average Specificity of 0.9477.

Average Balanced Accuracy means calculating the effectiveness of the model by averaging the predicting
ability of negative and positive results [41]. We got 0.8674 in average balanced accuracy.

As shown in Table 3, it is visible that each model provided outstanding performance. Each model was
able to secure more than 90% training and validation accuracy, while the amount of loss is quite low as
well. It indicates effective learning. After having a look at Fig. 4, it is visible that the difference of training
and validation results is not quite much in the three models. It can be disclosed that the training models
are capable enough to predict accurately not only with the known data but also with new data. It also can
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be mentioned that these models do not have any issues like overfitting and underfitting. Because when the
difference between training and validation is so high, then overfitting occurs. But this is not visible in this
case. Therefore, it can be said that overfitting does not happen here. On the other hand, when the training and
validation performance is poor, then underfitting happens. Such a situation is not also visible here. Therefore,
it can be said that all the models are free from overfitting and underfitting.

Figure 4: Training and validation performance of all models: (a) Model 1, (b) Model 2, (c) Model 3
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In Fig. 5, the tSNE of three models has been given. In this figure, it is visible that the tSNE of the
third model has the most of data among the three segments and provides the best performance among all.
From Fig. 5, we can see a clear separation between different classes in the tSNE of the third model. Therefore,
it can be disclosed that the third model can learn robust features. On the other hand, instead of having just
300 data, the second model is capable of learning effectively and generalizing from low data. Though the first
model was trained with only 100 data, the Fig. 5 proves that this model has potential, and adding more data
can improve its performance.

Figure 5: tSNE of models: (a) Model 1, (b) Model 2, (c) Model 3

In Table 4, the results of four performance matrices that are used for evaluating the testing performance
are insane. The result of average pixel accuracy is 0.9216. That means 92.16% of the pixels of predicted
output from the proposed method are similar to the predicted output of the trained model with all data.
On the other hand, MAE is 0.0687. The ultimate predicted results are almost the same as the actual result.
The remaining two metrics, average specificity and average balanced accuracy, also provided incredible
performance. Therefore, it can be said that the proposed prediction method is good enough.

According to average pixel accuracy, 7.84% of predictions are errors in terms of the model that is trained
with all data. The amount is quite low. This wrong prediction might happen due to subtle misclassifications in
complex regions of the image, such as boundaries or areas with similar features. However, this performance
can be developed more if it is possible to train in the dataset with balanced classes. Because in an imbalanced
dataset, there is typically a bias toward the majority classes. Because during training, models tend to
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concentrate on the majority class. Therefore, the performance is comparatively better in the balanced classes
dataset than imbalanced classes dataset. Besides, the MAE value indicates the low error availability in the
predictions. However, it is also feasible to mitigate this low amount of error by working on a dataset. By
reducing the presence of noise in the dataset, it is possible to decrease the value of error. On the other hand,
the values of average specificity and average balanced accuracy are quite outstanding, which indicates the
presence of low errors in the predictions. However, it is also possible to decrease the amount of error by
working on the dataset. For instance, making balance on the dataset, reducing the noise of the dataset, and
handling missing values more effectively.

4.1 Sample Output Prediction
In Fig. 6, sample outputs for 5 inputs are given. In Fig. 6, along with providing the ultimate output, the

predicted output from each model is also given. In the proposed system, the output will be predicted from
the trained models of each segment, and the ultimate output will be selected based on pixel-wise voting
majority. By looking at Fig. 6, it is visible that the ultimate output is almost similar output with the predicted
output from the trained model of all data. Therefore, it can be claimed that the proposed prediction system
works appropriately.

Figure 6: (Continued)
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Figure 6: Sample output predictions: (a) Input 1, (b) Input 2, (c) Input 3, (d) Input 4, (e) Input 5

Besides, in Fig. 7, we have provided the voting majority output with Model 1, Model 1 + Model 2,
and Model 1 + Model 2 + Model 3. The main objective of presenting this figure is to provide proof of the
continuous development of the proposed system. As in the proposed system, it is feasible to add a new trained
model to the prediction system that enhances the system’s ability to provide better performance. Whether
this proposed system is being able to fulfil this certain objective or not, we have done the voting majority
three times, initially with just Model 1. Later, we have done the voting majority with the predictions of Model
1 and Model 2. Finally, this pixel-based voting majority task was done with the predictions of Models 1, 2, and
3. Along with this figure, we have shown a table. In Table 5, we have provided the effectiveness of the ultimate
predicted output of Model 1, Model 1+Model 2, and Model 1+Model 2+Model 3 with five inputs based on
IoU, Precision, Recall, and F1 score. In this table, it is visible that the voting majority output of model 1 and
model 2 is comparatively more accurate than just Model 1. On the other hand, the voting majority output
of Models 1, 2, and 3 is better than the combination of Model 1 and Model 2. So, based on the provided
information Fig. 7 and Table 5, it can be said that the proposed way of continuous improvement is working
successfully according to the plan.

Figure 7: (Continued)
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Figure 7: Continuously Developing: (a) Input 1, (b) Input 2, (c) Input 3, (d) Input 4, (e) Input 5

Table 5: Result of continuously developing feature

Input Model IoU Precision Recall F1 score
Model 1 0.3421 0.3421 1.0000 0.5098

Input 1 Model 1 +Model 2 0.3421 0.3421 1.0000 0.5098
Model 1 +Model 2 +Model 3 0.8571 1.0000 0.8571 0.9231

Model 1 0.5279 0.8272 0.5934 0.6911
Input 2 Model 1 +Model 2 0.6997 0.8272 0.8195 0.8233

Model 1 +Model 2 +Model 3 0.7620 0.9550 0.7904 0.8650
Model 1 0.8715 0.9060 0.9581 0.9313

Input 3 Model 1 +Model 2 0.8718 0.9060 0.9585 0.9315
Model 1 +Model 2 +Model 3 0.8758 0.9986 0.8769 0.9338

Model 1 0.1936 0.1936 1.0000 0.3244
Input 4 Model 1 +Model 2 0.1936 0.1936 1.0000 0.3244

Model 1 +Model 2 +Model 3 0.6170 0.8482 0.6935 0.7631
Model 1 0.3302 0.8382 0.3527 0.4965

Input 5 Model 1 +Model 2 0.5723 0.8382 0.6433 0.7280
Model 1 +Model 2 +Model 3 0.5912 0.9912 0.5944 0.7431
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4.2 Comparison Results with State-of-Art Models
As it is already mentioned, the proposed method is invented to fulfil the purpose of training data in a

comparatively less powerful machine. It is required to know whether the proposed system fulfils this objective
or not. As a consequence, a comparison of the computational demands of four types of approaches with
our proposed system was conducted. Initially, the comparison has been done based on the total training
time among five approaches, including the proposed system of this research. In the proposed system, unlike
typical methods, the entire data was divided into three segments, and each segment was trained separately.
Thus, it can train the three segments simultaneously on three different machines at the same time. In this
process, the total training time and most computational demand are for the segment with the most data. If
data was trained simultaneously at the same time in three different machines using the proposed method,
the total training time and computational resources required will be determined by the needs of the third
segment, which has the most data. 380 data out of total 780 data are available in the third segment. Therefore,
no other segment will take more time and more computational resources than the third segment. As a result,
it is needed to compare only the third segment with UNet, PerseNet, Attention UNet, and FCNN [42–44]. In
the case of computational demand, it is needed to focus on the usage of RAM and GPU utilization. In Table 6,
the comparison among the five approaches is given, and it is visible that in terms of usages of RAM, GPU
utilization, and total training time, the proposed system outperforms all the methods like FCNN, Typical
UNet, Attention UNet, and Parse Net. In every case, the proposed method performs significantly better
than the four other image segmentation methods. Eventually, it can be disclosed that the proposed system
is capable of fulfilling the need of training in a less powerful machine and comparatively less time. For this
comparison task, Google Colab with its Tesla T4 GPU was utilized for all five methods.

Table 6: Comparison results with state-of-art models (After 30 epochs)

Architecture Total training time RAM usage GPU utilization
Proposed Method 3.65 min 3014.89 MB 88.00%

UNet [45] 7.20 min 3152.68 MB 98.00%
ParseNet [46] 12.81 min 3149.79 MB 99.00%

Attention UNet [47] 7.30 min 3382.66 MB 98.00%
FCNN [48] 7.27 min 3298.50 MB 98.00%

Besides, another statistical comparison has been conducted of the proposed system with these four
state-of-the-art models. In Table 7, the comparison of energy consumption is provided. From this table, it
is evident that the proposed system consumes the least energy among all these models. Therefore, it can be
concluded that by following the proposed image segmentation system, it is possible to train the model on
comparatively less powerful machines.

Table 7: Energy consumption (After 50 epochs)

Architecture RAM CPU GPU
Proposed method 0.000342 kWh 0.003056 kWh 0.004630 kWh

UNet 0.000735 kWh 0.006578 kWh 0.010239 kWh
ParseNet 0.001435 kWh 0.012830 kWh 0.018267 kWh

Attention UNet 0.000713 kWh 0.006375 kWh 0.009455 kWh
FCNN 0.000799 kWh 0.007148 kWh 0.010486 kWh
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5 Conclusion
This paper introduces a new way for the image segmentation task by following the core concept of

the UNet. Unlike typical prediction systems, our proposed prediction framework ensures data privacy by
eliminating the need for high computational resources. This approach not only facilitates faster training with
smaller datasets but also simplifies error detection. Besides, we have demonstrated the effectiveness of our
system through evidence-based findings, showing that it outperforms four state-of-the-art models in terms
of both computational resource usage and processing time.

In the future, we aim to optimise our prediction system to reduce the time complexity of predicting
output. Mainly, we plan to merge all trained models into a unified framework, eliminating the need for
sequential model output predictions. Because in our current approach, the output will be predicted from each
trained model, and the ultimate one will be selected by following another process, which is time-consuming.
This improvement will reduce processing time and enhance overall efficiency. This research is depending on
U-Net, which is a popular and effective architecture for medical image segmentation, but it is not the only
option. Therefore, in the future, we have planned to make a platform so that the trained model with any deep
learning algorithm can be added to the system.
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