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ABSTRACT: The Cross-domain Heuristic Search Challenge (CHeSC) is a competition focused on creating efficient
search algorithms adaptable to diverse problem domains. Selection hyper-heuristics are a class of algorithms that
dynamically choose heuristics during the search process. Numerous selection hyper-heuristics have different imple-
mentation strategies. However, comparisons between them are lacking in the literature, and previous works have not
highlighted the beneficial and detrimental implementation methods of different components. The question is how
to effectively employ them to produce an efficient search heuristic. Furthermore, the algorithms that competed in
the inaugural CHeSC have not been collectively reviewed. This work conducts a review analysis of the top twenty
competitors from this competition to identify effective and ineffective strategies influencing algorithmic performance.
A summary of the main characteristics and classification of the algorithms is presented. The analysis underlines efficient
and inefficient methods in eight key components, including search points, search phases, heuristic selection, move
acceptance, feedback, Tabu mechanism, restart mechanism, and low-level heuristic parameter control. This review
analyzes the components referencing the competition’s final leaderboard and discusses future research directions for
these components. The effective approaches, identified as having the highest quality index, are mixed search point,
iterated search phases, relay hybridization selection, threshold acceptance, mixed learning, Tabu heuristics, stochastic
restart, and dynamic parameters. Findings are also compared with recent trends in hyper-heuristics. This work enhances
the understanding of selection hyper-heuristics, offering valuable insights for researchers and practitioners aiming to
develop effective search algorithms for diverse problem domains.

KEYWORDS: Hyper-heuristics; search algorithms; optimization; heuristic selection; move acceptance; learning;
diversification; parameter control

1 Introduction

Hyper-heuristics are one of the three forms of heuristics as described by Pillay et al. [1]. The other two
types are low-level heuristics (often just referred to as heuristics) and metaheuristics. Low-level heuristics
make direct changes to the solution, whereas metaheuristics are higher-level methods that guide the search
using one or more low-level heuristics [2]. Hyper-heuristics combine multiple low-level heuristics into a
framework that explores the heuristic space [3].
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Hyper-heuristics can be classified into four categories: selection constructive, selection perturbative,
generation constructive or generation perturbative [4]. Selection hyper-heuristics select an existing low-level
heuristic (either constructive or perturbative), whereas generation hyper-heuristics evolve a new low-level
heuristic at each point of the optimization. Constructive low-level heuristics build a complete solution
incrementally, whereas perturbative low-level heuristics are used to iteratively improve an already complete
solution, which might be infeasible.

By exploring the heuristic search space, hyper-heuristics achieve a higher level of generality [5].
A method with greater generality can address numerous problem instances, as opposed to tailor-made
methodologies that perform well on certain instances but poorly on others [6]. To evaluate the generality
of hyper-heuristics, the HyFlex framework was developed [7]. HyFlex provides multiple problem instances
with hidden instance-specific low-level heuristics. Users of the framework simply need to design the high-
level strategy that decides which low-level heuristic to call at a given decision point. The framework has
been used in various research studies and competitions, including the Cross-domain Heuristic Search
Challenge (CHeSC) [8]. The inaugural CHeSC drew researchers worldwide to create highly general hyper-
heuristics. The final competition includes 20 selection hyper-heuristics of various algorithmic designs.
These algorithms have been extensively studied post-competition and remain significant benchmarks in
hyper-heuristic research.

One of the main issues in selection hyper-heuristics is the lack of concrete study on which hyper-
heuristic components are most crucial to search performance. Hyper-heuristics encompass numerous
components, such as feedback, low-level heuristics, solutions (or search points), objectives, move acceptance,
and parameter settings [3]. Many hyper-heuristic algorithms have been introduced, each with different
features and strategies. Burke et al. [9] reviewed various hyper-heuristic algorithms, categorizing them into
selection and generation types. Drake et al. [3] also identified various selection hyper-heuristics with different
implementations in components such as feedback mechanisms, move acceptance, and parameter setting.
Sánchez et al. [2] examined various hyper-heuristics implemented to solve combinatorial optimization
problems. However, existing reviews only conducted comparisons between the algorithms limited to the
nature of the heuristic space [9], abstract level [3], or problems addressed [2]. Furthermore, each component
of selection hyper-heuristics has different implementation methods [3]. For example, there are three
classes of move acceptance: stochastic, non-stochastic basic, and non-stochastic threshold [10]. Comparing
performance across different implementations can help in identifying the most effective methods.

Nevertheless, there is a notable absence of a comprehensive analysis on selection hyper-heuristic
components. Numerous studies have focused on heuristic selection and move acceptance [10–14], neglecting
other crucial components such as feedback mechanisms [15,16], diversification strategies such as Tabu
mechanism [16] and search restart [17], as well as parameter settings [16,18]. These overlooked com-
ponents significantly influence algorithmic performance, with feedback mechanisms enabling adaptive
strategies [3,9], diversification techniques promoting exploration of the search space [19–21], and appropriate
parameter selection enhancing overall performance [3]. Identifying the best implementation methods for all
components can lead to the development of a more effective algorithm.

To address these gaps in the literature, a comprehensive analysis of existing algorithms is needed. The
CHeSC algorithms present an ideal case study for addressing these gaps. They remain relevant as they
continue to serve as benchmarks in recent studies such as [22–25]. Their use of a standardized framework
allows for direct comparisons by ensuring consistent experimental conditions. Additionally, the availability
of their design documentation and source codes facilitates in-depth analysis, which is not feasible for more
recent HyFlex algorithms. Despite their significance, no comprehensive analysis of the competing algorithms
has been conducted. Drake et al. [3] provided a summary and a limited classification of only ten out of the
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20 competing algorithms. Furthermore, most algorithms were only inspected by their creators, potentially
resulting in a biased analysis. Only the winning algorithm was examined using a complexity analysis to
identify features that do not necessarily contribute to algorithmic performance, conducted by Adriaensen
et al. [17]. While their analysis method is undoubtedly effective, we contend that it may be too complex to
apply to the other 19 algorithms. Moreover, given their diverse algorithmic designs, there is a need to compare
the performance of different implementation methods among these algorithms, which remains unexplored.

In this work, a brief summary of ten competing algorithms that were not reviewed in Drake et al. [3]
is provided using the information gained from their source codes, design documentation, and extended
abstracts. The design documentation offers explanations from the algorithm designers on how their algo-
rithm operates. Then, this study employs a review analysis to investigate eight key components of selection
hyper-heuristics among the top twenty competitors from CHeSC: search points, search phases, heuristic
selection, move acceptance, feedback, Tabu mechanism, restart mechanism, and low-level heuristic param-
eters. The review analysis primarily focuses on these components, as they constitute the key components
of a selection hyper-heuristic algorithm [26,27]. Within hyper-heuristics, the role of the heuristic selection
mechanism is to choose specific low-level heuristics to be employed [28]. The resulting solution then
undergoes the move acceptance process to decide whether it should be accepted or rejected. Besides, certain
algorithms can learn from feedback to adapt their strategies [3,9]. Tabu and restart mechanisms can promote
diversification when the search gets stuck at local optima. Tabu mechanism encourages exploration and
avoids short-term cycling by ignoring previously visited solutions [21]. Restart mechanism can move the
search to a different region in the search space to escape local optima [19,20]. Hyper-heuristic algorithms
may have several parameters that necessitate control within heuristic selection, move acceptance, or low-level
heuristics [3]. The selection of appropriate parameter values is essential for achieving increased performance.

This work offers a simpler analysis of all competing algorithms from CHeSC. The main contribution of
this study is the identification of effective implementation methods for key components of selection hyper-
heuristics by finding the similarities among the top-ranking algorithms. Ineffective strategies are recognized
by detecting the similarities among the bottom-ranking algorithms. To achieve this, participating algorithms
are categorized based on their similarities in implementation methods for each algorithmic component. The
performance of different methods is compared using the average ranking of algorithms employing the same
strategy, derived from the final leaderboard of the competition. The algorithms are not subjected to additional
execution or re-ranking in this study. Instead, the study relies on the results and rankings provided by the
competition organizers.

This study is intended for designers of selection hyper-heuristic algorithms. Although our review
focuses on CHeSC algorithms, we ensure the relevance of our findings by relating them to trends observed in
recent algorithms. This approach enables our analysis to reflect progress in the field while offering valuable
insights for the development of future algorithms. The effective implementation methods identified in this
study can serve as focal points for future research aimed at enhancing search performance. By concentrating
on these methods, researchers can refine algorithms using proven strategies. The findings can also aid future
algorithm designers in creating effective algorithms for solving various optimization problems. The research
questions (RQ) of the study are as follows:

RQ1: What are the main characteristics of the proposed algorithms for CHeSC competition?
RQ2: What are the good and bad practices for key components of selection hyper-heuristics, including

search points, search phases, heuristic selection, move acceptance, feedback, Tabu mechanism, restart
mechanism, and low-level heuristic parameters, observed in the CHeSC algorithms?

RQ3: How do the results obtained from the analysis of the CHeSC algorithms align with the trends
identified in recently introduced hyper-heuristics?
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RQ4: What are the recommendations for future studies related to selection hyper-heuristics?
The rest of the paper is structured as follows: Section 2 describes related works on core components

of selection hyper-heuristic and CHeSC. The methodology for the analysis is described in Section 3. The
following sections are structured to answer each research question. The HyFlex framework and the main
characteristics of the participating algorithms are summarized in Section 4 (RQ1). Section 5 discusses the
classification and implementation of key components of selection hyper-heuristics for the CHeSC algorithms
(RQ2). A comparison between the findings from the review with the trends observed in recent algorithms
is included in Section 6 (RQ3). Section 7 highlights future research recommendations related to selection
hyper-heuristics based on the review findings (RQ4). Finally, Section 8 summarizes the study, discusses
limitations and provides suggestions for future work.

2 Related Works
The core components of selection hyper-heuristic frameworks are heuristic selection, move acceptance,

and a set of low-level heuristics [11]. Within this framework, the selection mechanism determines which
low-level heuristic to apply to a working solution, whereas move acceptance establishes whether the resulting
solution will replace the existing one. Hyper-heuristics have been explored in a wide array of optimization
problems. Related works have been reviewed in various contexts, as summarized in Table 1.

Table 1: Summary of existing reviews on selection hyper-heuristics

Authors Key findings/methodologies
Burke et al. [9] Provided an overview of hyper-heuristic algorithms, encompassing

both selection and generation paradigms.
Drake et al. [3] Extended the classification of selection hyper-heuristics and discussed

existing frameworks.
Sánchez et al. [2] Analyzed the optimization problems in which hyper-heuristics are

employed.
Pillay [29] Provided a review focused on educational timetabling problems.

Branke et al. [30] Discussed implementations in production scheduling.
Pillay et al. [31] Introduced a novel taxonomy to classify hyper-heuristic algorithms

based on their level of generality and proposed performance measures
for generality.

Van Onsem et al. [32] Highlighted core concepts within CHeSC 2011 competing algorithms.

The primary components of selection hyper-heuristics, namely heuristic selection and move acceptance,
have been subject to extensive analysis in the literature. Ozcan et al. [11] conducted tests using differ-
ent combinations from seven heuristic selection methods and five move acceptance methods in solving
benchmark functions. Results revealed that the heuristic selection methods exhibit minimal performance
differences. In contrast, move acceptance methods significantly affect algorithm performance, with the
Improving and Equal strategy proving to be the most effective. Kiraz et al. [13] investigated 35 combinations
of five heuristic selection methods and seven move acceptance methods to solve problems in a dynamic
environment. Their findings indicated that heuristic selection methods with learning capabilities excel in
dynamic settings. Conversely, move acceptance methods with parameters, such as Simulated Annealing
(SA), yield poor results, whereas accepting all moves is the least effective. Misir et al. [33] evaluated the
generality of different heuristic selection and move acceptance configurations in solving problems with
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different low-level heuristics sets. Their analysis underscores that the performance of heuristic selection
is also influenced by other algorithmic components and runtime. Move acceptance was found to impact
performance, but it is essential to ensure compatibility with the chosen heuristic selection method. The set of
low-level heuristics employed also affects performance, as they possess varying improvement characteristics
that can be leveraged best by different selection strategies.

Zamli et al. [12] assessed the performance of four heuristic selection and move acceptance methods,
including the newly developed Fuzzy Inference Selection (FIS), in solving the t-way test generation problem.
The results showed that FIS outperforms the Exponential Monte Carlo with counter (EMCQ) and Choice
Function (CF), albeit it exhibits slower execution times. Castro et al. [14] focused on the Multi-objective
Particle Swarm Optimization Hyper-heuristic, examining four heuristic selection methods, including CF,
multi-armed bandit, roulette-based and random approaches. Roulette-based selection emerged as the most
effective across 30 instances of multi-objective benchmark problems. Random selection lags behind the other
methods, emphasizing the advantages of non-arbitrary selection strategies. Jackson et al. [10] established a
taxonomy for move acceptance methods and conducted an empirical study comparing well-known methods.
SA was found to be the most effective approach in the context of cross-domain search. Furthermore, they
confirmed the contribution of move acceptance methods to algorithmic performance.

In addition to heuristic selection and move acceptance, other components of selection hyper-heuristics
impact algorithmic performance, as evidenced in the literature. Several studies explored the role of learning
mechanisms in heuristic algorithms. Yates et al. [15] investigated the effect of learning effective heuris-
tic sequences from a set of training instances on the performance of solving cross-domain instances.
They showed that offline learning enhances the performance of a sequence-based hyper-heuristic and
outperforms the online learning approach. Alanazi et al. [34] compared four approaches for controlling
selection probabilities in solving a well-known runtime analysis function. They concluded that learning
schemes do not consistently improve performance. Further analysis has shown that the effectiveness of
learning schemes is most prominent when there are significant performance variations among the low-level
heuristics. This aligns with the findings of Misir et al. [33] that underscore the impact of the set of available
low-level heuristics.

Misir et al. [16] investigated whether a learning strategy combined with a Tabu low-level heuristic
mechanism can improve algorithmic performance. Experiments on the home care scheduling problem, a
variant of VRP, demonstrated that the proposed strategy led to improved outcomes. An additional analysis
was conducted to inspect the impact of Tabu duration. The analysis revealed that an optimal range of values
exists, and deviating from this range can significantly hinder performance. These findings underscore the
importance of carefully tuning algorithmic parameter settings to achieve performance enhancements. This
principle is further substantiated by research conducted by Lissovoi et al. [18]. In their study, the impact of
using static vs. adaptive values for the learning period (τ) parameter in a random gradient hyper-heuristic
algorithm was explored. The comparative analyses on standard unimodal benchmark functions indicated
that adaptive parameter values have the potential to enhance algorithmic performance. Furthermore, the
research revealed that the optimal parameter value can vary across different problem instances.

Misir et al. [16]’s evaluation has also highlighted the influence of the Tabu mechanism, particularly
involving low-level heuristics, on algorithmic performance. The Tabu list, also referred to as a prohibition
list, was identified as one of the diversification strategies by Sarhani et al. [35], along with search restart and
randomization. Other diversification strategies have also been identified as influential to algorithmic perfor-
mance. Adriaensen et al. [17] conducted an Accidental Complexity Analysis on the winner of the CHeSC
2011 competition, AdapHH. The analysis delved into the performance contributions of each sub-mechanism
within the algorithm. The results of the analysis indicated that the restart mechanism incorporated within
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the algorithm’s threshold acceptance criterion significantly contributed to its overall performance. However,
the Tabu mechanism within the algorithm did not make a substantial contribution to performance. This
underlines the importance of understanding how different algorithmic components can impact each other’s
performance. Table 2 summarizes the algorithmic components examined in previous studies, emphasizing
the novelty of our work in offering a comprehensive review.

Table 2: Summary of comparative studies on algorithmic components

Authors Heuristic
selection

Move
acceptance

Feedback Tabu
mechanism

Restart
mechanism

Algorithmic
parameters

Ozcan et al. [11] ✓ ✓
Kiraz et al. [13] ✓ ✓
Misir et al. [33] ✓ ✓ ✓
Zamli et al. [12] ✓ ✓
Castro et al. [14] ✓
Jackson et al. [10] ✓

Yates et al. [15] ✓
Alanazi et al. [34] ✓ ✓

Misir et al. [16] ✓ ✓ ✓
Lissovoi et al. [18] ✓ ✓

Adriaensen et al. [17] ✓ ✓
This study ✓ ✓ ✓ ✓ ✓ ✓

The CHeSC 2011 algorithms continue to serve as benchmarks in numerous recent publications, as
highlighted in [3]. The selection hyper-heuristics included in the CHeSC 2011 competition have been
discussed, analyzed and utilized as benchmarks in other research publications. Burke et al. [9] provided
an overview of hyper-heuristics covering the early approaches, classifications, learning components, and
research trends in the field. Four algorithms that competed in CHeSC 2011 were included in the survey. Drake
et al. [3] focused on extended classification, benchmark frameworks, cross-domain search, and problem
domains in selection hyper-heuristics. HyFlex framework and CHeSC 2011 were extensively discussed, and
ten of the competing algorithms were described. However, both reviews only provided summaries and lacked
an in-depth analysis and comparison. In contrast, Van Onsem et al. [32] produced a report of the CHeSC
algorithms, highlighting core concepts such as iterated local search, reinforcement learning, and Tabu search.
They concluded that an algorithm’s performance relies on combining various techniques, and no single
technique used independently leads to large performance gains.

Adriaensen et al. [36] conducted a comparative study to assess the generality of two CHeSC 2011
algorithms (AdapHH and EPH) in solving three additional problem domains: 0–1 knapsack problem,
quadratic assignment problem and max-cut problem. Their experiments showed that AdapHH, the winner of
CHeSC 2011, exhibits superior generality and consistency even when considering the extended set of problem
domains. The authors also pointed out that AdapHH’s shortcoming is in its complexity, which they examined
in detail through the complexity analysis in Adriaensen et al. [17]. The analysis identifies complex algorithmic
components that can be eliminated with minimal performance loss to reduce the overall complexity. A less
complex variant of the algorithm, Lean-GIHH, is proposed from the analytical results. Drake et al. [37]
investigated the crossover control mechanism by substituting the one in AdapHH with another from the
literature and using AdapHH’s in a Modified Choice Function-All Moves hyper-heuristic. They concluded
that the control strategy has no impact on the algorithm’s performance. Notably, AdapHH has received most
of the attention in terms of analysis and comparison, leaving other algorithms overlooked.
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The algorithms from CHeSC 2011 have also served as benchmarks in other studies. Numerous works
utilize the HyFlex framework to compare their proposed algorithms against CHeSC 2011 algorithms, either
with the original problem domains or the extended ones. Table 3 lists the benchmark set used in studies
that evaluated algorithms using the HyFlex framework. For a comprehensive summary of works utilizing
the HyFlex framework before 2020, refer to Drake et al. [3]. Soria-Alcaraz et al. [38] compared their iterated
local search hyper-heuristic to the CHeSC 2011 contestants exclusively on vehicle routing problems. Their
algorithm achieved a third-placed ranking among the competitors. Hassan et al. [39] integrated a dynamic
heuristic set selection (DHSS) into the Fair-Share Iterated Local Search (FS-ILS) hyper-heuristic [40], which
surpassed the performance of all CHeSC 2011 algorithms. The comparison, using the original HyFlex problem
domains, showed that DHSS improved FS-ILS. Zhao et al. [41] introduced a hyper-heuristic algorithm that
incorporates multi-armed bandit, relay hybridization and a genetic algorithm. The algorithm produced
highly competitive results against the top five CHeSC 2011 algorithms in most problem instances and
generalized well across the original domains.

Table 3: The HyFlex benchmark set used by previous studies

Authors Original set Extended set
Gümüş et al. [22] ✓

Kletzander et al. [23] ✓

Mischek et al. [24] ✓

Adubi et al. [25] ✓ ✓

Drake et al. [37] ✓

Ferreira et al. [42] ✓

Hassan et al. [39] ✓

Özcan et al. [43] ✓

Zhao et al. [41] ✓

Soria-Alcaraz et al. [38] ✓

Gümüş et al. [44] ✓

In [25], an evolutionary algorithm-based iterated local search (EA-ILS) hyper-heuristic was presented,
featuring a novel mutation operator. The study compared the algorithm’s performance in solving all 30
instances of the extended HyFlex problems against seven hyper-heuristics, which included two from CHeSC
2011. The algorithm demonstrated superior generalization compared to other algorithms. Additionally, when
applied to address the original HyFlex set, EA-ILS outperformed all algorithms from the competition.
Mischek et al. [24] proposed a reinforcement learning approach incorporating different state space represen-
tations and an intelligent reset mechanism. The algorithm would have come in second place, beating other
reinforcement learning-based algorithms in the competition. Kletzander et al. [23]’ large state reinforcement
learning-based algorithm managed to outperform all 20 competitors from CHeSC 2011. Gümüş et al. [22]
proposed using F-Race as a parameter tuning method for a steady-state memetic algorithm (SSMA) to
investigate its efficacy in cross-domain search. They compared the performance of SSMA without tuning [43]
with SSMA tuned using the F-Race or Taguchi method in the CHeSC 2011 competition setup. The tuned
SSMA ranked higher (fourth place) compared to the untuned variant (22nd of 25 algorithms).
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3 Methods
This study conducts a review analysis of the top 20 algorithms that competed in CHeSC 2011, aiming to

examine their algorithmic designs. These algorithms are chosen as they continue to be utilized as benchmarks
in recent studies such as [22–25], highlighting their relevance. Furthermore, the algorithms utilize the same
framework, i.e., the HyFlex framework, streamlining the analysis process. The source codes and supporting
documentation for the algorithms are also readily available, enabling us to easily identify the implementation
methods for the algorithmic components examined.

More recent selection hyper-heuristics utilizing the HyFlex framework as highlighted in Section 2.
However, we excluded these algorithms from our review analysis due to the unavailability of their source
codes and to limit the scope of our study. Nevertheless, we provide a brief comparison of the analysis findings
from the CHeSC 2011 algorithms to the trends observed in recent algorithms in Section 6. The inclusion and
exclusion criteria for the review analysis in this study are summarized in Table 4.

Table 4: Inclusion and exclusion criteria of the study

Inclusion criteria Exclusion criteria
1. The algorithm must utilize the HyFlex

framework.
1. The algorithm is not implemented using the

HyFlex framework.
2. The algorithm must have participated in the

CHeSC 2011 competition.
2. The algorithm did not participate the CHeSC

2011 competition.
3. The algorithm must be listed in the final

leaderboard of the CHeSC 2011 competition.
3. The algorithm is not included in the final
leaderboard of the CHeSC 2011 competition.

4. The algorithm must have readily available source
code and design documentation.

4. The algorithm does not have readily available
source code and design documentation.

This study examines eight key components of selection hyper-heuristics: search points, search phases
heuristic selection, move acceptance, feedback, Tabu mechanism, restart mechanism, and low-level heuristic
parameter control. The algorithmic attributes for each component are categorized based on existing classifi-
cation where available. Otherwise, the attributes are classified based on their similarities. The implementation
methods of each algorithm from CHeSC 2011 are identified from the source codes and supporting documen-
tation. We adapt the quality index as in [45,46] to evaluate the performance of the different implementation
methods. Quality index QI ∈ [1, n] is assigned based on the ranks of the algorithms in the competition
results, where the top-ranked algorithm receives n (number of competing algorithms). Each succeeding
algorithm in the ranked list is given one lower quality index than the one ranked before it. Discussions on
each algorithmic component are presented based on the comparisons between different implementation
methods. The components examined in this study are summarized in Fig. 1.

The quality index analysis relies on the rankings within the leaderboard, which are determined by the
performance metric used to rank the algorithms. In the HyFlex framework, algorithms are ranked using
a scoring system inspired by Formula 1 (F1) racing, based on the median values among 31 runs. Recent
research has introduced two performance metrics: average rank (μrank) and average normalized objective
function value (μnorm) [47]. μrank also uses median values among 31 runs but assigns scores to all positions
rather than just the top eight. In contrast, μnorm is calculated as the average of all normalized individual
objective function values across all instances. It considers the performance of all runs instead of just the
median value. We focus on the leaderboard using F1 scores, as this method aligns with the scoring used in
the actual competition.
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Components of 
Selection Hyper-

heuristics

Heuristic 
selection

Search point

Search phases

Selection 
methods

Move acceptance
Feedback / 

learning
Diversification 

strategies

Tabu mechanism

Restart / 
reinitialization 

mechanism

Parameter 
control

Low-level 
heuristic 

parameters

Figure 1: Components of selection hyper-heuristics discussed in this study

Additionally, statistical tests are conducted to validate the findings. Due to the unavailability of individ-
ual algorithmic run results, the tests rely on the normalized median objective function values of 30 HyFlex
problem instances, following the approach by Di Gaspero et al. [48]. The normalization is performed using
using the formula norm (median, i) = (median(i)−medianbest(i))

(medianworst(i)−medianbest(i)) , where median (i) represents the median
value from 31 runs by an algorithm for instance i, whereas medianbest (i) and medianworst (i) represents the
best and worst median value among the 20 CHeSC algorithms for instance i. To represent each category
of algorithmic components, the normalized median values of the members within a category are averaged
to form a dependent sample for the category. This approach is chosen to simplify comparisons, given the
unequal number of members across categories, and to focus on category-level performance rather than
individual algorithms. The Shapiro-Wilk Royston test [49] is used to assess the normality of each sample,
determining the subsequent tests. If all samples are normally distributed, the repeated measures ANOVA [50]
is performed to detect significant differences among categories, followed by the post-hoc Tukey’s test [51]
for pairwise comparisons. If any sample is non-normal, the non-parametric Friedman test [52] is employed,
supplemented by the Wilcoxon signed-rank test [53,54] for pairwise analysis. All tests are conducted with a
significance level of 0.05.

4 Main Characteristics of Cross-Domain Heuristic Search Challenge (CHeSC) 2011 Algorithms
CHeSC 2011 competition uses the HyFlex framework to evaluate the competing algorithms based on

their ability to find high-quality solutions within given time limits. The HyFlex framework is a Java program
that provides a set of problem instances from different domains with varying complexity [7]. There are
two distinct sets of problem instances within the framework. The original set consists of 30 instances,
encompassing problems from six distinct domains, each comprising five instances. These instances pertain to
problems within the field of combinatorial optimization. During the competition, participants are provided
with only four problem domains, these being the Boolean satisfiability (SAT) [55], one-dimensional bin
packing (BP) [56], personnel scheduling (PS) [57], and permutation flowshop (PFS) [58]. The two hidden
domains are the travelling salesman problem (TSP) [59] and the vehicle routing problem (VRP) [60].
The HyFlex instances set was later expanded with three additional domains by Adriaensen et al. [36]: 0–
1 Knapsack (KP) [61], Quadratic Assignment (QAP) [62], and Max-Cut Problem (MaxCut) [63]. Each
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algorithm underwent 31 executions, each with a time limit of 10 min. The competing algorithms were ranked
based on the median solution quality achieved in these runs, and the F1 scoring system was employed to
assign a score. The scores were then aggregated and used to determine the final rankings on the leaderboard
across various problem domains. Readers are referred to the original works by Burke et al. [8] and Ochoa
et al. [7] for more information. Table 5 shows the final leaderboard of the CHeSC 2011 competition.

Table 5: Results of the CHeSC 2011 competition

Rank Algorithm Total SAT BP PS PFS TSP VRP
1 AdapHH 181.00 34.75 45.00 9.00 37.00 40.25 15.00
2 VNS-TW 134.00 34.25 3.00 39.50 34.00 17.25 6.00
3 ML 131.50 14.50 12.00 31.00 39.00 13.00 22.00
4 PHunter 93.25 10.50 3.00 11.50 9.00 26.25 33.00
5 EPH 89.75 0.00 10.0 10.50 39.00 36.25 12.00
6 HAHA 75.75 32.75 0.00 25.50 3.50 0.00 14.00
7 NAHH 75.00 14.00 19.00 2.00 22.00 12.00 6.00
8 ISEA 71.00 6.00 30.00 14.50 3.50 12.00 5.00
9 KSATS-HH 66.50 24.00 11.00 9.50 0.00 0.00 22.00
10 HAEA 53.50 0.50 3.00 2.00 10.00 11.00 27.00
11 ACO-HH 39.00 0.00 20.00 0.00 9.00 8.00 2.00
12 GenHive 36.50 0.00 14.00 6.50 7.00 3.00 6.00
13 DynILS 27.00 0.00 13.00 0.00 0.00 13.00 1.00
14 SA-ILS 24.25 0.75 0.00 19.50 0.00 0.00 4.00
15 XCJ 22.50 5.50 12.00 0.00 0.00 0.00 5.00
16 AVEG-Nep 21.00 12.00 0.00 0.00 0.00 0.00 9.00
17 GISS 16.75 0.75 0.00 10.00 0.00 0.00 6.00
18 SelfSearch 7.00 0.00 0.00 4.00 0.00 3.00 0.00
19 MCHH-S 4.75 4.75 0.00 0.00 0.00 0.00 0.00
20 Ant-Q 0.00 0.00 0.00 0.00 0.00 0.00 0.00

Two notable features of HyFlex that will be discussed throughout this paper are the classes of low-level
heuristics and the heuristic parameters. Low-level heuristics are classified into different types: mutational,
ruin-recreate, local search, and crossover. Additionally, the behaviour of the low-level heuristics can be
controlled using two parameters, namely depth of search (DOS) and intensity of mutation (IM). DOS only
applies to local search heuristics, whereas IM is for mutational and ruin-recreate heuristics, both of which
specify how much the solution can change. Both parameters have a default value of 0.2 and can increase up
to 1.0.

Several algorithms from the competition have been reviewed in Drake et al. [3], including AdapHH [45],
VNS-TW [64], ML, PHunter [65], EPH [66], HAHA [67], NAHH [68], ISEA [69], GenHive [70], and
AVEG-Nep [48]. Readers are referred to their work for the explanation of those algorithms. The remaining
algorithms are examined using their source codes, design documentation, and extended abstracts available
at https://github.com/seage/hyflex/tree/master/hyflex-hyperheuristics (accessed on 25 December 2024). The
following provides a description of the main characteristics of each algorithm, presented in the order of their
rankings in the competition.

https://github.com/seage/hyflex/tree/master/hyflex-hyperheuristics
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KSATS-HH: Achieving a ninth position in the competition, the algorithm demonstrated good perfor-
mance in solving SAT and VRP problems, while it struggled with PFS and TSP. The algorithm is a hybrid
approach that combines reinforcement learning, Tabu search, and simulated annealing. Heuristic selection
follows a tournament selection of size two, where heuristics are chosen based on their ranks. Reinforcement
learning adjusts the heuristic ranks, increases if heuristic improves the working solution and decreases if it
fails. A Tabu mechanism is used, where heuristics that fail to improve the solution are added to the Tabu list
with a tenure of seven rounds. Simulated annealing is employed for move acceptance, considering the fitness
change relative to the best solution. The cooling schedule resets when the maximum iterations are exceeded,
with this value influenced by heuristics’ execution time.

HAEA: Producing the second-best results in solving VRP, contributing to an overall tenth position for
the Hybrid Adaptive Evolutionary Algorithm Hyper Heuristic (HAEA). Low-level heuristics are divided into
two subsets: one includes a mix of local search and other types of heuristics, whereas the other comprises the
remaining local search heuristics. Heuristics from both subsets are applied iteratively, ensuring that a local
search heuristic is the last to be applied. Heuristics are selected based on their probabilities, which increase or
decrease depending on whether they improve the working solution, employing the roulette wheel strategy.
The move acceptance strategy only accepts improving solutions. If a non-improving solution is found, the
heuristic receives a penalty (decrease in selection probability), IM and DOS values are adjusted, and the soft
replacement policy is applied to assess if a search restart is needed. The soft replacement policy applies local
search heuristics using default parameter values and triggers a search restart if the range of DOS has been
tested. Upon a search restart, the current solution is changed using random heuristics from the two subsets,
and the subsets are updated through random permutation. Additionally, heuristic parameters are adjusted
when no improvement is seen, and resets when a maximum value is reached. The value of IM is inversely
related to the DOS value, that is, if IM = 0.4, then DOS = 0.6.

ACO-HH: The algorithm performed third best for BP instances and finished eleventh in the competi-
tion. It adopted an Ant Colony Optimization (ACO) approach tailored for selection hyper-heuristics [71].
The algorithm employs ants that traverse a path, applying a low-level heuristic at each step. All ants start from
the same solution, which is the best solution from the previous iteration. For each iteration, 30 ants search
independently by applying low-level heuristics five times. This approach means that the algorithm maintains
a population of solutions. Heuristics are selected according to both the pheromone and heuristic information
of ACO. The pheromone factor considers the average improvement obtained by a complete path solution,
whereas the heuristic information factor considers the average improvement obtained for the component.
Heuristics are selection based on their probabilities, following the roulette wheel approach. The algorithm
also maintains a different selection probability for the heuristic parameter values. In each application, the
heuristic information and its parameter value are updated to reward or penalize the heuristic.

DynILS: This algorithm performed better on BP and TSP than on other problems. DynILS is a dynamic
iterated local search that selects perturbative heuristics and their IM value. At each iteration, one perturbative
(mutational or ruin-recreate) and one local search heuristic are applied to the incumbent solution, indicating
a single-point and iterated search phases approach. Heuristics are selected using the roulette wheel strategy,
where the selection probabilities of these heuristics are adjusted based on whether improvement is achieved
or not. Heuristic performance is measure by their normalized fitness delta relative to their possible values.
The incumbent solution is only replaced when an improvement is found. Additionally, the heuristic
parameter values are rewarded or penalized according to their performance. No Tabu or restart mechanisms
are employed within the algorithm.

SA-ILS: SA-ILS obtained most of its total score from the personnel scheduling problem, ranking
fourth. The algorithm employs two strategies: Iterated Local Search Hyper-heuristic (ILSHH) and Simulated
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Annealing Hyper-heuristic (SAHH), chosen based on the average execution time of local search heuristics
for each problem instance. Before initiating the search process, each local search heuristic once in a random
order, and the results guide the choice of strategy and heuristic parameters. For instances with extended
execution times, ILSHH is employed, whereas SAHH is utilized for instances with shorter execution times.
ILSHH applies one random perturbative heuristic followed by all local search heuristics in a random
sequence. The acceptance strategy allows a non-improving solution to be accepted after seven consecutive
iterations without improvement. For SAHH, a random local search heuristic is used until no improvements
are observed for seven consecutive iterations. The final solution is accepted only if it improves; otherwise,
a random perturbative heuristic is applied. Besides, the low-level heuristic parameters differ based on the
algorithm: ILSHH uses IM and DOS values of 0.4, whereas SAHH uses IM of 0.8 and DOS of 0.6. These
parameters remain constant throughout search process.

XCJ: XCJ (eXplore-Climb-Jump) is a hill climbing-based selection hyper-heuristic that performed best
on BP compared to other problem domains. The low-level heuristics are classified into explore heuristics
(crossover and ruin-recreate) and exploit heuristics (local search and mutational). The algorithm applies
each explore heuristic to the current best solution, generating multiple solutions. Subsequently, each solution
undergoes a sequential application of all exploit heuristics, starting from local search to mutational heuristics,
until ten consecutive non-improving iterations. After each application of exploit heuristic, the resulting
solution is compared to the best solution. An improving solution is always accepted, whereas a worsening
solution is accepted only if the fitness delta is less than 0.2. The fitness delta is calculated as one minus the
fitness before divided by the fitness after application. The algorithm does not include Tabu mechanism, restart
mechanism, or heuristic parameter control.

GISS: Generic Iterative Simulated-Annealing Search (GISS) applies a random heuristic and utilizing
simulated annealing move acceptance at each iteration. Heuristics are selected without considering their
performance. The move acceptance allows non-worsening solutions, where the simulated annealing temper-
ature is influenced by the heuristic’s execution time and fitness delta. The algorithm incorporates a restart
mechanism to reinitialize move acceptance parameters, heuristic parameters, and the working solution. The
search restart is triggered when the number of non-accepted iterations exceeds a threshold, calculated as
the number of heuristics for the problem instance multiplied by two. This threshold doubles if the current
solution is within 1.5 times of the best solution. Upon restart, the temperature resets to its initial value.
Heuristic parameter values may be modified, with IM and DOS increased by 1.1 times with a probability of 0.2,
and the working solution is updated by applying randomly selected ruin-recreate then mutation heuristics.
The algorithm achieves moderate performance for PS and VRP.

SelfSearch: This population-based algorithm adapts its strategy, either explorative or exploitative,
depending on the number of expected generations (or iterations) remaining before reaching the time limit.
Before initiating the search, each heuristic is applied once to calculate the expected number of generations,
based on their execution times and population size. Afterwards, the expected generations are updated after
each generation. The two strategies differ in their heuristic selection, search restart methods, and heuristic
parameter values to either promote exploration or exploitation. Heuristic selection follows the roulette wheel
strategy, which depends on feedback from factors including fitness delta, execution time, usage frequency,
frequency of repetitions, and frequency of non-improvements. Besides, the Adaptive Pursuit approach
dictates that the explorative strategy prioritizes heuristics with lower frequency of repetition and higher
improvement rate, whereas the exploitative strategy only prioritizes higher improvement rate. The selected
heuristic is applied to all individuals in the population of solutions. Move acceptance is incorporated into
the population update, which follows elitist survival selection while avoiding duplicate solutions. A restart
mechanism is triggered when the number of consecutive non-improvement iterations exceeds a threshold,
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determined by the expected number of generations. Different restart actions are applied depending on the
remaining number of generations. During the first half of the search, the DOS value is increased, a ruin-
recreate heuristic is applied when DOS reached 1.0 and the current heuristic is applied to all solutions in
the population. In the final half of the search, the IM value is increased, a ruin-recreate heuristic is applied
when IM reached 1.0, and the heuristic with the highest improvement rate is applied to all solutions in
the population. Additionally, different heuristic parameter values are used based on the strategy employed.
For the explorative strategy, high IM and low DOS values are used, with IM increasing proportional to the
number of local optima reached after a restart. For the exploitative strategy, low IM and high DOS values
are used, with DOS increasing proportional to the number of local optima reached after a restart. Tabu
mechanism is not incorporated in this algorithm. SelfSearch performed fairly in PS and TSP.

MCHH-S: MCHH-S, a single objective variant of the Markov chain Hyper-heuristic [72], performed
well only on SAT. The algorithm utilizes a Markov chain for heuristic selection, considering heuristics’ quality
scores derived from fitness delta and execution time. Each iteration involves applying a heuristic to one
solution from a population of solutions, updating the quality score and deciding to accept or reject the
resulting solution. The quality score is calculated as fitness delta multiplied by one minus the time taken
by the heuristic over the maximum time. Improving moves are always accepted, whereas non-improving
moves have a gradually increasing probability of acceptance, proportional to the number of consecutive non-
accepted iterations, reaching a 100% acceptance chance after five non-accepted iterations. Upon acceptance,
a different heuristic (of any type) and solution is selected for the next iteration. Otherwise, a local search
heuristic is applied to the current solution in the next cycle. This algorithm does not involve Tabu mechanism,
restart mechanism, or heuristic parameter control.

Ant-Q: Ant-Q is a hybridization between an Ant system and Q-learning. In this algorithm, two ants
apply heuristics repeatedly, for a total of n (number of low-level heuristics) times, to the best solution
among them. For the first application in each ant, a heuristic is chosen either using an Ant system (based
on pheromone and heuristic information) or random selection, determined by a random probability. The
remaining applications use heuristics chosen randomly. Each ant maintains n solutions, which are kept
in a population of solutions. For PS instances, only one ant is used. Heuristic selection follows a roulette
wheel strategy, with selection probabilities influenced by pheromone and heuristic information. Q-learning
is incorporated in the update rule for the heuristic selection probabilities. The heuristics’ pheromones are
updated after n heuristic applications and evaporate after 100 iterations. The algorithm uses fixed values for
IM and DOS and does not include Tabu or restart mechanisms. Unfortunately, this algorithm failed to score
in any problem instances.

5 Effective and Ineffective Strategies among CHeSC 2011 Algorithms
We classify the search point, search phases, heuristic selection methods, move acceptance, feedback,

Tabu mechanism, restart mechanism, and low-level heuristic parameters for the CHeSC 2011 competing
algorithms as presented in Table 6. Then, the performance of each implementation method is discussed.
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5.1 Search Point
Drake et al. [3] classified search points of selection hyper-heuristics into single, population, or mixed.

The single-point search involves a continuous process of heuristic selection and move acceptance until
termination, applied to a single solution [9]. Population-based (or multi-point) search applies the same
process to multiple solutions, whereas mixed-point search combines single and population-based searches
sequentially [3].

We illustrate the frequency and average quality index of the search point (see Fig. 2). It shows that the
number of algorithms based on single and multi-point searches is equal, with nine each. Mixed-point search
is only implemented by two algorithms which produce the highest average quality index. The average quality
index for single-point search is slightly higher than for multi-point search algorithms, with 11 and 8.56,
respectively. Among the top five performers, Table 6 indicates the distribution among the three approaches is
equal with two single-point, two multi-point, and one mixed-point algorithm. Although mixed-point search
gives a higher average quality index, its performance gains over the other approaches could not be confirmed
as only two algorithms employ this strategy. On the other hand, it can be observed that a single-point search
is better than a multi-point search.
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Figure 2: Algorithm count and average quality index for search point

Statistical tests revealed a non-normal distribution in the sample for the mixed-point category, necessi-
tating the use of non-parametric tests. The Friedman test identified a significant difference among the groups
with a p-value of 0.0022. Subsequent post-hoc Wilcoxon signed-rank tests confirmed significant differences
across all pairings, validating the performance variations among the implementation strategies.

Fig. 3 presents the boxplot of normalized median values across 30 HyFlex problem instances, averaged
among each group’s algorithms. Lower values indicate better final solutions, whereas a smaller range signifies
greater reliability as there is a reduced performance variability across different problem instances. The mixed-
point approach demonstrates the best performance but exhibits higher variability.

Fig. 4 displays the average quality index using rankings in individual problem domains in the HyFlex
framework. Algorithms employing mixed-point search achieved the highest average quality index in five out
of six domains, except for BP, where single-point search is the preferred strategy. Multi-point search was
outperformed by single-point search in all domains. Upon further inspection, we found that BP instances
are sensitive, where every heuristic application tends to yield an improvement. This observation aligns with
findings by Kheiri et al. [73], who emphasized that exploring new search regions significantly enhances
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performance in BP instances. In time-constrained settings, the single-point approach is advantageous over
multi- or mixed-point approaches, as it enables more frequent heuristic applications to a single solution. In
contrast, the other approaches must apply heuristics to multiple solutions, selecting the best one for the next
iteration while discarding the rest, which may reduce efficiency.

Figure 3: Boxplot of normalized median values for search point
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Figure 4: Average quality index in individual problem domains for search points

5.1.1 Single-Point Search
The single-point search algorithms can further be classified into three different strategies. The first

strategy is applying single or multiple heuristics to a single solution. A single heuristic is selected using
roulette wheel selection (AdapHH), tournament selection (KSATS-HH), and random selection (GISS). The
application of multiple heuristics can be perturbative followed by local search heuristics (HAEA, DynILS,
SA-ILS, ML) or relay hybridization (AdapHH). HAEA and DynILS apply only one local search heuristic,
whereas SA-ILS and ML apply all local search heuristics after the perturbative one. Relay hybridization in
AdapHH chooses a heuristic from a list of efficient heuristics at each step. Adriaensen et al. [17] demonstrated
that the combination of single selection and relay hybridization outperformed the variants utilizing only one
component. Also, relay hybridization contributes most to the performance.

AVEG-Nep conducts parallel independent searches from three different solutions, which is considered
a single-point search supported by Drake et al. [3]. A heuristic type is chosen by reinforcement learning,
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then one random heuristic is selected from the chosen type to be applied to the solutions. Another
strategy is to use multiple algorithm schemata. NAHH runs multiple algorithmic schemata in a race
until the best one emerges. Each schema is parametric and contains different heuristic parameter values,
acceptance probability, mutation probability, and restart probability. Six algorithmic schemata were included:
randomized iterative improvement, probabilistic iterative improvement, variable neighbourhood descent,
iterated local search, simulated annealing, and iterated greedy.

5.1.2 Multi-Point Search
Most multi-point search algorithms utilize a population of solutions (VNS-TW, PHunter, EPH, HAHA,

ACO-HH, GenHive, XCJ, SelfSearch, MCHH-S, and Ant-Q) in three different ways. The first approach is to
maintain a population of solutions where only a single solution is chosen as the working solution for the
iteration (VNS-TW, GenHive). VNS-TW selects a solution using tournament selection, which then undergoes
shaking and local search stages. The new solution replaces the original solution if an improvement is found.
Otherwise, a worse solution from the population is selected for replacement. GenHive conducts searches on a
population of solutions, where at each iteration, only the best solution is improved with heuristic sequences.
Newly produced solutions always replace the old solution in the population.

The second approach employs search from multiple solutions. In PHunter, EPH, SelfSearch, and MCHH-
S, heuristics are applied to different solutions in the population. The population is updated according to
the move acceptance strategy. PHunter applies heuristics to different solutions and updates the population
upon improvement. EPH applies different heuristic sequences to different solutions. Each resulting solution
is compared to the population and placed into the population when it has improved or has a unique fitness
value. MCHH-S applies a heuristic to a single solution until the solution is accepted. Once accepted, a
different heuristic is applied to a different solution. Conversely, in SelfSearch, all solutions in the population
are improved using a heuristic and the population is updated using elitist survival selection. Since SelfSearch
ranked poorly in the competition, elitism in population update is undesirable.

The third approach uses multiple solutions derived from a single solution for either local search (HAHA,
XCJ) or evaluation (ACO-HH, Ant-Q) on each of these solutions. HAHA follows a mixed-point search, where
multiple solutions are generated by applying perturbative heuristics to the solution from the single-point
search phase. Each solution is then applied with a local search heuristic. In XCJ, each perturbative heuristic
is applied to the current best solution to produce multiple solutions. Then, local search heuristics are used
to improve the solutions. ACO-HH and Ant-Q produce multiple solutions for evaluation. Both algorithms
follow the strategies from ACO, modified for selection hyper-heuristics [71]. ACO-HH applies heuristics
chosen by the Ant system to the previous iteration’s best solution at each iteration. In contrast, Ant-Q only
uses the Ant system and Q-learning to determine the first heuristic, with subsequent heuristics chosen
randomly. Each heuristic is applied to the best solution among the ones kept by agents.

Agushaka et al. [74] noted the importance of finding the right balance between population size and
algorithmic iterations to guarantee optimality. Moreover, Malan et al. [75] found that an algorithm with
the same number of function evaluations but different population sizes leads to a significant performance
difference. Table 7 summarizes the population sizes of the multi-point search algorithms. It shows that most
algorithms limit the number of solutions stored to seven. Only ACO-HH has a large population, but we argue
that the performance is maintained since the heuristic reward is updated after each application. EPH only
use a large population for problem instances with short heuristic execution times, which we think is the best
strategy to achieve greater generality. Two algorithms determine the population size based on the number of
heuristics (XCJ and Ant-Q).
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Table 7: Summary of the population size of CHeSC 2011 algorithms

Rank Algorithm Population size
2 VNS-TW 6
4 PHunter 4
5 EPH 2 or 35 (based on problem complexity)
6 HAHA 7

A population of heuristic sequences are included in certain algorithms from the competition. A heuristic
sequence consists of multiple heuristics to be applied successively to the domain solution. Two algorithms
that maintain a population of heuristic sequences, EPH and GenHive, are compared in Table 8. Since EPH
outperformed GenHive, several conclusions can be noted. Firstly, an algorithm with predefined sequences
of perturbative, followed by local search, heuristics outperforms an algorithm without any rules. A dynamic
heuristic sequence length and population size may better suit different problem instances than a fixed one.
Next, evolving heuristic parameters alongside the heuristic sequences (co-evolution) presents performance
gains. Crossover among heuristic sequences may not lead to a better final solution, and elitism may degrade
algorithmic performance compared to evolving every heuristic sequence in the population. A population
updated using tournament selection could outperform a population that always accepts offspring. Deploying
heuristic sequences to multiple solutions enhances search performance compared to applying the sequences
to the same solution. ISEA maintains a population of action sequences which are a series of actions to
be applied to a heuristic sequence. The action sequences include adding, removing, moving, swapping, or
changing heuristics. The action sequences evolved through crossover and mutation, with an elitist population
update strategy. Contrary to the standard evolutionary process, multiple offspring (up to 200) are produced
at each generation using the same domain solution.

Table 8: Comparison between the two algorithms with population of heuristic sequences

Algorithm EPH (P5) GenHive (P12)
Predefined sequences Position 1 or/and 2 for perturbative

heuristics, followed by all local search
heuristics

None

Sequence length 1/2 + nl s (Number of local search
heuristics)

7

Population size n (Number of heuristics) 35
Evolved variables Heuristic and heuristic parameter Heuristic only

Offspring generation Mutation Crossover and mutation
Evolved chromosomes All chromosomes Other chromosomes besides the best

one
Population update Tournament selection Offspring replace parent
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5.1.3 Mixed-Point Search
Population-based algorithms have demonstrated their superiority in achieving global optima [76].

Nevertheless, single-point search strategies can achieve comparable performance by adapting population-
based features, such as utilizing multiple starting points [77] or hybridizing with single-point-based
algorithms [78]. Within CHeSC 2011 algorithms, VNS-TW utilizes a population of solutions that is reduced
to a single solution after 50% of the time limit or when the search stagnates. The search in HAHA is divided
into serial and parallel search phases. Parallel search applies perturbative heuristics to produce multiple
solutions. Then, one non-Tabu solution is chosen for serial search where local search heuristics are applied
to the solution until none of them can improve any further.

5.2 Search Phases
The HyFlex framework provides four types of low-level heuristics for each problem instance: mutational,

ruin-recreate, local search, and crossover heuristics [7]. Mutational, ruin-recreate, and crossover heuristics
are often grouped into perturbative heuristics, including in VNS-TW and ML. Algorithm designers can
employ an iterated search strategy where heuristics are applied iteratively between perturbative and local
search. Categorizing low-level heuristics or operators by their search capabilities enables control between
exploration and exploitation [79]. Algorithms proposed for CHeSC 2011 competition follow one of three
strategies for the sequence of heuristic applications: iterated, optional iterated or non-iterated (see categoriza-
tion in Table 6). Iterated search alternates between phases of applying perturbative and local search heuristics,
where some algorithms may only enforce the strategy optionally. Other algorithms may allow any type of
heuristics to be applied at any point of the search (non-iterated).

We analyze the search phases by tallying the number of algorithms for each strategy and calculating
their average quality index (see Fig. 5). It shows that most algorithms employ the iterated search strategy (10
algorithms), followed by non-iterated search (eight algorithms). The iterated strategy increases algorithm
performance, as evidenced by the higher average quality index and six of the top seven algorithms following
this strategy (see Table 6). Algorithms with optional iterated search scored marginally lower than ones
employing the iterated search strategy, but only two algorithms implemented this strategy. Repeated measure
ANOVA confirmed a significant difference among the groups (p = 4.7969E−16). Post-hoc Tukey’s tests
showed significant differences across all pairings, with p-values lower than 0.0001. Additionally, the boxplot
in Fig. 6 displays normalized median values for different search phases, revealing that the iterated approach
has the smallest interquartile range, reflecting higher reliability.

0

2

4

6

8

10

12

14

Count Quality index (avg)N
u

m
b

er
 o

f 
al

g
o

ri
th

m
s 

/ 
Q

u
al

it
y
 I

n
d
ex

Iterated Non-iterated Optional iterated

Figure 5: Algorithm count and average quality index for search phases
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Figure 6: Boxplot of normalized median values for search phases

The average quality index for iterated search phases in individual domains is consistently high com-
pared to the non-iterated strategy (see Fig. 7), with large differences observed in PS, PFS, TSP, and VRP
instances. Notably, both TSP and VRP problems are routing and optimization problems. They often share
characteristics of having multiple optima and benefit from similar exploratory strategies for effective solution
refinement. PS instances are also characterized as having multiple optimum points [80]. This suggests that
iterated search is effective for multi-modal problems. Meanwhile, the optional iterated approach performed
well in five domains, except for SAT.
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Figure 7: Average quality index in individual problem domains for search phases

The usage of perturbative and local search heuristics can be described as static or dynamic. Most
algorithms impose that perturbative heuristics must be followed by the local search heuristics at each
iteration. For the iterated search strategy, VNS-TW and ML continue the search until reaching a local
optimum using local search heuristics after applying one perturbative heuristic. DynILS and ILSHH of SA-
ILS follow one perturbative heuristic with one and all local search heuristics, respectively. PHunter uses
perturbative heuristics to escape local optima before improving the solution using local search heuristics
with a high DOS. EPH applies every local search heuristic either by a single application or Variable
Neighbourhood Descent after the perturbative heuristics. XCJ produce multiple solutions using perturbative
heuristics before applying all local search heuristics in sequence. Each step in NAHH involves applying ruin-
recreate heuristics followed by local search heuristics. A mutational heuristic is then applied to the resulting
solution with a probability.
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Meanwhile, HAHA and SAHH of SA-ILS employ the phases in reverse to diversify when no improve-
ment is obtained from the local search heuristics. In the optional iterated search strategy, HAEA and ISEA
require starting and ending each iteration’s heuristic sequence with a local search heuristic, but there are no
restrictions for the positions in between. Only SelfSearch switches between the search phases dynamically
based on the expected number of iterations remaining. For each phase, different heuristic selection rules and
parameter values are utilized. Since the algorithm ranked poorly, this feature appears degrading performance.

5.3 Heuristic Selection Methods
Five strategies for selecting heuristics are identified: random, roulette wheel, tournament selection, relay

hybridization and sequential (refer to Table 6). Random selection is utilized by SA-ILS, GISS, and VNS-TW in
the local search phase and NAHH for the selected heuristic type. Roulette wheel selection based on heuristic
performance is the most used strategy, employed by 11 competitors (AdapHH, ML, PHunter, HAHA, HAEA,
ACO-HH, DynILS, AVEG-Nep, SelfSearch, MCHH-S, Ant-Q). ACO-HH and Ant-Q obey the principle of
Ant systems where selection probabilities are also influenced by pheromone evaporation. AVEG-Nep uses a
roulette wheel to select only the heuristic type, and a random heuristic of the type is applied to the solution.

Tournament selection is only used in KSATS-HH using a tournament of size two. AdapHH implements
relay hybridization to select heuristic pairings. Relay hybridization involves multiple heuristics working
together in a sequence, where the output of one serves as the input for the next heuristic [81]. In AdapHH,
the first heuristic is selected by the roulette wheel, and the second is chosen from known good heuristics
for the first. XCJ applies all local search heuristics in sequence. On the other hand, EPH, ISEA, and GenHive
incorporate heuristic sequences modified using genetic operators or action sequences, negating the need for
heuristic selection.

Fig. 8 illustrates the frequency distribution for heuristic selection methods and their average quality
index. It suggests that relay hybridization is the most effective heuristic selection strategy, whereas sequential
is the least effective. Since these strategies only exist in one algorithm, a deeper inspection is necessary. Kheiri
et al. [82] demonstrated the effectiveness of relay hybridization in the HyFlex framework. Zhao et al. [41] also
highlighted its capability to form effective heuristics by pairing existing ones. Lepagnot et al. [83] obtained
good results using relay hybridization to combine three different metaheuristics, although it may be less
effective for simpler problems. The quality index averages indicate a marginally better value for the roulette
wheel strategy (10.0) compared to random selection (9.8). We observed high variability between the methods
implemented by the random selection algorithms. The use of random selection in VNS-TW and NAHH does
not negatively impact search performance as it is used on a small heuristic subset compared to SA-ILS and
GISS. Roulette wheel selection was implemented by more algorithms in the top five positions.

Non-parametric statistical tests indicated significant differences among the groups (p = 4.0908E−10).
Pairwise comparisons revealed that the top performer, relay hybridization, has significant difference to all
other strategies. Interestingly, the sequential approach, which had the lowest average quality index, did
not show significant differences with other strategies, whereas other strategies exhibited differences among
themselves. The no-selection approach (ranked second) showed no significant difference from tournament
selection (ranked third) (p = 0.5999) but was statistically different to both roulette wheel (ranked fourth)
(p-value = 3.7243E−05) and random approach (ranked fifth) (p-value = 0.0030). Tournament selection was
significantly different from the random approach (p = 0.0350) but not from roulette wheel (p = 0.0571).
Roulette wheel selection had no significant difference from the random approach (p = 0.7036).
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Figure 8: Algorithm count and average quality index of heuristic selection methods

Fig. 9 illustrates the distribution of normalized median values for six heuristic selection approaches.
Relay hybridization demonstrates the best performance but includes multiple high-value outliers. The
roulette wheel approach has a narrower interquartile range and a smaller overall range between minimum
and maximum values compared to other approaches.

Figure 9: Boxplot of normalized median values for heuristic selection methods

Relay hybridization achieved the highest quality index in four domains: SAT, BP, PFS, and TSP (refer
to Fig. 10). The best performers in PS are algorithms that do not employ heuristic selection, relying instead
on evolutionary processes to improve solutions. Tournament selection is marginally the best approach for
VRP and performs well for BP and TSP. Between the roulette wheel and random selection, the roulette wheel
is better in BP, PFS, TSP, and VRP, while random selection is better for SAT and PS. These observations are
supported by multiple researchers, noting that search feedback is non-essential for solving SAT [23] and
PS instances [73]. Sequential heuristic selection is the worst strategy for the four domains but offers better
performance for SAT and BP.
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Figure 10: Average quality index in individual problem domains for heuristic selection methods

5.4 Move Acceptance
Move acceptance involves determining whether to accept or reject the outcome of a heuristic applica-

tion [3]. Move acceptance methods can be broken down into stochastic and non-stochastic methods [10].
Stochastic methods accept a solution with a given probability. In contrast, non-stochastic methods make
deterministic decisions about candidate solutions. Within the non-stochastic methods, it can be further
divided into basic or threshold methods. Non-stochastic basic utilizes the objective function value of
previous solutions, whereas non-stochastic threshold relies on a predetermined value as the criterion for
the acceptance threshold. Contrarily, several algorithms deviate from the conventional hyper-heuristic
structure by omitting a move acceptance strategy. The categorization of heuristic selection techniques for the
participating algorithms can be found in Table 6.

Fig. 11 presents the distribution of algorithm count and the average quality index for each move
acceptance method. It shows that most algorithms implemented non-stochastic basic and stochastic move
acceptance methods (six algorithms each). Non-stochastic threshold move acceptance was the least fre-
quently employed technique (three algorithms), yet it yielded the highest average quality index. Conversely,
algorithms lacking a move acceptance have the lowest quality index. Friedman test demonstrated a significant
difference among the groups (p = 4.8205E−12). Post-hoc comparisons showed significant differences in
nearly all pairings, except between basic and stochastic move acceptance (p = 0.1414). Furthermore, the
boxplot of normalized median values for move acceptance shows lower variability for the basic and threshold
approaches (refer to Fig. 12).

Fig. 13 compares the average quality index across problem domains. Threshold move acceptance
obtained the best quality index in all domains, whereas not employing move acceptance led to the worst
quality index. Non-stochastic move acceptance methods performed significantly better in PS, PFS, TSP, and
VRP, indicating a preference for systematic mechanisms. Stochastic move acceptance outperformed non-
stochastic basic move acceptance on SAT and BP, suggesting that some degree of randomness is beneficial
in these domains. BP instances exhibit sensitivity in objective function changes, leading to all moves being
accepted regardless of improvement magnitudes. For SAT instances, escaping local optima is important
for better performance. Acceptance criteria that prioritize diversification, such as those integrated with
restart mechanisms, are more effective [36,82]. The results suggest that incorporating a move acceptance can
enhance search performance, particularly the non-stochastic threshold method.
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Figure 11: Algorithm count and average quality index of move acceptance

Figure 12: Boxplot of normalized median values for move acceptance
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Figure 13: Average quality index in individual problem domains for move acceptance

The two approaches of non-stochastic basic methods are to accept only improving (PHunter, EPH,
HAEA, DynILS, and SA-ILS) or accept improving and equal solutions (VNS-TW). Most algorithms accept
only improving candidate solutions, including. Notably, EPH follows a unique approach by replacing a solu-
tion in its population with only candidate solutions that differ from other solutions within the population.
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The non-stochastic threshold method is implemented by the winning algorithm, AdapHH, which
compares the candidate solution against the previous best solutions kept in a list. Meanwhile, ML accepts a
non-improving solution only if 120 consecutive iterations without improvement have been reached. HAHA
rejects worsening solutions unless five consecutive worsening iterations have occurred and a second of
execution time has passed since the last acceptance of a candidate solution.

A well-known stochastic move acceptance method is SA [84], which has been used in three algorithms
(NAHH, KSATS-HH, and GISS). In NAHH, the move acceptance strategy is different for each algorithmic
schemata, with one of them involving SA. NAHH also employs schemata that directly apply probabilities to
accept a worsening candidate solution, which is also utilized in ISEA, XCJ, and MCHH-S.

Several algorithms, including ACO-HH, GenHive, AVEG-Nep, SelfSearch, and Ant-Q, do not incorporate
a move acceptance strategy. In these algorithms, the solutions are updated every time heuristics are applied.
Notably, Di Gaspero et al. [48] highlighted the trust in the reinforcement learning process within AVEG-Nep,
leading to the acceptance of every candidate solution, including the worsening ones.

5.5 Feedback
Burke et al. [4] classified hyper-heuristics based on the source of feedback during learning. An algorithm

is considered a learning one when it uses feedback from the search process. Learning algorithms process
feedback during the search process, influencing the subsequent decisions made at the hyper-heuristic level.
Algorithms that do not learn from feedback are considered non-learning ones. Learning can be further
divided into online and offline learning. In online learning, the feedback is taken while the algorithm is
in the process of solving the problem, whereas offline learning involves collecting knowledge from a set of
training instances that are expected to be able to generalize for solving the problem. Drake et al. [3] then
extended this taxonomy by adding another category, mixed learning, which combines both offline and online
learning approaches.

We classify the algorithms that competed in CHeSC 2011 based on their nature of feedback
in Table 6. Fig. 14 shows that most algorithms employ the online learning approach (12 algorithms), followed
by the offline learning approach (four algorithms). Notably, the three highest-ranked algorithms implement
online learning. However, the bottom three algorithms are also implementing online learning, which causes
the average quality index for online learning to be lower than for the offline approach. Upon further
investigation, we found no major differences between the online learning strategies utilized by the top three
and the bottom three algorithms. In both cases, the performance of heuristics is measured in terms of the
solution fitness or fitness improvement to help make decisions in heuristic selection. This could indicate that
other features of the algorithm contribute to the performance of the better algorithms. Yates et al. [15] have
also observed that offline learning outperforms online learning. Mixed learning has the highest quality index,
albeit only one algorithm followed the approach. Three algorithms did not have any element of learning,
where they are placed among the worst ten at rank 12, 15, and 17. The significance of learning mechanisms
is evident as numerous prior studies have emphasized the notable improvements linked to the inclusion
of learning mechanisms [12,13,16]. Statistical tests validated significant differences, with the Friedman test
yielding a p-value of 1.8115E−10. Post-hoc Wilcoxon signed-rank tests further validated significant differences
across all pairings. In terms of variability, the mixed learning approach exhibits higher variability, as indicated
by a larger range of normalized median values in Fig. 15.

Regarding the adaptability to different environments, learning approaches are less critical for SAT
instances, where algorithm performance relies more on escaping local optima [23]. The slow execution of
low-level heuristics in PS and VRP instances limited the benefits of feedback mechanisms, making adaptive
or greedy approaches more suitable [73]. Conversely, for PFS instances, feedback mechanisms are crucial
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in enhancing heuristic effectiveness and guiding the search toward high-quality solutions [23,82]. Overall,
learning approaches are well-suited for problems with fast low-level heuristics and large solution space.
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Figure 14: Algorithm count and average quality index for nature of feedback

Figure 15: Boxplot of normalized median values for feedback

Next, we analyze both online and offline learning in terms of the source of feedback (what is measured)
and the decisions (or actions) made based on the feedback in Tables 9 and 10. Algorithms with mixed learning
are included in both analyses since mixed learning is a combination of online and offline learning. The results
show that algorithms with online learning most frequently measure the improvement count (whether the
low-level heuristic applied has improved the solution or not), followed by the value of the improvement,
with seven and six algorithms, respectively. The execution time of the algorithm (time spent or time left
before the time limit) is considered in four algorithms, which influences the heuristic selection and search
strategy. VNS-TW checks whether the same solution is produced to disable the low-level heuristic applied.
SelfSearch measures low-level heuristics performance in multiple metrics, including the number of the same
solution it has produced, the number of non-improvement applications and the total number of applications
for the heuristic.



Comput Model Eng Sci. 2025;142(2) 1259

Table 9: Classification of online learning algorithms according to the source of feedback and decisions made based on
the feedback

Source of feedback Algorithms Decision/actions Algorithms
Solution improvement

count
AdapHH, VNS-TW,

ML, PHunter,
KSATS-HH, HAEA,

DynILS

Heuristic selection AdapHH, ML, PHunter,
HAHA, KSATS-HH,

HAEA, ACO-HH,
DynILS, SelfSearch,

MCHH-S, Ant-Q
Fitness improvement HAHA, ACO-HH,

AVEG-Nep, SelfSearch,
MCHH-S, Ant-Q

Heuristic order VNS-TW, HAHA

Execution time AdapHH, HAHA,
SelfSearch, MCHH-S

Heuristic type AVEG-Nep

Same solution produced
count

VNS-TW, SelfSearch Heuristic set AdapHH

Solution
non-improvement count

SelfSearch Search strategy SelfSearch

Heuristic application
count

SelfSearch

Table 10: Classification of offline learning algorithms according to the source of feedback and decisions made based
on the feedback

Source of feedback Algorithms Decision/actions Algorithms
Execution time NAHH, ISEA, SA-ILS Search strategy PHunter, EPH, SA-ILS

Heuristic application
count within a time limit

EPH Algorithmic
parameter values

EPH, ISEA

Search strategy
application count within

a time limit

EPH Low-level heuristic
parameters

SA-ILS

Search strategy
improvement count

EPH Heuristic set NAHH

Search strategy failure
rate

EPH

Solution
non-improvement count

PHunter

Solution fitness NAHH

The feedback from the search process is most often used to make decisions in heuristic selection,
implemented by 11 algorithms. Two other decisions are within the nature of heuristic selection, which are
heuristic order and heuristic type. VNS-TW and HAHA use feedback information to order a set of low-
level heuristics to be applied sequentially. Meanwhile, AVEG-Nep determines the type of low-level heuristic
(between the four provided in the HyFlex framework) to be applied before randomly choosing one from the
selected type. AdapHH alters the low-level heuristic set available for one phase of the search based on the
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heuristic performance in the previous phase. Finally, SelfSearch controls the search strategy, whether to be
more explorative or more exploitative, based on the time left before the time limit is exceeded.

In the context of CHeSC 2011, we observed offline learning as the process of assessing the difficulty of
the problem instance. This is achieved by applying the low-level heuristics provided for the selected problem
instance before entering the main search process (either loop or other process). Afterwards, feedback from
the learning process is used to make some decisions. Among the 20 competitors, offline learning is observed
in five algorithms (PHunter, EPH, NAHH, ISEA, and SA-ILS). Most of these are placed in the top half of the
competition leaderboard, with SA-ILS being the exception at rank 14.

Our analysis of the source of feedback for offline learning algorithms has shown that most algorithms
measure the execution time of the low-level heuristics. Compared to online learning, there is less emphasis
on the solution fitness after the heuristic application. Besides, execution time is measured related to the
execution time of low-level heuristics instead of the time spent or time left before the time limit. EPH also
gauges the execution time of low-level heuristics, but it does so by counting how many times a heuristic
is applied within a specified time limit. Moreover, the algorithm tests a local search strategy, namely
Variable Neighbourhood Descent (VND), by observing the number of applications within a time limit. The
improvement and failure rate of the executions are then measured to influence the decision on which local
search strategy to implement in the main phase of the algorithm. PHunter also tests different search strategies
in a rehearsal run, which records the number of non-improvement solutions found throughout. Finally,
besides execution time, NAHH also considers the solution quality obtained after heuristic application to
determine the quality of the particular low-level heuristic.

The feedback from offline learning is most frequently used to determine the search strategy to employ
(three algorithms), followed by setting the algorithmic parameter values such as population size (two
algorithms). EPH will avoid VND for instances with a low number of applications within the offline learning
phase. A single heuristic application strategy will be used in such cases. SA-ILS have two different strategies
for local search (SA or iterated local search), determined by the average heuristic execution time. Meanwhile,
EPH uses a smaller population when the low-level heuristic has a long execution time and a bigger population
when the execution time is shorter. In ISEA, chromosome length and population size are among the
parameters adjusted based on the low-level heuristic execution time. Another type of parameter is the one
for the low-level heuristics, namely IM and DOS. SA-ILS uses high IM and DOS values for instances with
computationally inexpensive low-level heuristics, whereas lower values are used for harder (longer time to
solve) instances. NAHH uses the knowledge gathered from the offline learning phase to remove low-level
heuristics that are dominated by other ones from being used during the search process.

Only one algorithm (PHunter) uses mixed learning, and it placed fourth in the competition. Their online
learning component is similar to other algorithms, where the low-level heuristic performance is measured in
terms of solution improvement. Weights are assigned to the heuristics, which will guide heuristic selection.
Meanwhile, the offline learning part resembles EPH and SA-ILS, where they test out different local search
strategies to be implemented by the main search process. Since the algorithm is placed in the top five of
the competition, we argue that mixed learning brings a positive impact on the algorithmic performance.
Furthermore, we contend that offline learning is important as different instances have different low-level
heuristics with varying execution times, which will affect the search process. This is reasonable as it has been
found that parameter adaptation in cross-domain search can increase performance [10], and offline learning
is capable of adjusting algorithmic parameters according to the instance difficulty.
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5.6 Tabu Mechanism
The main mechanism of Tabu search [85] is storing information related to the search process [86].

It features a memory mechanism called Tabu list, which stores either solutions or move operators already
encountered during the search to avoid cycling to them. Information from the Tabu list can be used to
promote diversification by exploring new unvisited areas of the solution space [87]. Talbi [86] gives three
representations for the Tabu list, which are visited solutions, moves attributes, and solution attributes. The
basic approach in implementing the Tabu mechanism is by storing solutions visited throughout the search
process. However, this is computationally expensive and impractical for problems with a large solution space.
A simpler approach is to store moves or solution attributes instead, with the former being the most popular
of all approaches.

Among the CHeSC 2011 algorithms, we identified two approaches in implementing the Tabu mech-
anism, which are storing solutions and low-level heuristics. In most cases, the Tabu mechanism with
solutions stores domain solutions to ensure it is not revisited, whereas the Tabu mechanism with heuristics
prevents ineffective heuristics from being utilized. Besides, several algorithms implement both approaches
since they are not mutually exclusive. None of the algorithms implemented a Tabu mechanism based
on solution attributes. This omission could be attributed to the fact that the HyFlex framework conceals
domain knowledge.

The classification of each algorithm is presented in Table 6, with the frequency distribution and average
quality index for Tabu mechanism methods illustrated in Fig. 16. The results indicated that most algorithms,
specifically 70% (14 algorithms), do not incorporate any Tabu mechanism. All six algorithms that implement
the Tabu mechanism employ the Tabu heuristics approach, with only two of them also implementing the
Tabu solutions approach. Notably, the four best-ranked algorithms utilize a Tabu mechanism, whereas
none of the bottom half performers have. When comparing the average quality index, the Tabu heuristics
approach shows a slightly higher average quality index than the Tabu solutions approach, at 16.83 and
16, respectively. However, the Wilcoxon signed-rank test indicated no significant difference between these
strategies (p = 0.1204). Algorithms with no Tabu mechanism has significantly lower value compared to any
of the Tabu mechanism methods (at 7.79). Statistical tests confirmed significant differences between the no-
Tabu approach and the Tabu-based methods. The existing literature contains conflicting findings regarding
the influence of Tabu mechanisms on algorithmic performance. While Misir et al. [16] recognize its positive
contribution, Adriaensen et al. [17] dispute this perspective.
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Figure 16: Algorithm count and average quality index for Tabu mechanism methods

Fig. 17 presents the boxplot of normalized median values for the Tabu mechanism strategies. It reveals
that the Tabu heuristics approach has a smaller variability compared to the Tabu solutions approach.
Furthermore, the Tabu solutions approach includes an outlier, exceeding 0.7. Tabu mechanisms can address
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challenges posed by problem-specific characteristics. The Tabu heuristics approach is closely related to
learning mechanisms, since often poorly performing heuristics are excluded from the search. The Tabu
solutions approach prevents revisiting previously explored solutions, thereby enhancing solution diversity in
problems with complex landscapes. As noted, feedback is advantageous in certain instances (PFS) but not in
others (SAT, PS, and VRP). Similarly, the Tabu mechanism is beneficial in problems that gain from feedback,
particularly those with fast execution of low-level heuristics and infrequent occurrences of getting trapped
in local optima.

Figure 17: Boxplot of normalized median values for Tabu mechanism methods

The implementation of a Tabu mechanism also involves two parameters, which are the Tabu list size
and Tabu tenure, which will also be discussed. The Tabu list size plays a significant role in determining the
level of restrictions applied to the search process [86]. A smaller Tabu list translates to lower restrictions,
reducing the probability of cycling. In contrast, a bigger Tabu list causes higher restrictions, making cycling
more likely. Furthermore, the Tabu list size can be classified as static, dynamic, or adaptive [86]. The static
type maintains the same list size throughout the search process, whereas the other two types involve variable
list sizes. The distinction between dynamic and adaptive is that the former changes without feedback from
search, whereas the latter adjusts parameter values according to feedback. On the other hand, Tabu tenure
defines the duration, usually measured in the number of iterations, during which a solution or move must
remain in the Tabu list [86].

The Tabu heuristics approach is employed by six algorithms (AdapHH, VNS-TW, ML, PHunter, HAHA,
and KSATS-HH). AdapHH, the competition winner, excludes low-level heuristics from being utilized in
one search phase based on their performance in the preceding phase. At the end of each search phase, the
performance of the low-level heuristics, measured by their quality index, is calculated, and the Tabu list
is updated. Heuristics with quality indices lower than the average value will make up the Tabu list. Both
Tabu list size and Tabu tenure are adaptive, where the former is adjusted based on the quality index, and the
latter increases (up to an upper boundary) when the same heuristic is added to the Tabu list for consecutive
search phases. An analysis by Adriaensen et al. [17] found that the Tabu mechanism in AdapHH does not
significantly improve overall algorithmic performance.

In their iterated local search algorithm [86], VNS-TW implements the Tabu heuristics approach to
avoid applying perturbative low-level heuristics that lead to minimal or excessive changes to the solution.
Perturbative heuristics that result in a worse solution or no changes to the solution following the local search
phase are added to the Tabu list. Otherwise, if a solution with equal fitness is produced, the heuristic is added
with a stochastic probability of 0.2. The Tabu list size is static, and heuristics in the Tabu list are released
according to the first-in-first-out policy. ML incorporates a Tabu mechanism in its local search phase. Local
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search low-level heuristics are added to the Tabu list if they fail to improve the incumbent solution. These
heuristics are removed from the list as soon as any other heuristic successfully yields an improvement. This
approach effectively aids in identifying the local optima, which is the point when none of the heuristics can
further enhance the solution.

Other algorithms, including PHunter, HAHA, and KSATS-HH, have varying implementations of the
Tabu heuristics approach. PHunter controls the usage of perturbative low-level heuristics using a Tabu
mechanism. In HAHA, local search heuristics with a success rate of lower than 1% have a 50% chance of being
discarded. KSATS-HH adds low-level heuristics that failed to improve the working solution to the Tabu list,
which will only be released after seven algorithmic iterations. Both PHunter and HAHA employ the Tabu
solutions approach by storing visited solutions, with HAHA specifically retaining the last 50 solutions.

5.7 Restart Mechanism
The restart procedure within a local search algorithm involves the generation of a new solution, in which

the search process is reinitialized from the solution [35]. Since the restart mechanism has never been reviewed
previously, we provide discussions based on our observations. There are two important dimensions within a
restart mechanism: the condition and the method. The restart condition is related to the process of deciding
when to trigger the restart, whereas the restart method is the action taken to reinitialize the search. Adapted
from the classification of the nature of move acceptance, we categorized the nature of the restart mechanism
as threshold and stochastic. Threshold restart involves a restart that is triggered when some conditions are
met, whereas stochastic restart is triggered probabilistically.

We classified each algorithm from the competition based on their implementation of the restart
mechanism in Table 6. A bar graph of the algorithm count and average quality index is presented in Fig. 18.
The results show that there exist more algorithms with no restart mechanism than ones with a restart
mechanism from either type (12 compared to eight). One notable observation is that most algorithms in the
bottom half of the leaderboard do not implement a restart mechanism. On the other hand, among the eight
algorithms with a restart mechanism, only one implements it stochastically.
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Figure 18: Algorithm count and average quality index for restart mechanism methods

The quality index analysis shows that algorithms with no restart mechanism give out the lowest average
quality index, with 9.42. This implies that a restart mechanism can enhance performance within the HyFlex
framework. Adriaensen et al. [17] has demonstrated the significant role of the restart mechanism in increasing
AdapHH’s performance. Among the implementations of the restart mechanism, the quality index is higher
for stochastic restart, with a value of 14 compared to 11.86 for threshold restart. Friedman test confirmed the
results indicating a significant difference among the groups, with a p-value of 4.4139E−7. Post-hoc Wilcoxon
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signed-rank tests also showed statistical significance across all pairings with p-values smaller than 0.0001.
Additionally, the threshold and stochastic approaches exhibit similar variability, as observed in the boxplot of
normalized median values in Fig. 19. The no-restart approach shows reduced variability, though it achieves
poorer median values.

Within the HyFlex framework, the restart mechanism is particularly effective for SAT instances,
helping escape local optima [36,82]. Kheiri et al. [82] highlighted that restart mechanism is required in
FSP instances for increased performance. Conversely, PS instances, characterized by their slow low-level
heuristics, may gain limited benefits from frequent restarts due to the excessive time spent evaluating
heuristic combinations [82]. The restart mechanism proves advantageous for escaping local optima, making
it particularly beneficial for multi-modal problems.

Figure 19: Boxplot of normalized median values for restart mechanism methods

Next, the restart conditions and methods for each algorithm that implements a restart mechanism are
summarized in Table 11. Among the CHeSC 2011 algorithms, we identified six measures of restart condition:
iteration, time, solution quality, heuristic application, heuristic parameters, and probabilistics. Fig. 20
demonstrates that half of the algorithms (four out of eight) use iteration count as the measure for restart
condition. AdapHH incorporates a restart mechanism into its move acceptance criterion, known as Adaptive
Iteration Limited List-based Threshold (AILLA). In AILLA, there is a threshold level that increases when a
move fails to improve the incumbent solution. This implies that re-initialization is initiated after a certain
number of consecutive non-improvements. HAHA triggers restart when any one of three conditions is met,
with one of them being after six non-improving algorithmic iterations. GISS reinitializes the search when
the maximum number of non-accepted iterations has been exceeded. The maximum number of iterations is
equal to the square of the number of low-level heuristics. SelfSearch will trigger a search restart after a certain
consecutive non-improvement to the best solution. The number of consecutive non-improvement allowed
depends on the improving factor and the expected number of generations before the time limit.

Table 11: Restart conditions and methods of the CHeSC 2011 algorithms with a restart mechanism

Rank Algorithm Restart condition Restart method
1 AdapHH • Iteration • Reinitialize solution.
4 PHunter • Time • Reinitialize solution.

(Continued)
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Table 11 (continued)

Rank Algorithm Restart condition Restart method
6 HAHA • Iteration

• Time
• Solution quality

• Perturb best solution.

7 NAHH • Probabilistic • Reinitialize solution.
8 ISEA • Time

• Heuristic application
• Perturb best solution.

10 HAEA • Heuristic parameters • Perturb current solution.
• Update heuristic subset.

17 GISS • Iteration
• Solution quality

• Perturb current solution.
• Update heuristic parameters.
• Reset move acceptance.

18 SelfSearch • Iteration • Perturb current solution.
• Update heuristic parameters.
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Figure 20: Algorithm count and average quality index for restart condition

The second most frequently employed metric for restart conditions is time, used by three algorithms
(PHunter, HAHA, and ISEA). PHunter calls the restart mechanism when no new solution is produced after a
percentage of the execution time limit has elapsed. One of the other restart conditions for HAHA is the time
elapsed since the last improvement, with one minute being the threshold. ISEA also implement a similar time
condition as HAHA, with an additional condition that the search has progressed for a certain amount of time
after the last restart. Meanwhile, solution quality influences the restart condition in two algorithms: HAHA
and GISS. The final restart condition for HAHA is when the algorithm has produced a solution with a fitness
value that is 150% of the fitness of the current best solution. The maximum number of iterations in GISS is
affected by solution quality, where it doubles when the working solution is within 1.5 times the value of the
best solution. Notably, HAHA is placed in the top half of the leaderboard, whereas GISS is at the bottom half.
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The only difference in the restart condition between the two algorithms is the inclusion of the time metric
for HAHA. This suggests that a restart controlled by time can increase the algorithmic performance.

Other restart conditions are implemented only in one algorithm each. ISEA will also trigger a restart
when a maximum number of fitness evaluations (heuristic application) has been exceeded. HAEA has a soft
replacement policy, which is called when a non-improving solution is found. The policy entails applying
local search heuristics to the best solution using default heuristic parameter values. The restart mechanism
is triggered if the range of parameter values has been tested, which is determined using a control variable.
Finally, NAHH initiates restart using varying probabilities for each of its algorithmic schema.

When comparing the average quality index, it can be observed that the highest value is obtained by
the time metric, with 15. Probabilistic and heuristic application conditions have a high average quality
index (14 and 13, respectively), albeit only one algorithm implements each approach. The other metric
implemented by only one algorithm is heuristic parameters, with a quality index of 11. Iteration and solution
quality measurements are the two lowest-scoring approaches, with average quality indices of 10.5 and
9.5, respectively.

Ideally, a search should be reinitialized once a local optimum is reached. Since most algorithms
record the time or number of iterations as the restart threshold, this implies that most algorithms consider
consecutive non-improvements as local optima. On the other hand, only two of the top five performers
implement a restart mechanism, which are AdapHH (rank 1) and PHunter (rank 4). We assume that VNS-
TW (rank 2) and ML (rank 3) did not require a restart mechanism since both algorithms performed
intensification (applying local search heuristics) until local optima. They define the local optima as the point
where all local search heuristics could not improve the solution any further. At this point, exploration will be
induced by applying perturbative heuristics to switch the point in the search space. Meanwhile, EPH (rank
5) did not require a restart mechanism since a mutation operator is used as their diversification strategy.

For the restart method, Fig. 21 shows that the most popular actions for restarting the search are
reinitializing the solution (using a function provided by HyFlex) or making perturbations to the current
solution, with three implementations each. AdapHH, PHunter, and NAHH employ the former. Notably,
PHunter applies local search heuristics to the newly produced solution before reinitializing the search
process. On the other hand, HAEA applies a random heuristic to the current solution, whereas other
algorithms apply different types of heuristics. GISS applies a ruin-recreate heuristic followed by a mutation
heuristic to the current solution. SelfSearch applies a heuristic to all solutions in the population, with the
type of heuristic determined by the number of expected generations left. When there are more than 50% of
the runtime limit, the current heuristic is applied. Otherwise, the heuristic with the highest improvement
rate will be applied. Between the two approaches, the average quality index observed by algorithms that
reinitialize the solution is higher than algorithms that perturb the current solution, with 17 compared to 6.

Meanwhile, making perturbations to the best solution and updating low-level heuristic parameters are
used to restart the search in two algorithms each. HAHA and ISEA implement the former approach, using
ruin-recreate or mutation heuristics. Heuristic parameters are modified when the search is restarted in GISS
and SelfSearch. The values for IM and DOS can be increased by 1.1 times with a probability of 0.2 in GISS.
For SelfSearch, a different parameter is altered depending on the number of expected generations left. DOS
is increased when the search is at the first half of the time limit, whereas IM is increased when it is at the
other half. Perturbating the current best solution gives out the second-highest average quality index of 14,
whereas updating the heuristic parameters has the lowest quality index of 3.5.
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Figure 21: Algorithm count and average quality index for restart method

The restart mechanism also involves updating the low-level heuristic set and resetting move acceptance
variables in one algorithm each. The quality indices for these approaches are 11 and 4, respectively. HAEA
will use a different heuristic set, selected randomly, for the search process after the restart point. Meanwhile,
GISS resets the temperature in its move acceptance strategy, i.e., SA, back to the initial value.

Restart mechanism should be included to escape local optima and is especially critical when local
optima cannot be identified definitively. This is because the quality index for algorithms with a restart
mechanism is higher than those without. Despite this, some of the top-performing algorithms, such as
VNS-TW and ML, do not utilize a restart mechanism. It is hypothesized that they may not need such
mechanisms because they can detect when a local optimum is reached. Moreover, based on our analysis, it is
better to consider execution time rather than algorithmic iteration as the threshold for the restart condition.
Meanwhile, the top two restart methods, which are reinitializing the solution and perturbating the best
solution, are suggested for future algorithms since they have the highest average quality indices. In contrast,
restarting by updating the heuristic parameter values may not be beneficial for algorithmic performance.

5.8 Low-Level Heuristic Parameters
One of the features of the HyFlex framework is the concealment of domain-level knowledge. Nonethe-

less, the framework offers a method to control the low-level heuristics’ behaviour using two parameters:
IM and DOS [7]. IM is for perturbative low-level heuristics, whereas DOS is for local search ones.
Parameter setting is a critical facet of heuristic approaches in optimization. It involves defining the values
of various parameters that control an algorithm’s behaviour, affecting factors like exploration, exploitation,
and convergence. Proper parameter settings can significantly influence an algorithm’s performance and the
quality of solutions it produces [88–90]. Furthermore, parameter settings might need adaptation throughout
the course of a search since the optimal values for the parameters are different at different stages of the search
process [91].

Parameter settings can be classified by their nature into four categories: static, dynamic, adaptive, and
self-adaptive [3]. Static parameters indicate the use of a fixed value, determined before the search, throughout
the search. The other three approaches involve modification to the parameter values as the search progresses.
Dynamic parameters have their values changed based on a predetermined property without considering
feedback from the search. Both adaptive and self-adaptive approaches use search feedback to make informed
changes to the parameter values. The difference between the two is that the latter simultaneously searches
for the best solution and parameter values by having the parameter values encoded into the solution [86].

The algorithms proposed for the CHeSC 2011 competition are classified into four control methods,
which are presented in Table 6. Based on our analysis, Fig. 22 demonstrates that static parameter is the most
popular low-level heuristic parameter control method (with eight algorithms—ML, NAHH, KSATS-HH,
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GenHive, SA-ILS, XCJ, MCHH-S, Ant-Q), followed by adaptive parameters (with seven algorithms—
AdapHH, VNS-TW, PHunter, HAEA, DynILS, GISS, SelfSearch). The self-adaptive approach is employed by
four algorithms, including EPH, ISEA, ACO-HH, and AVEG-Nep. Only one algorithm controls the low-level
heuristic parameters dynamically, which is HAHA.

In the HyFlex framework, both IM and DOS have default values of 0.2. Six out of the eight algorithms
with static parameters utilize the default values throughout the search process. They include ML, KSATS-
HH, GenHive, XCJ, MCHH-S, and Ant-Q. On the other hand, NAHH uses different values that are tuned for
each of their algorithmic schemata. Furthermore, during its offline learning phase, which involves heuristic
applications, both IM and DOS are set to 0.1. In problem instances where the local search heuristics require
more than 10 s to execute, the DOS value is configured to 0.1. For SA-ILS, the heuristic parameter values
are determined during its offline learning phase. Problem instances with extended heuristic execution times
use a lower parameter value of 0.4 for both IM and DOS. For instances with short heuristic execution times,
parameter values of 0.8 for IM and 0.6 for DOS are employed.
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Figure 22: Algorithm count and average quality index for low-level heuristic parameter control methods

Next, HAHA is the only algorithm that dynamically manages the low-level heuristic parameters.
Random parameter values are used during its serial phase, whereas IM values that correlate with the time
since the algorithm started are utilized in the parallel phase. The IM value is controlled so that there is a
lower level of mutation towards the end of its execution.

Most algorithms that use adaptive parameter control adjust parameter values according to the solution
quality after heuristic applications. The winner of CHeSC 2011, AdapHH, incorporates an adaptive parameter
control strategy using a reward-penalty mechanism. The algorithm defined four types of value changes based
on the outcome of heuristic applications. Parameter values are increased by 0.01 when a new best solution or
by 0.001 when an improvement is found. Conversely, when a heuristic application fails to yield improvement,
parameter values are reduced by 0.0005 for obtaining a worse solution or by 0.0001 for obtaining an equal
solution. These parameter values are bounded within the range of 0.2 to 1.0. DynILS also employs a reward-
penalty mechanism to control the value of IM, which is based on whether an improvement is achieved or not.

Meanwhile, the parameter values are updated when an algorithmic iteration has failed to improve the
working solution in HAEA. The DOS value is initialized at 0.1 to promote exploration in the early phases
of the search. The DOS value is incremented by a random value between 0 and 0.1, up to the maximum
parameter value of 0.5. Upon reaching the maximum value, the parameter value is reset to a random value
between 0 and 0.1. Besides, the value of IM is calculated as 1.0 subtracted by the value of DOS, meaning
that modifications to DOS value results in an adjustment to the IM value as well. Parameter values are also
only adapted at specific intervals in other algorithms. The DOS value in VNS-TW increases by 0.2, up to a
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maximum of 0.6, when the best solution remains unchanged at the periodical adjustment step. This step is
called at intervals during the algorithm’s execution. Parameter value adjustment in GISS can only occur when
the search is restarted. In this scenario, both IM and DOS values are increased by 10% with a probability of
0.2.

Parameter values are also adaptable depending on the strategy to be applied in the algorithm. PHunter
utilizes one of the different configurations for IM and DOS based on the search state. There are three
configurations for IM (low—0.1, medium—0.5, high—1.0) and two configurations for DOS (low—0.1, high—
1.0). The lower DOS configuration is used when the search is at a sea trench, which is defined as when the
local search heuristic application is prolonged. In SelfSearch, low-level heuristic parameter values are adapted
according to the search strategy employed. For explorative strategy, high IM value and low DOS value are
employed. The IM value increases in proportion to the number of times local optima are encountered during
search restarts. In contrast, when the exploitative strategy is utilized, low IM value and high DOS value are
used, with the DOS value being increased proportional to the frequency of local optima encountered when
the search restarts.

Self-adaptive is implemented in EPH, where the parameter values evolved together with the heuristic
sequences. The parameter values also evolved together with action sequences in ISEA. The initial values,
boundaries, and incremental rates of the parameters are established through an offline learning process
that considers the execution time of low-level heuristics. For less complex instances, a broader range of
parameter values with higher initial values and incremental rates is used, whereas the opposite is true for
more challenging instances. Mutation of the action sequences entails a 25% chance of changing the heuristic
and a 75% chance of adjusting the parameter values. Changes in parameter values have an equal likelihood
of either increasing or decreasing. The amount of adjustment is determined by multiplying the incremental
rate by a random value. Meanwhile, in ACO-HH, parameter values evolved alongside the heuristic, though
they maintain separate sets of selection probabilities. AVEG-Nep deploys a set of possible values {0.2, 0.4,
. . ., 1.0} for IM and DOS, with one value selected through reinforcement learning.

There have been many arguments that having static parameter values is detrimental to algorithmic
performance. Zhang et al. [92] argued that the parameter values may have to be tailored for different types
of problems. Even during the search process, different stages of the search may have different optimal
parameter values to optimize performance. Jackson et al. [10] have also proven that static algorithm settings
perform worse than dynamic or adaptive ones in the context of the move acceptance strategy. Rahman
et al. [88] have also highlighted that one of the keys to a successful metaheuristic implementation is adaptive
parameter setting.

This sentiment can be observed in Fig. 22 which shows that the static parameter control method has
the lowest average quality index of 8.63. The highest quality index belongs to the dynamic approach (15),
although only one algorithm implemented this method. Adaptive and self-adaptive approaches outperform
the static approach, with the adaptive approach having a slightly higher average quality index than the self-
adaptive approach (11.71 and 11, respectively). The Friedman test revealed significant difference between the
groups (p-value = 4.3985E-4). However, post-hoc analysis showed that only the static approach differed
significantly to other approaches. No statistical differences were found between the dynamic, adaptive, and
self-adaptive approaches. Fig. 23 illustrates the distribution of normalized median values for the parameter
control strategies. The adaptive approach demonstrates a lower performance variability across different
problem instances, indicating a higher reliability.

Based on arguments from prior studies and our analysis, which align in highlighting the advantages of
adaptive parameter control, we conclude that this approach is the most effective for ensuring adaptability
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across diverse problem scenarios. Thus, adaptive parameters that evolve with search landscape is recom-
mended. However, parameter configuration should be optimized to avoid wasting computational resources,
particularly for problems with slow execution of low-level heuristic, such as PS and VRP instances.

Figure 23: Boxplot of normalized median values for low-level heuristic parameter control methods

6 Comparison with Trends in Recent Hyper-heuristics
Hyper-heuristics remain highly relevant in current research. Their distinct advantage over other

heuristic approaches lies in their greater generality [5].

6.1 Hyper-Heuristics for HyFlex
Many hyper-heuristics employ the HyFlex framework to assess generality. The framework provides

multiple instances from nine problem domains, providing a comprehensive platform for evaluating the
capabilities of designed algorithms. We direct our attention to algorithms that were implemented in the
HyFlex framework for a direct comparison with the algorithms from the CHeSC 2011 competition. We
contend that the problem domains provided in the framework are sufficiently robust to assess the cross-
domain search performance. Furthermore, the insights derived from the cross-domain search studies have
been generalized to encompass all optimization problems, as performed by Jackson et al. [10].

Many algorithms have been proposed to surpass the entries from the CHeSC 2011 competition after
its conclusion. It is important to note that critical bugs in one of the original problem domains, namely
PS, have rendered comparisons between algorithms developed before and after the bug was fixed on 17th
March 2019 incomparable. Several works published after the bug fix have excluded results for PS instances
in their comparison, ensuring fair comparison. Table 12 summarizes 26 algorithms, 23 of which were
published before the bug fix, whereas the remaining three excluded PS instances results. The table details
their chosen benchmark CHeSC 2011 algorithms and corresponding experimental outcomes, sorted by the
year of publication.

Table 12: Hyper-heuristic algorithms proposed from post-CHeSC 2011 until 2023 (not affected by PS bug)

Authors Algorithm Benchmark CHeSC algorithms Outperform all CHeSC algorithms?
Drake et al. [93] MCF-AM All

Jackson et al. [94] SR-LA All
Jackson et al. [94] F1FPS_RUA1-LA All
Kheiri et al. [95] RHH All
Özcan et al. [43] SSMA All
Özcan et al. [43] TGMA All

(Continued)
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Table 12 (continued)

Authors Algorithm Benchmark CHeSC algorithms Outperform all CHeSC algorithms?
Adriaensen et al. [40] FS-ILS All ✓

Asta et al. [96] ALHH(πg ) All ✓

Kheiri et al. [73] SSHH All ✓

Sabar et al. [97] GEP-HH Top 5 ✓

Sabar et al. [97] GEP-HH* Top 5
Sabar et al. [98] MCTS-HH Top 5 ✓

Adriaensen et al. [36] NR-FS-ILS AdapHH and EPH ✓

Asta et al. [99] TeBHA-HH All
Adriaensen et al. [17] LeanGIHH AdapHH ✓

Alanazi [100] TSHH All
Dempster et al. [101] SP-MA All
Dempster et al. [101] POP-MA All

Gümüş et al. [44] SSMA-Best All
Kheiri et al. [82] MSHH All ✓

Ferreira et al. [42] FRAMAB Top 10
Soria-Alcaraz et al. [102] HHDMAB All

Choong et al. [103] QHH All
Soria-Alcaraz et al. [38] HH2DMAB All

Adubi et al. [104] TS-ILS All ✓

Adubi et al. [25] EA-ILS All ✓

The HyFlex’s problem instances have been extended after the competition by Adriaensen et al. [36].
Among the algorithms in Table 12, new domains were utilized to assess the generality of NR-FS-ILS,
LeanGIHH, SSMA-Best, and EA-ILS. NR-FS-ILS, LeanGIHH, and EA-ILS outperformed the CHeSC 2011
winner, AdapHH, across the extended set. Asta et al. [96], Soria-Alcaraz et al. [102], and Soria-Alcaraz
et al. [38] only utilized the VRP instances to evaluate their algorithms, rendering their tests no longer a cross-
domain search. Comparisons in Adubi et al. [25] and Adubi et al. [104] excluded the PS domain due to critical
bugs affecting the algorithmic process in this domain. The remaining algorithms are benchmarked using the
six domains employed in the CHeSC 2011 competition.

Comparisons involving the CHeSC 2011 algorithms typically include all 20 algorithms, with the second
most common practice being a comparison with the top five performers. Ferreira et al. [42] compared their
proposed algorithm against the top 10 algorithms from the competition. Adriaensen et al. [36] included
AdapHH and EPH in their experiments, representing the best single-point and multi-point approaches,
respectively. Adriaensen et al. [17] compared LeanGIHH only with AdapHH, as the former is a simplified
variant of the latter, aiming to validate the effectiveness of their simplification.

From the algorithms listed in Table 12, ten algorithms have outperformed the CHeSC 2011 competition
winner, AdapHH. Notably, GEP-HH and MCTS-HH incorporate multi-point search techniques by main-
taining elite solutions to diversify the search. In EA-ILS, a population of elite heuristic sequences is managed,
with a sequence undergoing mutation at every iteration to improve the domain solution. This demonstrates
that integrating multi-point search with elitism can significantly enhance performance.

Another technique for ensuring diversification is through iterated search phases. The iterated local
search principle is a common feature in many effective algorithms, including FS-ILS, NR-FS-ILS, TS-ILS,
and EA-ILS, suggesting its beneficial impact on algorithmic performance. These findings are consistent with
our analysis of the search phases.

Heuristic selection is implemented based on probability using methods such as multi-armed bandit
(in MCTS-HH) or Thompson sampling (in TS-ILS). FS-ILS considers the acceptance rate of the previous
candidate solution as the probability for heuristic selection. On the other hand, SSHH and EA-ILS employ
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a Hidden Markov model in their heuristic selection processes to determine the most appropriate heuristic
for the current search state. Based on these observations, it is evident that heuristic selection based on
probability and adapted to the current state of the search can enhance performance. The effective utilization
of the relay hybridization selection method in MSHH reinforces our findings that this method is a promising
heuristic selection approach. Besides, the effectiveness of the dominance-based heuristic selection in MSHH
highlights the importance of excluding poor heuristics in certain stages of the search.

The move acceptance methods that are effective are those that incorporate a probability of accepting
worsening solutions. However, slightly deviating from our analytical findings, the stochastic approach
appears more prominently among the effective algorithms, such as the Metropolis condition in FS-ILS and
the Monte Carlo criterion in MCTS-HH.

Recent algorithms frequently apply feedback to improve heuristic selection. For example, GEP-HH
uses a probability-based selection mechanism that rewards heuristics leading to improvements. In contrast,
SSMA, which lacks a feedback mechanism, could not outperform all CHeSC algorithms. This observation
supports our finding that both online and offline learning offer benefits compared to no learning. Asta
et al. [96] introduced an apprenticeship learning generation hyper-heuristic to develop an optimal selection
hyper-heuristic algorithm. This algorithm operates in two phases. The first phase learns features from an
expert algorithm’s behavior while solving a single problem instance, and the second phase applies these
learned features to address unseen instances. The features learned include heuristic selection, low-level
heuristic parameters, and move acceptance behaviour. In addition to using a heuristic prediction decision
tree, ALHH(πg) also incorporates a probability-based random heuristic selection.

Tabu mechanism is also utilized in recent algorithms, including TSHH. However, its failure to out-
perform all CHeSC algorithms suggests that the Tabu mechanism may provide limited gains. Restart
mechanisms are also used in recent algorithms to prevent stagnation. EA-ILS resets the search periodically
and outperformed all CHeSC algorithms. In contrast, algorithms with no restart mechanism performed
poorly. For instance, TGMA maintained diversity through weak elitism rather than restarts and failed to
outperform all CHeSC algorithms. Adriaensen et al. [36] found that the restart mechanism within FS-ILS
has outperformed the version without restarts, NR-FS-ILS, although at a small enhancement.

Most recent algorithms focus on algorithmic parameters rather than low-level parameters within the
HyFlex framework. Parameters related to move acceptance (FS-ILS, SSHH, GEP-HH), memory (GEP-
HH, MCTS-HH, FRAMAB, HHDMAB), and genetic operator (GEP-HH, SSMA-Best) are commonly
controlled. Only SSMA-Best adjust low-level parameters, employing offline parameter tuning. This trend
emphasizes that controlling algorithmic parameters provide greater benefits over controlling low-level
heuristic parameters.

In contrast, most algorithms fell short of surpassing the competition winner, AdapHH. The poor
performance of SSMA and TGMA suggests that multi-point search strategies, such as memetic algorithms
(MA), suffer from slow convergence. Later research by Gümüş et al. [44] indicated that performance could be
enhanced by tuning MA’s parameters, although not sufficiently to outperform AdapHH. Besides, excluding
the population of elite solutions in GEP-HH* demonstrates that this mechanism can enhance performance,
as GEP-HH, which includes this mechanism, managed to surpass AdapHH. Dempster et al. [101] introduced
two Harmony Search hyper-heuristic variants: SP-MA and POP-MA. In both variants, each harmony consists
of three heuristics applied sequentially, similar to a memetic algorithm. SP-MA maintains a single solution,
whereas POP-MA uses a population of solutions. POP-MA outperformed SP-MA against CHeSC algorithms,
indicating that a population-based approach may enhance search effectiveness.

SR-LA employs Simple Random heuristic selection, whereas F1FPS_RUA1-LA uses fitness-proportional
roulette wheel selection. With both using the Late Acceptance strategy, F1FPS_RUA1-LA performed better
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than SR-LA against CHeSC 2011 algorithms, suggesting that fitness-proportional selection may enhance
performance over random selection. RHH implements a round-robin neighbourhood selection mechanism,
where each low-level heuristic is given equal application time. Heuristic application follows a memetic
sequence, progressing from mutation to crossover to hill-climbing heuristics. Additionally, reinforcement
learning is integrated into its threshold move acceptance, where the acceptance rate of non-improving moves
is adjusted based on solution quality. TeBHA-HH uses random heuristic selection with two move acceptance
strategies: naïve and accept improving or equal solutions. It applies tensor analysis to divide heuristics into
two subsets, each using a different move acceptance method. The algorithm switches between these subsets
in a round-robin manner for set intervals.

TSHH failed to outperform AdapHH despite implementing Thompson sampling similar to EA-ILS. This
outcome suggests that the performance boost achieved by EA-ILS is likely attributed to other algorithmic
sub-mechanisms, such as its population-based search and adaptive acceptance strategy. Moreover, MCF-AM
uses an “accepting all moves” move acceptance strategy, aligning with our analysis that suggests this is one
of the less effective implementations of a move acceptance criterion.

Interestingly, the multi-armed bandit strategy employed in FRAMAB, HHDMAB, and HH2DMAB
did not yield superior performance compared to AdapHH, despite its effectiveness in MCTS-HH. This
suggests that other components within the algorithms may be influencing overall algorithmic performance.
Dantas et al. [105] introduced a Deep Q-Network for selecting low-level heuristics, which outperformed
two MAB-based algorithms in solving TSP and VRP instances. Among the algorithms discussed, two are
generation hyper-heuristics, as they operate at a higher level by designing heuristic selection and move
acceptance methods. QHH, which utilizes Q-learning for designing heuristic selection and move acceptance,
falls short of surpassing AdapHH in terms of performance. Conversely, Sabar et al. [28] successfully employed
Gene Expression Programming (GEP) to design heuristic selection and move acceptance, outperforming
AdapHH. This underscores the efficacy of GEP and other sub-mechanisms within GEP-HH, including the
multi-solution mechanism.

In addition to the discussed algorithms, we identified four algorithms published after the PS bug fix
that utilized the original PS domain results from CHeSC for comparative analysis. These algorithms are
listed in Table 13, along with their benchmark set and experimental outcomes, sorted from the earliest to the
latest publication.

Table 13: Hyper-heuristic algorithms proposed from post-CHeSC 2011 until 2023 (affected by PS bug)

Authors Algorithm Benchmark CHeSC algorithms Outperform all CHeSC algorithms?
Hassan et al. [39] DHSS All ✓
Zhao et al. [41] CMS-HH Top 5 ✓

Mischek et al. [24] RL All
Kletzander et al. [23] LAST-RL All ✓

CMS-HH outperformed AdapHH in three of the five PS instances tested. Excluding the PS domain, the
algorithm obtained the best result in 19 out of 25 instances, highlighting its excellent performance in domains
unaffected by bugs. LAST-RL achieved the highest score for the PS domain, surpassing all 20 algorithms from
the competition. However, its performance is subpar for SAT, BP, and PFS (ranking fourth) and TSP (ranking
third). It outperformed CHeSC algorithms only in the VRP domain. This suggests that the algorithm’s overall
ranking would either be maintained or potentially decrease if PS results were excluded. Unfortunately, the
published article for DHSS and RL lacks detailed results on each problem domain, preventing a conclusive
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assessment of the PS bug’s impact on overall performance. The impact of the PS bug could potentially either
increase or decrease the ranking of the algorithm.

Nevertheless, we are interested in discussing the algorithmic components of these algorithms. CMS-HH
employs mixed-point search, utilizing a Genetic Algorithm when diversification in the search is required.
This corresponds with our findings, which support the idea that a mixed-point search is the most effective.
We also observed that a multi-point strategy is employed when the search requires exploration, as evident in
both algorithms from the competition that implement this approach; VNS-TW and HAHA. VNS-TW utilizes
a population of solutions in the early phases of the search, intended to facilitate greater exploration. HAHA
generates multiple solutions to escape from a local optimum. CMS-HH integrates a multi-armed bandit
heuristic selection and relay hybridization selection method to obtain excellent results even in problem
domains other than PS. The algorithm also implements a list-based adaptive threshold acceptance method.
This highlights the effectiveness of threshold-based move acceptance. The low-level heuristic parameters are
tuned using an offline approach.

LAST-RL employs the iterated local search principle and considers multiple features that characterize
the search state when making heuristic selections. Both RL and LAST-RL incorporate reinforcement
learning, along with the epsilon-greedy approach to have a probability of choosing a random heuristic to
allow exploration. In contrast to LAST-RL, RL failed to beat AdapHH, even though both algorithms share
the same fundamental principle. This performance difference could be attributed to the absence of iterated
search phases in RL. DHSS is primarily characterized by its dynamic adjustment of the heuristic set during the
search process. This approach functions similarly to a Tabu mechanism, placing certain low-level heuristics
in a Tabu list to exclude them temporarily from the active heuristic set during the search. In contrast, Özcan
et al. [106] uses a List of Active Heuristics (LAH), which is the opposite of a Tabu list. A dominance-based
strategy updates the active heuristics for the search process by removing low-level heuristics with dominated
solution fitness from the LAH.

6.2 Hyper-Heuristics for Other Optimization Problems
Recent research highlights diverse approaches to heuristic selection in hyper-heuristic algorithms,

underscoring the impact of tailored selection strategies on performance. For instance, Choong et al. [107]
integrated a modified CF within an artificial bee colony algorithm, showing the potential for CF in enhancing
algorithm adaptability. Zhang et al. [108] introduced an adaptive bandit-based selection for multi-objective
problems, whereas Hou et al. [109] implements multi-armed bandit (MAB) for heuristic selection. Lagos
et al. [110] proposed a hyper-heuristic that learns through MAB, specifically Thompson Sampling and
Exponential Weights for Exploration and Exploitation algorithms. This suggests that adaptive learning
may offer more precise heuristic selection. Zhao et al. [111] and Maashi et al. [112] employed Q-learning
and CF methods, respectively, to select heuristics, with learning mechanisms that rank low-level heuristic
performance dynamically. Future research could benefit from adaptive selection mechanisms, particularly
in dynamic or complex problem domains.

Search strategies are often adapted to problem-specific requirements, where recent work emphasizes
structuring search stages for exploration and intensification. For instance, Toledo et al. [113] proposed a
two-stage hyper-heuristic algorithm based on Large Neighborhood Search, categorizing fifteen low-level
heuristics to systematically explore and refine solutions. Search phases are also implemented to provide
more effective control over exploration and exploitation, especially in hyper-heuristics handling a variety of
operators. Zhao et al. [114] introduced a framework dividing search operators into hill climber and mutation
heuristic pools, managed by an activation system that adjusts according to pool performance. This phase-
based approach, coupled with pulsar mechanisms to activate specific pools, enables adaptive control over
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search stages. On the other hand, Costa et al. [115] proposed a Cluster-based Hyper-Heuristic framework
that utilizes a Genetic Algorithm to automatically evolve the exploration space and trim the search space
based on the evolution of the solution. The study explored whether an adaptive search space will improve
computational time without losing too much quality, compared to having no clusters or fixed ones. This
structured approach to defining search points could be particularly useful in balancing exploration with
solution refinement.

Adaptive learning mechanisms are key in enhancing hyper-heuristic adaptability across varied prob-
lems. Reinforcement learning is implemented in many studies [116,117]. Zhang et al. [118] integrated deep
reinforcement learning for heuristic selection and parameter control, whereas Sánchez et al. [119] used
a sequence-based selection mechanism with Multi-dimensional Archive of Phenotypic Elites. Ibrahim
et al. [120] proposed a two-layer hyper-heuristic paradigm for feature selection, with a Differential Evolution
algorithm in the first layer selecting components for various feature selection methods in the second layer.
Shao et al. [121] introduced a learning probability model with SA-based move acceptance. Zhang et al. [122]
introduced a new effective learning strategy, the perturbation adaptive pursuit strategy, which focuses on
improving diversification.

Lissovoi et al. [123] analyzed the performance of simple hyper-heuristics to determine whether
sophisticated learning mechanisms are necessary to increase performance. They concluded that single-
heuristic observations do not boost performance unless evaluated over a longer period. Additionally, Li
et al. [124] showed that a learning automata-based hyper-heuristic outperformed individual algorithms,
a traditional online learning, and random selection hyper-heuristic. Gölcük et al. [125] proposed Q-
learning hyper-heuristic to control the selection of four bio-inspired metaheuristic algorithms. The algorithm
outperformed random and sequential selection. Burke et al. [126] introduced two adaptive variants of a
multiple neighborhood iterated local search, using online learning to select perturbations at each step. These
variants outperformed a baseline iterated local search with random move selection.

Move acceptance strategies play a pivotal role in handling local optima and encouraging search
space exploration. Doerr et al. [127] and Lissovoi et al. [128] evaluated move acceptance strategies that
switches between accepting only improving moves and accepting all moves, showing the potential for move
acceptance in enhancing solution quality. Shambour et al. [129] and Maashi et al. [130] implemented the late
acceptance strategy, whereas Ahmed et al. [131] incorporated reinforcement learning with Q-learning-based
memory into the EMCQ framework. Their effectiveness suggests that adaptive move acceptance mechanisms
that allow selective non-improving moves could offer a practical approach to escape local optima.

The Tabu mechanism is used to prevent cycles and promote solution diversity in recent hyper-heuristics.
Zhang et al. [132] employed Tabu search with a greedy acceptance strategy. The Tabu mechanism employs the
first-in-first-out principle to keep track of ineffective low-level operators. This mechanism allows for selective
exclusion of heuristics that hinder progress, thus balancing exploration with solution refinement. Besides, the
use of adaptive parameter control is increasingly common in hyper-heuristics, allowing real-time adjustment
based on the search state. Pukhkaiev et al. [133] defines combination of metaheuristics and its parameters as
low-level components and applied a surrogate model for parameter control. Marshall et al. [134] compared
adaptive and grammar-based evolutionary hyper-heuristics, focusing on the trade-off between speed and
quality. The adaptive hyper-heuristic, a simplified variant of Misir et al. [135], delivered high-quality
solutions faster than the grammar-based approach. The algorithm features learning-based selection, relay
hybridization, adaptive move acceptance, solution and parameter restarts, and parameter control.

Comparative studies highlight the cross-domain efficacy of hyper-heuristics compared to basic heuris-
tics or metaheuristics. de Carvalho et al. [136] compared several online hyper-heuristics against single
metaheuristics, demonstrating superior cross-domain performance for hyper-heuristics. Burke et al. [137]
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showed the advantage of perturbation-based hyper-heuristic algorithm, which outperformed an iterated
local search. Besides, Misir [138] tackled algorithm selection within selection hyper-heuristics, developing
a framework that matches algorithms to specific problem instances. This approach is promising for hyper-
heuristics designed for cross-domain applications and future research should continue exploring how
algorithm selection can improve adaptability and scalability across diverse problem sets.

The field of generation hyper-heuristics focuses on creating new heuristics or hyper-heuristics through
automated methods. Burke et al. [139] utilized genetic programming to combine or select heuristic compo-
nents, whereas Tyasnurita et al. [140] proposed a neural network-based generation hyper-heuristic to design
both heuristic selection and move acceptance strategies. These approaches demonstrate the potential of
generation hyper-heuristics to create customized strategies for specific problem instances, opening avenues
for future research into self-adaptive and generative models in hyper-heuristic design.

7 Recommendations for Future Studies Related to Selection Hyper-Heuristics
This study identified effective methods for search points, search phases, heuristic selection, move accep-

tance, feedback, Tabu mechanism, restart mechanism, and low-level heuristics parameter control among
CHeSC 2011 algorithms. This includes the mixed-point search, iterated search phases, relay hybridization,
non-stochastic threshold move acceptance, mixed learning, Tabu mechanism with heuristics list, stochastic
restart, and dynamic parameters. Future research should focus on these proven strategies.

Mixed-point search combines single-point and multi-point approaches, leveraging the strengths of
each while mitigating their weaknesses. Single-point search can find good solutions but may have poor
coverage [89]. Multi-point search offers better coverage but may suffer from poor exploitation and high com-
putation times [141,142]. In the CHeSC 2011 algorithms, mixed-point search is used to promote exploration
in the early search phase (VNS-TW) and to escape local optima (HAHA). Future research should identify
effective hybridization methods that apply the right approach in the appropriate scenarios, such as using
populations for diversification and single-point search to speed up the search process.

Iterated search phases alternate between applying perturbative and local search heuristics, which allows
the control of exploration and exploitation. Perturbative heuristics are used for diversification when the
algorithm reaches a local optimum [143]. However, excessive diversification can prevent the exploitation
of good solutions [91]. Local search heuristics exploit the current solution to find better ones. However,
overusing them may lead to premature convergence and an inability to escape local optima. Iterating between
these phases leads to better final solutions and speeds up the search [144]. Among the CHeSC 2011 algorithms,
many top performers use iterated search phases. Moreover, Choong et al. [103] noted that algorithms
based on iterated search phases outperformed traditional ones, cementing the recommendation for new
algorithms to employ this strategy. However, classifying heuristics as perturbative or local search types
remains challenging. While the HyFlex framework provides predefined types, other optimization problems
may not. Further research on classification methods would be beneficial.

Relay hybridization involves multiple heuristics working together in a sequence, where the output of
one serves as the input for the next [81]. In the context of heuristic selection, the choice of the second
heuristic depends on the first, ensuring compatibility. Applying heuristics individually may be less effective.
Certain heuristics may need to be paired to enhance its effectiveness. Zhao et al. [41] highlighted that relay
hybridization can form effective heuristics by pairing existing ones. Good pairings of perturbative heuristics
can lead to deeper exploration, leading to better solutions [25]. New algorithms should ensure heuristic
compatibility and extend the approach to consider longer sequences. However, Lepagnot et al. [83] noted that
relay hybridization may be less effective for simpler problems without providing a reason. We recommend
further research to improve relay hybridization for low-dimensional problems.
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Threshold move acceptance utilizes a predetermined threshold value, which can be static, dynamic,
or adaptive, to control solution acceptance. Tuning the threshold value is crucial to balancing exploration
and exploitation. Jackson et al. [10] found that non-static methods outperform static ones since the search
process fluctuates between needing exploration and exploitation. A threshold value set too high may limit
exploration as worsening solutions may never be accepted, whereas a threshold value set too low may lead to
poor convergence as too many worsening solutions are accepted. Adriaensen et al. [40] found that Metropolis
acceptance, which considers solution quality change and time, outperformed strategies that do not accept
worsening solutions or accept all solutions. However, it has not been highlighted that there are various types
of threshold values, such as iteration-based (ML, HAHA), time-based (HAHA), and solution quality-based
(AdapHH). Certain threshold types may be suited for specific experimental setups. A time-based threshold
is more suitable for time-limited experiments such as in the HyFlex framework, whereas an iteration-based
threshold works better when iteration count is used as the stopping criterion. Future researchers should
choose the appropriate type based on their experimental setup and consider combining them to create more
general algorithms.

Mixed learning, which combines both online and offline learning mechanisms, is a promising approach
for enhancing algorithm adaptability and robustness. Offline learning pre-tunes an algorithm to better suit
a specific problem instance, whereas online learning allows it to adjust based on real-time feedback. Soria-
Alcaraz et al. [145] incorporated mixed learning operator probabilities are offline-tuned before applying
online updates using credit assignment mechanism. Yates et al. [15] found the offline approach outperforming
online approach and recommended hybridization of both. Future research should integrate mixed learning
to enhance algorithm robustness across various problem domains.

Incorporating Tabu mechanism of low-level heuristics prevents repeated use of low-performing heuris-
tics within short intervals. Low-level heuristics added to the Tabu list are often ones that performed poorly.
The exclusion of these heuristics can avoid time wastage from applying non-improving moves. The tuning
of key attributes such as Tabu size list and aspiration criteria [86] is important to prevent cycling while
maintaining diverse search options. Future work should focus on designing flexible Tabu lists that adapt
based on performance, for better balance of exploration and exploitation.

Restart mechanism is similar to mutation [146]. Stochastic restarts, where the search process periodi-
cally reset, encourages exploration. Among CHeSC algorithms, only NAHH employed this, placing seventh
in the competition. Further exploration on this approach is needed to confirm its effectiveness. Nevertheless,
any form of restart mechanism is useful, especially for problem instances with multiple local optima. Besides,
it can be combined into other algorithmic components, such as move acceptance. Restart mechanism
also may need the right conditions to be effective [147]. Suitable restart conditions and methods must be
employed in future research. In a time-limited setup, time condition would be a better choice compared to
iteration condition. Reinitializing the current solution and perturbating the best solution are suggested for
future algorithms.

The task of setting algorithm parameters can be classified into parameter tuning and control [90]. When
choosing a method, the resource constraints and the trade-off between domain knowledge and the parameter
setting approach are considered [148]. Parameter tuning should be used for repetitive problems, whereas
parameter control should be used for one-off problems, problems with dynamic fitness function and online
adaptation [149]. Dynamic parameter control has shown to be effective, yet only one CHeSC algorithm,
HAHA, implements it. Further in-depth studies are needed to validate its impact. Adaptive approaches are
generally more effective, as they adjust parameter values based on the current search state. This adaptability is
especially valuable for hyper-heuristics, where diverse problem types demand varying parameter intensities
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for optimal results. Future research should aim to establish adaptive frameworks for dynamic parameter
control, enhancing real-time responsiveness to changing problem landscapes.

The HyFlex framework provides valuable insights for future algorithm development as it contains
a diverse set of benchmark problems. Our analysis underscores the importance of tailoring algorithmic
strategies to specific problem characteristics, including heuristic application sensitivity, speed of the search
process, solution space modality, and search landscape complexity. For problems sensitive to objective
function changes, such as BP instances, strategies emphasizing exploration are recommended to enhance
diversity and performance. Strategies including multi-point search, stochastic move acceptance, Tabu
solutions, and restart mechanisms promote exploration.

Speed of the search process, particularly the execution of low-level heuristics, is another critical factor.
In slow-execution instances, simpler strategies like single-point search, non-iterated search phases, and basic
move acceptance are more effective, as they allow for more frequent heuristic applications. Evidently, PS
and VRP instances which have slow execution of low-level heuristics excelled by algorithms with simple
strategies. Conversely, faster search process can accommodate more complex strategies, such as online
learning, adaptive parameters, or Tabu mechanisms, which enhance algorithm intelligence and adaptability.
As evidence, these strategies are more effective in PFS and SAT instances, which have faster processes.
Implementation of these strategies in slow-execution instances will lead to wasted computational time.

Search space complexity, especially modality, also influences strategy selection. Multi-modal problems,
or problems with multiple optima, require diversification strategies to escape local optima. Strategies like
multi-point search, iterated search, threshold or stochastic move acceptance, Tabu and restart mechanisms
help diversifying the search by finding solutions that are far from the current one. For example, iterated
searches have proven beneficial for PS instances, while restart mechanisms excel in SAT instances. In
contrast, learning approaches are less critical in these contexts, as they focus on exploitation. Additionally,
hyper-heuristics should prioritize adaptability across diverse scenarios. Incorporating adaptive heuristic
selection, online learning, and dynamic parameter control ensures robust performance, addressing the
varying demands of different problem domains effectively.

8 Conclusions
The selection hyper-heuristics from the inaugural CHeSC competition were reviewed in this study.

This includes summarizing previously undiscussed algorithms and reviewing critical components of the
algorithms, which are the search point, search phases, heuristic selection, move acceptance, feedback, Tabu
mechanism, restart mechanism, and low-level heuristic parameter control. The review analysis suggests
that heuristic selection using relay hybridization produced the best result, and roulette wheel selection is
marginally better than random selection. A mixed-point search can outperform algorithms employing only
one type of search point. Searches that are conducted in phases, i.e., perturbation followed by local search,
significantly increase algorithm performance. A move acceptance strategy is crucial in enhancing search
performance, with a preference for non-stochastic over stochastic methods. A combination of online and
offline learning should be incorporated to ensure a highly effective algorithm, whereas ignoring feedback
must be avoided. The Tabu mechanism proved to play a critical role in preventing cycling that may degrade
search performance. However, maintaining a Tabu list of solutions may not present a remarkable benefit
compared to keeping a Tabu list of heuristics only. Including search restarts in algorithm design is crucial
for escaping local optima, with a preference for restarts triggered by execution time rather than algorithmic
iteration. The best action upon restarting the search is to reinitialize the solution or modify the best solution.
Regarding the low-level heuristic parameters, it is recommended not to keep them static throughout the
search process. Instead, they should be dynamically or adaptively controlled, with a preference for the former.
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This implies that algorithms designed without consideration for the control of these parameters will suffer
in terms of performance when evaluated within the HyFlex framework. A comparison of the trends among
recent hyper-heuristics supported our findings in most cases. Future algorithms should incorporate these
beneficial features to ensure high performance and employ them to effectively solve problems in various
domains such as remote sensing, biology, and environment networks.

However, the findings could not be confirmed as the algorithms have many dissimilarities in compo-
nents outside of the comparison scope. Therefore, the analytical results should be verified in future works
using a fair comparison technique by having the other components constant. Furthermore, the analysis may
yield different results if a different ranking in the leaderboard is considered. The leaderboard is calculated
using median values from multiple runs, and each run produces variable results. Therefore, the rankings are
highly likely to change if new runs are conducted, especially on contemporary hardware. A positive aspect of
research in this field is that the source codes for the CHeSC algorithms are readily available. Future research
can utilize these codes to expand the investigation.

Limitations of this study include the lack of complexity analyses or experimental comparisons beyond
comparisons using the quality index. This limitation arises from the lack of access to individual algorithmic
run records. This study relies on results reported in previous publications. Future research should utilize
source codes for the selection of hyper-heuristics to rerun experiments, ensuring results with higher integrity.
The analysis could be expanded to include more recent algorithms, provided that the challenges related to
the availability of design documentation and source codes are resolved. Further studies could also include
more in-depth comparisons of the algorithms’ complexity and utilize more robust performance metrics.
Inspecting the compliance of algorithms with competition rules provides an interesting avenue for verifying
the integrity of competition results.

Additionally, given the rapid advancements in computer technology, it is recommended to test the
algorithms in an environment that leverages this increased computational power, such as extending the
execution time limit. This approach could offer fresh perspectives on the challenge of premature convergence.
An in-depth analysis of algorithm behaviour throughout the search process, using recorded algorithmic runs,
should also be conducted. Convergence analyses could also be employed to observe convergence trends and
evaluate algorithms’ ability to achieve optimal or near-optimal solutions. It is also recommended to examine
the scalability of the algorithms to larger problem instances to ensure their high generality. Furthermore, the
optimization field has grown rapidly in recent years to include multi-objective, multi-task, and multi-factorial
optimization. The implementation of selection hyper-heuristic can be explored in these areas, leveraging the
insights derived from our analysis as a good starting point.
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Glossary/Nomenclature/Abbreviations
ACO Ant Colony Optimization
AILLA Adaptive Iteration Limited List-based Threshold Accepting
ALHH(πg) Apprenticeship Learning Hyper-Heuristic
AVEG-Nep Hyper-heuristic based on autonomous agents and Epsilon-greedy selection
BP Bin packing
CF Choice Function
CHeSC Cross-domain Heuristic Search Challenge
DHSS Dynamic heuristic set selection
DOS Depth of search
EA-ILS Evolutionary algorithm-based iterated local search
EMCQ Exponential Monte Carlo with counter
F1 Formula 1
FIS Fuzzy Inference Selection
FRAMAB Fitness-Rate-Average based Multi-armed Bandit
FS-ILS Fair-Share Iterated Local Search
GEP Gene Expression Programming
GISS Generic Iterative Simulated-Annealing Search
HAEA Hybrid Adaptive Evolutionary Algorithm
HHDMAB Hyper-heuristic using Dynamic Multi-armed Bandit
HH2DMAB Hyper-heuristic using Dynamic Multi-armed Bandit 2
ILSHH Iterated Local Search Hyper-heuristic
IM Intensity of mutation
ISEA Iterated Search Driven by Evolutionary Algorithm
KP Knapsack Problem
KSATS-HH Simulated Annealing and Tabu-Search Hyper-Heuristic
LAH List of Active Heuristics
LAST-RL Large state reinforcement learning hyper-heuristic
MA Memetic algorithm
MAB Multi-armed bandit
MaxCut Max-Cut Problem
MCHH-S Single objective Markov chain Hyper-heuristic
MSHH Multi-stage Hyper-heuristic
PFS Permutation flowshop
POP-MA Population-based memetic algorithm
PS Personnel scheduling
QAP Quadratic Assignment Problem
QHH Q-learning based hyper-heuristic
RQ Research question
SA Simulated Annealing
SAHH Simulated Annealing Hyper-heuristic
SAT Boolean satisfiability

https://github.com/seage/hyflex/tree/master/hyflex-hyperheuristics
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SP-MA Single-point based memetic algorithm
SR-LA Simple Random Late Acceptance
SSMA Steady-state memetic algorithm
TGMA Transgenerational memetic algorithm
TS-ILS Thompson Sampling based Iterated Local Search Algorithm
TSP Travelling salesman problem
VND Variable Neighbourhood Descent
VNS-TW Variable Neighbourhood Search hyper-heuristic
VRP Vehicle routing problem
XCJ EXplore-Climb-Jump
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