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ABSTRACT

Control signaling is mandatory for the operation and management of all types of communication networks,
including the Third Generation Partnership Project (3GPP) mobile broadband networks. However, they consume
important and scarce network resources such as bandwidth and processing power. There have been several
reports of these control signaling turning into signaling storms halting network operations and causing the
respective Telecom companies big financial losses. This paper draws its motivation from such real network disaster
incidents attributed to signaling storms. In this paper, we present a thorough survey of the causes, of the signaling
storm problems in 3GPP-based mobile broadband networks and discuss in detail their possible solutions and
countermeasures. We provide relevant analytical models to help quantify the effect of the potential causes and
benefits of their corresponding solutions. Another important contribution of this paper is the comparison of the
possible causes and solutions/countermeasures, concerning their effect on several important network aspects such
as architecture, additional signaling, fidelity, etc., in the form of a table. This paper presents an update and an
extension of our earlier conference publication. To our knowledge, no similar survey study exists on the subject.
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1 Background
1.1 Introduction

Control signaling is obligatory in all types of computer communication networks (wired or
wireless) for operation and management. By definition, control signaling is the communication
overhead that enables user authentication, authorization, charging, and billing [1]. Control signaling
is also needed when, from a communication perspective, any important event happens such as mobile
phones changing their connectivity state, sending or receiving data, and performing handovers [2]. The
role and importance of control signaling will only increase in future networks and is expected to be
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a source of all intelligence available in the network [3]. Although control signaling is mandatory for
the functioning of all types of communication networks, ideally it should be kept to a minimum as it
occupies significant and scarce network resources (i.e., bandwidth and processing power). Maximum
availability of these resources would simply mean that they could be used for user data communication
instead and would help in not only fulfilling the user Quality of Service (QoS) but also trouble-free
network operation. The usual method of measuring the amount of signaling traffic is the number
of transactions or messages exchanged between network elements, while a single transaction might
itself consist of one or several messages [4]. Because of its indisputable significance, a considerable
amount of research work has already been done on minimizing the control signaling overhead for
different types of computer networks. For example, in both Asynchronous Transfer Mode and Frame
Relay Networks, the focus has been on optimal network performance by reducing the control signaling
overhead [5]. A modern-day networking scenario consisting of a plethora of networking technologies
available to the user is shown in Fig. 1.

Figure 1: Modern-day communication networks consisting of a plethora of heterogeneous technologies

However, today’s control signaling challenge to the 3rd Generation Partnership Project (3GPP)
based mobile broadband networks is very severe, and signaling misbehavior can result in signaling
storms [6], especially to the control plane [7]. The volume of signaling traffic depends upon the number
of active mobile phones in the network [8]. Mobile broadband penetration has risen sharply, and
inevitably with it comes the imminent signaling problem. The explosive growth in the use of mobile
broadband for data access using smartphones gives rise to a data burden for which legacy wireless
technologies were not designed. It also introduces another burden on the network in the form of the
signaling load [9], resulting in degraded network performance [10]. Because the upsurge in mobile
broadband data access is expected to occur in the future, the signaling influx will also thrive. What’s
even more frightening is that many studies have highlighted that the increase in signaling traffic
considerably outpaces the corresponding growth in data traffic. Signaling traffic is expected to be 50%
up than the corresponding growth in data traffic over the next few years [4,11]. Such remarkable growth
in the signaling traffic might overwhelm the capacity of 3GPP-based mobile broadband networks and
turn into signaling storms. Signaling storms are a serious threat to all mobile broadband networks
and in their severe forms can crash down a 3G/4G network completely or cause them to perform
poorly [12]. The increase in the transmission signaling overhead increases the energy consumption of
the network devices [13]. Several such incidents discussed in the next section have already occurred,
costing the respective telecommunication companies big financial losses, in addition to leaving them
with frustrated and unsatisfied customers.
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1.2 Global Network Outages
Telenor, the world’s 14th largest telecom company, in June 2011 went out of service for 18 h due

to a signaling load. The financial cost of this Telenor outage was estimated to be USD 18 million
while affecting 3 million of its users [14,15]. Similarly, in April 2011, Verizon’s Long Term Evolution
(LTE) network went out of service for 24 h after it crashed due to a signaling load it could not bear,
impacting hundreds of thousands of its subscribers [16]. Moreover, this was not the only time Verizon
4G Network went down, but it crashed three times in December of the same year [17]. In Japan,
the situation was not much different either. Its Telecom giant DoCoMo went down in January 2012
because of the signaling load and impacted its 2.52 million users in Tokyo only, and was the fifth such
incident in only eight months [18]. More recently, in October 2021, around 2 million users of DoCoMo
3, 4, and 5G networks were left without voice and data services for more than 24 h due to excessive
signaling [19,20]. Similarly, another Japanese operator, SoftBank, had to apologize to its customers
after its 4G network went out of service for four hours due to software issues [21]. Surprisingly, such
incidents happened in ten other countries at about the same time [22].

These network failure stories prove that the signaling storm problem is a real threat to stable
network operation and requires feasible and long-lasting solutions. Telecom companies sensing this
danger have mostly used over-provisioning as a solution. For example, Telenor tried to avoid control
signaling problems in the future by investing in improving network capacity [15]. DoCoMo also
followed the same route and spent 164 billion yen (USD 2.1 billion) to enhance its network capacity
[18,23]. However, over-provisioning might only solve the problem temporarily, as growth in signaling
traffic is not expected to slow down for some time but instead keep growing because of modern-day
communication trending factors discussed in the next section. Therefore, innovative, multipronged,
and long-term solutions are required. There might be a variety of reasons for signaling storms.
Therefore, the research community needs to analyze them closely and come up with the corresponding
feasible solutions. So far, the signaling storm problems have triggered a great deal of interest in the
Telecom industry, but academic research is lagging. This is reflected in the references in this article,
most of which are industry white papers, technical reports, and web links. This article draws the
attention, of the academic research community to this issue by providing a detailed survey of the
causes, of the signaling storm problems and their corresponding solutions in 3GPP-based mobile
broadband networks and is an extension of our earlier work in [24]. To the author’s knowledge, no
such survey exists on this subject. The rest of this article is arranged as follows.

Section 2 lists the main causes of the signaling storm problems in 3GPP-based mobile broadband
networks along with its modeling. The corresponding potential solutions and countermeasures to
these problems and their analytical models are discussed in Section 3. Finally, Section 4 concludes the
paper and also provides future search directions.

2 Signaling Storms Main Causes

The reasons for signaling storms in 3GPP-based mobile broadband networks are diverse. While
these factors can have a devastating effect on their own, their occurrence in tandem can further increase
the possibility of causing severe signaling storms. While the reasons behind the causes themselves might
be different, their result is an extra signaling load for the network. Some of these causes are shown in
Fig. 2 and are discussed in the following section.



126 CMES, 2025, vol.142, no.1

Signaling 
Storm 

Problems in 
3GPP Mobile 
Broadband 
Networks

Control 
Plane 

Security

Architectural 
Trends

Diameter 
Signaling

Wi-Fi 
Integration

Unlicensed 
Small Cells 
Integration

3G LTE 
Mobility

M2M & 
IoT

Growth 
in Data 
Access

MM 
Signaling

Chatty 
Apps

Proprietary 
Fast 

Dormancy

Abnormal 
Signaling

Continuous 
Virus Scan

Smart 
Devices 
Usage

Figure 2: Signaling storms potential causes

2.1 Growth Trends in Mobile Broadband Data Access
Users in modern communication scenarios are increasingly becoming dependent on mobile

broadband for Internet access compared to fixed broadband. As a result, a clear surge in mobile
broadband data access and mobile users has been recorded. According to the Ericson Mobility report,
global mobile data traffic grew by 70% between 2016 and 2017 [25]. The growth in mobile broadband
data access is not going to slow down but instead is expected to gain more pace. As estimated by
CISCO, the Compound Annual Growth Rate (CAGR) for mobile data access will be 46% in the
period 2017–2022 [26] and 75% of the world’s mobile data traffic by 2020 will be composed of video
[27]. Mobile broadband is the most dominant method for data access and has a share of 51.2% of total
global online traffic, while the number of global unique mobile users was 3.7 billion in the first quarter
of 2018 [28]. As the growth in data access is expected to continue into the next few years, the signaling
traffic will also rise [24]. Therefore, with time, signaling storms will only get worse. With the growth
in mobile broadband data access, many other factors will contribute to the signaling growth at the
same time. In the Telecom industry, there have been many studies on this issue and all of them show a
sharp increase not only in mobile broadband data access but also in the number of mobile subscribers,
estimated at 5 billion in the second quarter of 2017 [29]. Legacy networks were not designed to cope
with a control signaling load of this magnitude or to support billions of users. Therefore, network
performance suffered and networks are facing frequent congestions, high call blocking and dropping
probabilities, and poor user QoS. Growth in mobile broadband data access has not only affected
3G networks but also 4G networks such as LTE, which generate three times more signaling load in
the Evolved Packet Core (EPC) [4]. Growth in data traffic is proposed to be calculated using the
exponential model in Eq. (1) or the logistic growth model in Eq. (2).

DT(t) = DT0eαt (1)

where DT(t) is the growth in data traffic, DT0 represents the initial data traffic, α is the growth rate, t
denotes time.

N(t) = K

1 + K−N0
N0

e−rt
(2)

where N(t) is the number of mobile broadband users or the data usage at time t, N0 is the initial number
of users or initial data usage, K is the carrying capacity (the maximum number of users or maximum
data usage the network can handle), e is the base of the natural logarithm, r is the intrinsic growth rate,
t is time.
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2.2 Mobility Management (MM) Signaling Trends
The ability to communicate on the go has been probably the most dominant feature in the

popularity and adoption of mobile networks. But this mobility support comes at a signaling cost from
a network perspective [30]. All mobility-related functions such as paging, hand-offs, roaming, etc.,
are supported by the network with the help of mobility-specific control signaling. For MM, both the
individual mobile node and the network need to coordinate through control signaling. The number of
mobile Internet users is on the rise, as discussed in the previous section, machine-to-machine devices
and applications with high mobility demands will result in heavy MM-related signaling [4,12,31].
The “always-on” communication model of the 3GPP-based mobile broadband networks for data
access means a large number of active users for which MM functions must be performed. The 4G
core network might be even more exposed to the MM signaling load due to its flat architecture,
and all mobility-related signaling will have to traverse the core network [32]. In comparison, legacy,
2G, and 3G systems employed hierarchical architecture and because of that, were better suited to
limiting the signaling load at a particular level in the hierarchy and not letting it traverse to the core
network. Moreover, their hierarchical architecture also enabled these networks to employ localized
MM techniques and procedures, which generate signaling overhead per the scope of mobility. Because
of the 4G vision of heterogeneous network support, all types of available access media, such as
2G, 3GPP, 3GPP2, Wi-Fi, WiMAX, etc., could be used to improve the network capacity. But this
also means that the EPC will have to deal with MM functions for a large number of users across
heterogeneous radio systems. Therefore, this will further increase the amount of MM signaling that
the core network must handle. Mobility-induced load can be estimated using Eq. (3). The total control
signaling load S(t) is proposed to be represented as follows:

S(t) = H(t) + L(t) + P(t) (3)

where S(t) is the total control signaling load at time t, H(t) is the handover signaling load at time t,
L(t) is the location update signaling load at time t, and P(t) is the paging signaling load at time t.

The handover signaling load H(t) is given by:

H(t) = λH · U(t) · Hrate (4)

where λH is the average signaling cost per handover, U(t) is the number of active users at time t, and
Hrate is the average handover rate per user.

Similarly, the location update signaling load L(t) is expressed as:

L(t) = λL · U(t) · Lrate (5)

where λL is the average signaling cost per location update, U(t) is the number of active users at time t,
and Lrate is the average location update rate per user.

The paging signaling load P(t) is given by:

P(t) = λP · C(t) · Prate (6)

where λP is the average signaling cost per paging message, C(t) is the number of incoming communi-
cation attempts at time t, and Prate is the average paging rate per incoming communication attempt.

2.3 Chatty Applications
One of the main attractions for mobile Internet users is the use of their favorite smart applications

on smart devices such as cell phones and tablets. These applications can be used to send and receive
rich-text messages, emojis, short animations, pictures, short videos, and audio clips. In addition
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to communication applications, users can have access to many other applications such as social
networking, online games, news, weather updates, and maps. Some examples of these apps have been
shown in Fig. 3. These applications must send periodic control messages, also referred to as “keep-
alive or heartbeat or polling” messages, to their respective servers, even at times when the user is not
communicating and without his knowledge [33,34]. The behavior of these applications is chatty, as
they must poll the network many times, but each time requires a very small amount of data transfer
[35,36]. Applications that are the chattiest can generate as many as 2400 signaling events in an hour
[37]. From the network perspective, this is problematic, as it puts a lot of signaling load on the network
and has caused signaling storms [12] and localized network outages [38]. The chattiness of applications
is especially harmful in 3G networks, where the mobile node will be forced to go through a series of
connections/disconnections to extend its battery life, also known as Fast Dormancy, discussed in the
next section. Chatty applications, in addition to generating a heavy signaling load, will also consume
scarce network resources such as bandwidth, Packet Data Protocol (PDP) states, and IP [39]. Thus,
the chatty behavior of applications can have a very destructive effect on mobile networks. Similarly,
highly active users who transfer only a small amount of data can have a significant inefficient signaling
effect on the network [40]. Also, cloud-based services require constant synchronization with the cloud,
which is achieved with the help of continuous heartbeat messages. All this chattiness will add to the
problem of controlling signaling storms. The total control signaling load due to chatty applications
Schatty(t) is represented as:

Schatty(t) = K(t) + N(t) + S(t) (7)

where Schatty(t) is the total control signaling load at time t due to chatty applications, K(t) is the keep-
alive signaling load, N(t) is the notifications and status updates signaling load, and S(t) is the session
establishment and tear down signaling load. K(t) can be calculated similarly to the handover signaling
in Eq. (4) with only symbolic adjustment. Where in this case H(t) becomes K(t), λH represents the
average signaling load of keep-alive messages, U(t) represents active applications, and Hrate represent
the average signaling cost of keep-alive messages per app. Eq. (4) is proposed to be adopted in a similar
way to estimate N(t), and S(t), respectively.

Chatty 
Apps

Figure 3: Chatty applications
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2.4 Proprietary Fast Dormancy
In mobile communication, mobile devices must keep working for an extended period. Since all

mobile devices have limited battery backup times, the mobile node may be asked to switch to a low-
power mode when not communicating and a high-power mode when communicating, to save battery
juice. This connectivity state transition has been visually shown in Fig. 4. This is exactly how Fast
Dormancy works in 3G networks to prolong the battery life of mobile nodes. When a mobile node
has no data to send or receive for 3 to 10 s, it will abandon all network connections by switching
to idle mode and operating with low power to extend battery life. When the mobile node sends or
receives any data, it must switch to active mode to resume all connections. From a signaling viewpoint,
the mobile node must communicate its connectivity state changes to the network each time through
control signaling. So that the network has an accurate view of the mobile node connectivity state at all
times. Therefore, more connectivity state changes or transitions simply mean more control signaling
for the network to cope with, as this might happen thousands of times daily [39]. Fast dormancy
could be a problem for two reasons, the first opening and closing a connection on the radio link
to send only a small amount of data is inefficient [12]. Secondly, the related network components
such as the Radio Network Controllers (RNCs), which keep track of the mobile node connectivity
state, were not designed for such a high transaction rate. This could lead to CPU overloads, leading
to “brownouts” and poor service [12]. The mechanisms of Proprietary Fast Dormancy vary across
different smartphone implementations. In some cases, the implementation has been optimized to
prolong battery life, while in others the implementation has been optimized to minimize network
signaling [41].

Save Power, Abandon Communication

Resume Communication.

Figure 4: Mobile devices connectivity state transitions

The total control signaling load due to proprietary fast dormancy SFD(t) is represented as:

SFD(t) = IA(t) + AI(t) (8)

where SFD(t) is the total control signaling load at time t due to proprietary fast dormancy, IA(t) is
the idle to active signaling load, and AI(t) is the active to idle signaling load. IA(t), and AI(t) can be
calculated exactly in a similar fashion as in Eq. (4), where H(t) is replaced by IA(t), λH represent the
average signaling cost per idle to active transition, U(t) is the number of active of devices at time t,
and Hrate is the average rate of idle to active transitions per device. Similar adaptations are proposed
to be done to calculate AI(t).
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2.5 Abnormal Signaling
Smartphones are designed in such a way that they always try their best to be connected to the

network and be online at all times. However, if the remote network entity due to some technical
problems cannot fulfill its connectivity or state change requests, the mobile node will still try
repeatedly and will generate control signals in the process. For example, if the activation fails due to a
breakdown of the network server, no service subscription, or simply because of insufficient capacity,
the smartphone will repeatedly try to activate the PDP context. This causes a sharp increase in the PDP
context activation signaling on the network and results in network congestion and control signaling
overload. On one network of an operator, for example, the number of repeated PDP activations caused
by failed activation accounted for 98.76% of the total PDP activations throughout the network. The
success rate of activation was lower than 3%, resulting in a huge waste of network resources [39]. The
total control signaling load due to abnormal signaling SAS(t) is proposed to be represented as:

SAS(t) == λRA
· U(t) · RArate(t) · Pf (t) (9)

where SAS(t) is the total control signaling load at time t due to abnormal signaling, λRA
represents the

average signaling cost per repeated activation attempt, U(t) denotes the number of active users at time
t, RArate(t) is the time-dependent rate of repeated activation attempts per user due to failures, and Pf (t)
is the probability of an activation failure at time t.

2.6 Smart Devices Usage
Seeing the growth in mobile data demands, one can easily guess the growth in the use of smart

devices as smart devices enable users to access mobile broadband data. Smart devices are becoming
more common for data access because of their versatility not only in communication enabled by
the Internet and its application but also in hardware. The modern smart device is usually equipped
with digital cameras, a Global Positioning System, and different sensors. These devices range from
smartphones to tablets and wearable devices such as smartwatches and health-monitoring body
sensors, as shown in Fig. 5. Because of their great utility according to CISCO, smartphone usage,
on average, has grown by 81% in 2012 [42]. According to another study in [27], almost half a billion
mobile devices and connections were added in 2015. CISCO, in its annual report (2018–2023) claimed
that smartphones will experience the second-fastest growth after Machine to Machine (M2M) [43].
But their popularity does not necessarily make them good for network control signaling. In fact, but
from a signaling perspective, smart devices are not smart at all, and on average, generate 13 times more
traffic than a non-smart device. In [39], the authors have discovered that despite their communication
revolution, their use causes signaling storms. Nokia Siemens suggests that growth in the penetration of
the smart devices combined with vendor-specific Operating System implementations can result in up
to a 50% increase in signaling [4]. Surprisingly, the signaling load imposed on the network by various
types of smart devices is different. This difference is due to the underlying behavior of the connectivity
of these devices. As an example compared to laptops, smartphones download a very small amount of
data (1/25th), but only three smartphones are enough to generate as much signaling as a single laptop
[44]. This is because laptops, unlike smartphones, tend to connect to a network and stay connected.
Since the use of smartphones outnumbers laptops, they generate the bulk of the signaling traffic, which
can account for as much as 7% of a 3G subscriber’s contribution to network signaling costs [45]. In
terms of signaling compared to smartphones, basic feature phones are more efficient as they only
activate the PDP context when they communicate. But smartphones, on the other hand, activate a
PDP context as soon as they are turned on and therefore have high PDP activation ratios, putting a
more signaling burden on the network [39]. Also, a single smartphone can generate as much signaling
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traffic as 50 basic-feature phones; while a tablet has as many as 120 basic-feature phones, and a single
laptop equals as many as 368 basic-feature phones [42]. Apart from the hardware, the operating systems
of smart devices also differ in signaling performance and according to Huawei Android-based devices
generate 3 times more signaling burden than the iPhone and 22 times the feature phone [39]. Estimation
of signaling overhead generated due to the use of smart devices is proposed to be estimated using
Eq. (10)

Sd =
m∑

j=1

nj∑
i=1

λij · uij (10)

where Sd is the device-induced signaling load, m is the number of device types, nj is the number of
devices of type j, λij is the signaling rate of the i-th device of type j, and uij is the number of the i-th
device of type j.

Smart 
Devices

Figure 5: Smart devices

2.7 3G-LTE Mobility
Although the new generation of mobile networks brings new enhancements and capabilities, it is

always important to support the operation and integration of previous generations. Since 3G is the
predecessor of 4G, the co-existence of both of these technologies is expected for many years in the
future. Because of this, mobility support across these two technologies is a necessity. Despite having
an All-IP core, the 4G systems have been designed to support almost all legacy systems such as 2G,
2.5G, and 3G [46], for capacity and compatibility reasons. But mobility support between 3G and 4G
systems is signaling intensive [12]. Also, the communication and coordination between the respective
cores of 3G and 4G systems for MM will put extra signaling burdens on the network as both networks
maintain their respective user contexts. A scenario of 3G-LTE Mobility has been shown in Fig. 6.
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4G

3G 3G

4G

Figure 6: 3G-LTE mobility scenario

The total signaling load due to 3G-LTE mobility S3G−LTE(t) is modelled as:

S3G−LTE(t) = H(t) + C(t) (11)

where S3G−LTE(t) is the total signaling load at time t due to 3G-LTE mobility, H(t) is the handover
signaling load due to 3G-LTE mobility, and C(t) is the context management signaling load. The
handover signaling load H(t) is given in Eq. (4). The same equation is proposed to be adopted to
estimate C(t).

2.8 Licensed Small Cells Integration
One of the biggest challenges due to the growth in the number of mobile broadband users,

growth in mobile data access and smart devices, is network capacity. Although operators use different
techniques such as over-provisioning, new wireless transmission technologies, and efficient resource
usage; the use of licensed small cells has been a very common and popular method for improving
the needed network capacity, especially in urban areas [47]. But licensed small cell integration, giving
rise to ultra-dense networks has a signaling overhead issues [48]. This is because they share common
service procedures with macro cells and have a significant impact on the signaling load [12]. Also, a
large number of small cells means that a highly mobile user in a cluster of small cells might increase
the handoff and MM-related control signaling because of the frequent change of network point
of attachment. Small cells need to be managed from the spectrum, mobility, and interference [49].
Integration of small cells may result in MM problems [50]. Some open challenges and opportunities
to address signaling storms in the context of open radio access networks have been discussed in [51].
Fig. 7 represents small cells integration with macro cells.
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Figure 7: Small cells integration

The total signaling load due to licensed small cells Ssc(t) is expressed as:

Ssc(t) = Hsc(t) + MMsc(t) + CSPsc(t) (12)

where Ssc(t) is the total signaling load at time t of licensed small cells, Hsc(t) is the handover signaling
load, MMsc(t) is the mobility management signaling load, and CSPsc(t) is the common service
procedures signaling load. The handover signaling load Hsc(t) is given in Eq. (4). Where in this case
H(t) becomes MMsc(t), λH represents average signaling load due to mobility management of small
cells, U(t) the number of users of in small cells, and Hrate represent the average signaling cost of the
mobility management procedures for small cells. Signaling load of CSPsc(t) is proposed to be modeled
similarly.

2.9 Wi-Fi Integration
Apart from the use of licensed small cells for better network capacity, Wi-Fi has also been used

for traffic offloading and to relieve traffic burdens on the core network [52]. Wi-Fi 6 the new Wi-Fi
standard is being viewed as both a competitor and complementary to 5G [53]. Although integrating
Wi-Fi for traffic offloading is a promising solution for improving the network capacity, it also brings
associated problems. One of these concerns is that all management of Wi-Fi cells will have to be
done in the core network, and therefore more control traffic will traverse the common core. Support
for Subscriber Identity Module-based authentication for Wi-Fi users is necessary but would require
signaling to be exchanged with the relevant authentication servers, i.e., Home Subscriber Server (HSS)
[12]. Similarly, other typical mobile network functions such as handoffs, authorization, and billing for
Wi-Fi cell users will also generate more signaling load on the network.

The total signaling load due to Wi-Fi offloading SWiFi(t) is proposed to be represented as:

SWiFi(t) = AWiFi(t) + HWiFi(t) + ZWiFi(t) + BWiFi(t) (13)

where SWiFi(t) is the total signaling load at time t due to Wi-Fi offloading, AWiFi(t) is the authentication
signaling load, HWiFi(t) is the handoff signaling load, ZWiFi(t) is the authorization signaling load, and
BWiFi(t) is the billing signaling load. HWiFi(t) can calculated by Eq. (4), while AWiFi(t), ZWiFi(t) and BWiFi(t)
are proposed to be estimated by appropriate adaptations to the same equation.
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2.10 Diameter Signaling
The diameter is a control signaling protocol developed by the Internet Engineering Task Force

(IETF) [54]. The protocol provides functionalities commonly needed in mobile broadband networks
such as Authentication, Authorization, and Accounting (AAA) functionality in IP networks. The
diameter protocol is utilized by the 3GPP LTE network for several important management tasks such
as MM, policy and charging, and QoS. Because of its critical role, the diameter signaling is on the
rise and is expected to generate as many as 595 million messages per second with a CAGR of 23% by
2021 [55]. Early signaling storms have been attributed to diameter signaling and if its implementation
and usage are not handled carefully, the signaling flood can overwhelm the network components with
control signaling [12]. To reduce diameter control signaling, bulk operations on the large number of
sessions managed by it are needed [56]. Diameter protocol may also introduce security vulnerabilities
and can be used to launch denial-of-service attacks [57]. For the estimation of Diameter signaling, the
following equation is proposed.

Sdia = λd ·
m∑

j=1

Mj (14)

where Sdia is the Diameter signaling load, λd is the Diameter signaling rate, Mj is the number of
Diameter messages per user,

Alternatively, if the diameter signaling is viewed as a transaction then the total Diameter signaling
load Sdia then the following equation is proposed.

Sdia = Ntran × Msize × Ruser (15)

where Ntran is the total number of diameter transactions per second, Msize is the average size of a
diameter message in bits, Ruser represent signaling rate per active user.

2.11 Architectural Trends (3GPP LTE)
The network architecture of Mobile networks has come a long way from its infancy 1G systems

to the current 4G and 5G systems. Earlier generations were based on hierarchical structures and were
pure circuit-switched systems. However, with time as the importance of mobile broadband access
was realized, the core network had to evolve to support packet-switched services. Therefore, the 3G
core network was designed to have a hybrid architecture supporting both circuit and packet-switched
services. To support the growing mobile broadband demand, the 4G system architecture has evolved
to an all-IP core and flat architecture. Although the evolution to a flat architecture of mobile networks
is for good reasons, it has a significant effect on how the evolved architecture tackles control signaling.
For example, in 3G networks, the RNC works as a gateway between the access and the core network,
limiting the flow of control signals from the access network to the core. The RNC can also use local
MM, and an intra-RNC handover requires no global signaling. LTE, on the other hand, due to its
flat architecture, makes the core network visible to the signaling load from the access network. In
comparison to High-Speed Packet Access, a 3.5-G network, the LTE average signaling per subscriber is
42% higher [4]. Because of this, the core of the LTE network will face a signaling surge. The current LTE
architecture lacks flexibility, cannot adapt to the user needs, and produces signaling storms [58,59]. A
form of attack to choke the 5G core network with massive registration requests can lead to large-scale
user service disruption [60]. Software-defined networking (SDN) has been proposed to provide the
needed flexibility in the network architecture. SDN is based on the principle of separating the control
plane and the data plan. But such separation can add to the network signaling [59].
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Based on the discussion in this section, it can be safely stated that signaling surge due to
architectural evolution mainly effect the core network. In the core network, control signaling load
Sarch due to architectural evolution is proposed to be estimated using the equation:

Sarch = N × P × O × H (16)

where N is the number of active users or devices across the network, P is the average number of
signaling messages per user or device, O is the overhead factor due to architectural changes, and
H: is the additional handover and mobility management signaling factor handled by the core due
to architectural evolution.

2.12 Security of Control Plane
Security is of prime importance for any communication network. A common attack on network

infrastructure is to make a network component in the control plane process in large numbers some
useless and pointless requests [61]. The radio resource control (RRC) protocol in 3G and 4G networks
is particularly susceptible to security attacks [62]. Since the control plane is the driving force behind the
network operations, choking the control plane will simply choke the entire network. Because of this
fact, the control plane is a vulnerable target for attackers. In particular, in 3GPP-based networks, the
attackers would generate numerous bearer setup requests or control signals, but would not complete
the connection setup procedures, causing the related network entities to deal with a series of state
transitions for bearer setup and release operations after timeouts, resulting simply in degraded QoS
or in extreme cases Denial of Service (DoS) attacks [63,64].

The control signaling load Ssecurity due to security threats can be estimated using the equation:

Ssecurity = A × T × R (17)

where A is the average number of malicious signaling requests per unit time, T is the timeout and retry
factor and R is the impact factor on QoS due to security attacks.

2.13 Machine to Machine Communication (M2M) and Internet of Things (IoT)
Cisco predicts M2M devices to have the fastest growth in the period 2018 to 2023 [43]. The addition

of a massive number of M2M devices will create a great burden for the mobile network system from the
signaling perspective [65,66]. The introduction of M2M communications over mobile networks poses
a signaling challenge; since the 3G and 4G mobile network protocols were not designed to handle
frequent but small communications from a huge number of devices, as is the case in M2M traffic [64].
Apart from M2M, the Internet of Things (IoT) will also further fuel the signaling storms, as it enables
communication for a very large number of smart devices [67]. The Industrial Internet of Things devices
due to their low cost and complexity are vulnerable to being hacked to generate signaling storms in
the networks [68,69].

According to a study performed in [70], there is a great variety among IoT devices regarding
signaling, however, on average there are 55 K active devices per hour with an average traffic volume of
875 k per hour. While a typical IoT device (such as a humidity or temperature sensor) might generate
only a small amount of data infrequently, they will contribute to a great extent to the signaling storms
because of their sheer numbers. Therefore it is extremely important to analyze the signaling generated
by IoT devices [71].
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The control signaling load SM2M/IoT due to M2M and IoT devices is proposed to be estimated using
the formula:

SM2M/IoT = N × R (18)

where N is the number of active M2M and IoT devices, and R is the average signaling rate per device.

3 Signaling Storms Potential Solutions and Countermeasures

As discussed in the previous section, the causes behind signaling storm problems are many and of
various types. Therefore, no single or super solution might exist, but instead, a coalescence of different
solutions will be required to avoid signaling storms and maintain smooth network operations. To better
tackle the signaling storm challenge, the operators must plan to ensure that their data and signaling
processing capability, are per their projected growth and needs. They must also make certain that
their network resources are used optimally. Only conventional strategies for increasing the network
capacity, such as updating the air interface, and over-provisioning, will not be sufficient to address
these challenges. Some solutions that operators can use to solve or at least control the signaling storm
problems are shown in Fig. 8 and described individually in the next section.
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Figure 8: Signaling storms potential solution

3.1 Network Performance Monitoring and Needs Projection
To solve the signaling storm problems due to the growth in mobile broadband data access, the

operators must ensure that the network is scalable and adaptive. The operator must get key insights
on their needs and requirements from the trends in data access demand in their network and market
trends, and proactively plan their network upgrades. Insights into the current network health and
signaling storms can be gathered by measuring key network performance indicators [72,73]. The
operators must also analyze separately and consequently apply different solutions to the problems
of signaling storms in the access and core networks. Knowing the network resources, user base,
traffic patterns, and most current network traffic conditions can be useful from two aspects. First, the
operator can use this knowledge to ensure that the key network components operate at their optimum
performance at all times. Secondly, based on this knowledge, they can project their future needs
and invest in their network infrastructure by employing Over-Provisioning, as discussed next. Needs
projection can be done using several well-known Machine Learning (ML) and Artificial Intelligence
(AI) models. Reference [74] uses a combination of time series prediction, adaptive threshold, and
anomaly detection algorithms to predict signaling storms. Autoregressive integrated moving average
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(ARIMA) a statistical model represented in 19 is proposed for traffic load forecasting. A more general
model based on ML is proposed in Eq. (20) can also be utilized.

Ŝ(t) = φ0 +
p∑

i=1

φiS(t − i) +
q∑

j=1

θjεt−j (19)

where Ŝ(t) is the forecasted signaling load, φi are the autoregressive parameters, θj are the moving
average parameters, εt−j are the error terms.

Sfuture = f (Current Signaling Load, Trend Analysis, ML Predictions) (20)

3.2 Over-Provisioning and Enhanced Network Components
As discussed earlier in Section 1.2 that Over-Provisioning is the most basic and straightforward

solution for operators if they are having trouble with network capacity. It is usually the first response
of an operator to cope with an increased signaling load on the network, as was the case in Telenor
[14,15], and Docomo [19] network outage incidents. Apart from using Over-Provisioning for more
network bandwidth, the processing capacity of the most vulnerable network components, such as
Serving GPRS (General Packet Radio Service) Support Node (SGSN) in 3G networks [39] can be
enhanced as the needs arise. Although Over-Provisioning can be an important tool to fend off signaling
storms due to growth in mobile broadband data access, their effect might only be temporary as the
demand for user data grows continuously. Capacity planning is proposed to be done with the help of
Eq. (21).

Cp = max(S(t)) + δ (21)

where Cp is the network capacity, S(t) is total signaling load, and δ is the safety margin.

3.3 Traffic Offloading
One of the key technologies the operators can utilize to fight the growth in mobile broadband data

access; and to reduce the signaling and data traffic load is to intelligently offload traffic to Wi-Fi and
femtocells from the macro cells [75,76]. This practice has already been successfully used and globally
33% of the total mobile data traffic was offloaded onto the fixed network through Wi-Fi or femtocells
in 2012 [42]. A classical capacity enhancement technique finding renewed importance in the modern
communication landscape is to use varying cell numbers and sizes as needed [47]. Using this technique,
numerous small cells are used in high-density users in urban areas and a smaller number of large cells
in rural areas where low user density is expected. To achieve the same, 4G and 5G networks support a
variety of cell sizes, ranging from 10 m to 100 km. Offloading can be combined with energy efficiency
to improve more than one aspect of the network [77]. However, the operators must be careful when
using this feature as using many small cells might generate a lot of mobility and cell management-
related signaling, as discussed before. Offloading benefits are proposed to be quantized with the help
of the following equation.

Soff = Sl · (1 − η) (22)

where Soff is the reduced signaling load after offloading, Sl is the signaling load before offloading, η

is the offloading efficiency,

The benefits of Traffic Offloading can be quantified using the following equation:

Poff = Toff

Ttotal

× 100% (23)
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where Poff represents the percentage of offloaded traffic, Toff denotes the offloaded traffic, and Ttotal is
the total mobile data traffic.

3.4 Distributed Mobility Management (DMM)
An answer to the signaling storm problems due to MM, might be to distribute the processing

burden of one network component among multiple network components citeDMMSig citeDMM5G.
To achieve this, Distributed Mobility Management (DMM) protocols and procedures might be utilized
while preserving the flat architecture of the 4G networks. To this end, the IETF has chartered a special
group by the name of DMM [78] to specify distributing mobility-related functions from the perspective
of Mobile IP. To relieve the core network from performing MM for the heterogeneous access networks,
the access networks might continue using their respective MM components while relaying only that
information to the core network which is of particular interest. Different handover architectures for
future networks have been compared based on their degree of distribution among multiple network
components and their respective signaling overhead in [2,79]. From this comparison, the authors have
concluded that a fully distributed approach generates less signaling overhead for the network than
centralized and semi-distributed approaches, but puts high signaling burdens on the mobile node.
A semi-distributed handover architecture distributes the signaling overhead more evenly among the
networking components and the mobile node for better scalability and therefore might be better
suited for future-generation networks. An efficient handover management and mobility management
schemes for Wi-Fi networks have been introduced in [80–82]. Signaling improvements due to DMM
are proposed to be estimated using the following equation.

Sdmm = S(t)
n

(24)

where Sdmm is the distributed signaling load, S(t) is total signaling given in Eq. (3), n is the number of
distributed management nodes.

3.5 Signaling Efficient Smart Application Design
Signaling storms due to the chatty or polling nature of the applications running on smart devices

do not come under the direct control of network operators [4]. Therefore, there is not much the
operators can do to solve this issue. However, the operators could share the network perspective on the
signaling performance of these applications with the developers to advise them and provide application
development guidelines to promote more intelligent application design. An intelligent application in
this context would be an application that fulfills communication needs, taking into account network
signaling performance [83]. As an example, instead of polling the network continuously for updates,
push mechanisms might be utilized to push new updates if any [38], from the corresponding network
entity to the mobile node. Smart timers could be used to reduce the unneeded signaling activity of
apps that are chatty in nature [33]. In 3G networks, this would help reduce the number of control
signals by reducing the number of times the mobile node, needs to change its connectivity state and
also by reducing the PDP activation ratio. Another method used for the same purpose might be to have
different PDP expiration timers depending on the user’s activity. Therefore, a highly active user might
have a high value of PDP activation and vice versa for less active users, to reduce the PDP activation
ratio and thus reduce the control signaling. The effect of polling reduction is quantized with the help
of the following equation:

Sapp = λp′ · U · P (25)

where Sapp is the signaling load from applications with reduced polling, λp′ is the reduced polling rate,
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To optimize network signaling caused by chatty or polling applications, we propose a model where
the rate of PDP activations per unit time, λ(t), is dynamically adjusted based on the activity level of
users, A(t).

λ(t) = f (A(t)) (26)

Here, f is a function mapping the activity level to the rate of PDP activations.

3.6 Signaling Efficient Dormancy States
The cause behind the inefficient control signaling of proprietary fast dormancy is due to its several

dormancy states. Therefore, a straightforward solution would be to have a simple model with a fewer
number of transition states [84]. Few connectivity states would mean that the mobile node connectivity
would change less often, and consequently, the control signaling needed to indicate this change to the
network would be less. In contrast to the three-state energy model of 3G networks, LTE has only two
states, i.e., RRC_CONNECTED and RRC_IDLE [38,63]. Because of the two states model, an LTE
mobile node quickly transitions back to the connected mode to resume its data connections, which also
results in less signaling overhead. Fast dormancy can be utilized in smartphones to optimize battery life
and in some cases, it can be used for optimal control signaling [41]. Another way of mitigating control
signaling due to fast dormancy is to use networked controlled fast dormancy; where the corresponding
network entity can control the fast dormancy behavior to optimize both the control signaling and
battery life of the mobile node. However, these solutions might only solve the problem temporarily, as
the signaling challenge is an ongoing battle due to the expected continued growth in mobile broadband
users and data access [12]. The inactive state has been proposed to be utilized for both reducing energy
consumption and reducing communication delays [85]. By simplifying dormancy states and optimizing
transitions, operators can mitigate control signaling caused by proprietary fast dormancy mechanisms,
and improve network efficiency. The authors in [86] provide an insight into signaling attacks targeting
RRC protocol generating signaling storms for 3G networks. We propose to use the following simple
equation to estimate signaling load due to dormancy state transitions.

Sd = λ · N (27)

where the signaling load Sd is influenced by the number of dormancy states N. Here, λ represents the
signaling rate impacted by the number of state transitions.

Gains due to optimized dormancy are quantified as follows:

Sod = S · (1 − γ ) (28)

where Sod is the signaling load with optimized dormancy, and γ is the efficiency of the optimized
dormancy mechanism. The achieved benefits can then be calculated by simply subtracting Eqs. (28)
from (27).

3.7 Signaling Behavior Monitoring
A very powerful technique that the operators can employ to fend off a signaling storm on

more than one front, is to monitor the signaling behaviors of notorious network components and
mechanisms in real-time; and take countermeasures if unwanted or malicious behavior is detected
[87]. Statistical methods can also be employed for this purpose [88]. This is similar to the well-
investigated area of research of using Artificial Intelligence and Machine Learning to detect DoS
attacks. Signaling behavior monitoring can be used to detect abnormal RRC signaling [72,73]. A
stochastic-based approach to reduce RRC state transitions because of keep-alive messages could also
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be employed [89]. For example, operators can monitor the repeated requests from a mobile node
and when these requests surpass a certain threshold, they can be stopped from generating excessive
signaling [39]. It can also be used to solve the problems of continuous virus scan [89] and control plane
security [64]. Although an operator can detect a false signaling behavior, it cannot enforce a good
signaling behavior on devices that are outside its control, such as mobile nodes. In general, keeping
their network resources adequate following projections and efficient network operation will help. The
operators can only educate regarding the complexities and sensitivities that might occur because of the
signaling behavior of these devices. Similar to smartphone application developers, smartphone, and
IoT device manufacturers should also take into account the network signaling load generated by these
devices in the design phase of these devices. To reduce traffic congestion of particular links and some
overloaded network components, a combined placement and routing algorithm approach is proposed
in [90]. To manage signaling storms effectively, we propose the following model, where the signaling
load Smo is controlled based on real-time monitoring and threshold-based actions.

Smo =
{
δ, if monitored parameter > T
0, otherwise (29)

Here, T represents the threshold level for signaling parameters, and δ signifies the corrective
action taken when signaling exceeds T . By implementing this model, operators can mitigate excessive
signaling and maintain network stability.

3.8 Merging Network Components
Signaling load problems generated due to the mobility between 3G and LTE networks can be

solved by minimizing the need for global signaling by combining the functionalities of multiple net-
work components in one component and favoring local communications over global communication.
As an example, signaling overhead over the S4 interface, between the SGSN of 3G and Mobility
Management Entiry (MME) of 4G can be eliminated by internalizing their interaction, by co-locating
both the network components in a single device [12]. This approach reduces the signaling overhead
by eliminating the need for remote interaction between the SGSN and MME. Co-locating SGSN and
MME can reduce control signaling by 30% and combining MME, SGSN and Serving Gateway (S-
GW) as shown in Fig. 9, reduce the signaling by as much as 70% [12]. Similarly, the signaling load due
to both separate user contexts in 3G and 4G, can be minimized by maintaining a common user context
in the core network only. Paging is an important procedure of MM, and the severity of its signaling
load can be mitigated by designing more robust paging schemes. For example, tracking area update
in 4G networks is more efficient in signaling, than the routing area update in 3G networks. More
optimized paging algorithms, which predict a user’s location from his mobility history, will further
help in reducing the MM control signaling.

The solution to signaling load problems, due to the evolution of network architecture, is tricky.
Most of the solutions will have their related cost in terms of scalability. Big signaling savings can be
achieved by physically combining more than one network component while keeping intact their logical
and functional operations. Combining key network components reduces the need for global signaling
and thus reduces the signaling load on the network. Moving the control plane close to the base stations
also reduces the impact of signaling storms on mobile networks [59]. Also introducing additional
network elements into the 4G architecture, such as Diameter Routing Agents (DRA’s) discussed in
the next section, for controlling signaling storm issues, can be employed. A simple model to estimate
the amount of traffic reduction by merging different components is proposed as follows.
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Smer = C ×
(

1 − R
100

)
(30)

where Smer is the reduced signaling load, C is the initial signaling load, and R is the percentage reduction
achieved.

MME SGSN S-GW

MME + SGSN + S-GW

Figure 9: Combining MME, SGSN, and SG-W

To optimize signaling load, operators can merge network components and implement optimized
paging schemes.

Sp = 
 − π (31)

where Sp represents the reduction in signaling load due to optimized paging schemes, 
 denotes the
original signaling cost of the paging schemes before optimization, and π is the signaling cost after
implementing the optimized paging schemes.

3.9 Utilizing Diameter Routing Agents
The signaling inefficiencies due to the growing use and responsibilities of the Diameter protocol

curtailed using DRAs in the core networks [12]. DRAs are special devices that are used to reduce
the number of connections between the core network components. The introduction of DRA agents
simplifies the addition of new network components and also reduces Diameter signaling overhead.
Having a common core for both 3G and LTE networks will also help in minimizing the diameter
signaling load. A 3G and LTE packet gateway will implement a single policy across all access networks
and thus reduce the need for diameter signaling [12]. According to the authors in [91], the main cause
of 90% of signaling storms-induced network failures is due to the failure of the DRA agents. Potential
reduction is signaling through optimized DRAs and its potential benefits can be estimated in a similar
way to Eqs. (30), and (31), respectively.

3.10 Utilization of Distributed Mobility Anchors
The signaling load due to the integration of small licensed cells into the 4G architecture can be

reduced on the core network by employing distributed and localized MM anchors. These components
will handle local user requests on the local level, relaying only limited and necessary information to
the core network. For example, specialized MM and distributed MME or gateways can be used to
manage mobility across a cluster of licensed small cells. On the protocol level, special MM protocols
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that manage mobility for a group of users rather than individual users could be utilized to reduce the
signaling cost. An example of such a protocol is Network Mobility (NEMO) [92] protocol developed
by IETF. NEMO enables a mobile router to manage mobility signaling for all users inside a bus or
train to convert it into a mobile pico/microcell. Signaling optimization in NEMO might directly be
proportional to the number of users in its cell [93,94]. A group handover protocol to address signaling
storm problems in non-terrestrial networks due to the high mobility of satellites has been proposed
in [95]. The integration of Wi-Fi cells is somewhat similar to the integration of licensed small cells;
therefore, more or less the same solution can be applied. To take advantage of distributed processing
in this context, the user Home Location Register (HLR) or HSS profiles can be cached in the AAA
servers dedicated to the authentication of Wi-Fi users [12]. One advantage of Wi-Fi from a radio
network perspective is that Wi-Fi is based on the always-on model and therefore does not suffer the
same connect/disconnect issue as 3G. The application of distributed mobility anchors for reducing
signaling storms is similar to the use of DRA’s explained in the previous section for the same purpose.
Likewise its signaling reduction potential and corresponding benefits can be estimated in a similar
fashion using Eqs. (30), and (31), respectively.

3.11 Security Policy and Procedures
For mobile devices that overload the network with fake requests for resource allocation, a

technique was proposed in reference [96]. This technique keeps track of the number of timeouts of
important resource allocation due to inactivity and blocks the mobile devices from communication
if the number exceeds a specific threshold to minimize the unwanted signaling load on the network.
Also, techniques to avoid DoS and Distributed DoS (DDoS) attacks could prove very helpful. Wireless
and Mobile networks can be monitored to detect signaling anomalies and network attacks [89,97] and
to mitigate the effect of signaling storms [6]. Reduction is signaling through implementing security
procedures and its potential benefits can be estimated using Eqs. (30), and (31), respectively.

3.12 Optimized Data Transmission Protocols
The signaling storm trouble due to M2M and IoT can be handled by using networking protocols

that are optimized and customized to infrequent and small data transmissions [64]. The transmission
of non-real-time data can be scheduled when the network is going through a period of underutilization.
Real-time small units of Sensor data from IoT networks might be combined with regular data
transmissions. Optimized dynamic resource allocation can be used to control signaling storms caused
by massive M2M devices [98]. Signaling reduction through the use of optimized data transmission
protocols can be calculated using Eqs. (30), and (31), respectively.

3.13 Network Function Virtualization
Network Function Virtualization (NFV) will hugely decrease signaling storms as it enhances

the flexibility, scalability, and automation of the network, hence optimizing control signaling and
preventing overload threats. The Management and Orchestration systems, regarding NFV, reduce
the amount of signaling load that is caused by NFV as it dynamically provisions Virtual Network
Functions to enhance efficiency in terms of utilization of available resources and prevent signaling
bottlenecks when there is maximum demand [99,100]. This is made possible by NFV’s ability to
create network slices and apply Service Function Chaining (SFC) where different types of traffic
are segmented, based on specific signaling pathways, tailored to the nature of data involved in
such transmission, thus limiting the propagation of signaling storms across the network [99–101].
The design of NFV is cloud-native, and it can make provisions for horizontal scaling and support
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for distributed deployments. Therefore, it promptly adapts to shifting network conditions, further
reducing the effect of signaling storms with dynamic control of signaling processes [100]. This is what
makes NFV a vital technology in the management and control of signaling surges in a highly complex
network environment. However, NFV may introduce some new security challenges that are important
to consider [102].

3.14 Future Generation Networks
Mobile networks have evolved from 1G to the most current 5G technology, as represented in

Fig. 10. 5G is connecting around 40% of the world and is expected to account for around 75% of
mobile data share in 2029 [103]. Next-generation Wireless Networks (NGNs), such as 5G and 6G,
will have a dramatic capacity increase, transforming network operations for both users and network
operators. The increase is expected to address the increasing levels of data transfer rates in present-day
communication [104–106]). 5G will support dynamic and efficient resource allocation as compared to
its predecessors [107]. 5G networks seek to integrate higher connection density with latency in the order
of milliseconds, along with increased data rates. These are some driving forces behind IoT, AR, and
VR [105,108]. Such flexibility and scalability could be achieved in these networks by the integration
of technologies like SDN and NFV [104]. Further, 6G will integrate advanced technologies including
terahertz communications and AI to offer even more data throughput and quality of service with much
ease comparable to previous generations [106]. Although 5G and 6G have promising prospects, many
challenges need to be met for them to meet future demands [109]. The expected increase in data traffic
raises an issue of whether added capacity enhancements will be enough to make effective management
of both data and signaling demand [110]. Because signaling storms might still be a challenge for 5G
core [111,112]. Integrating revolutionary technologies such as NFV, small cells, spectrum sharing, etc.,
might open the door to new security challenges and security [113]. The control plane in the current 5G
architecture may face serious security challenges [114]. It is thus a gargantuan challenge for network
operators facing the complexity of handling enormous numbers of connected devices while in addition
requiring real-time processing and low-latency communication [105]. A logical 6G mobile network
architecture is proposed, emphasizing cost-effective, flexible, AI-driven, secure features to address
5G design lessons and inspire further research. 6G mobile network architecture must be designed,
emphasizing cost-effectiveness, flexibility, native AI-driven, and security features in the light of lessons
learned from 5G [115].

Figure 10: Generations of mobile networks

3.15 Use of Artificial Intelligence (AI) and Machine Learning (ML)
AI and ML can be used to optimize network performance by identifying patterns and making

data-driven decisions to optimize network configurations, routing protocols, security, scalability, and
resource allocation [116]. ML algorithms can be used to analyze historical records of data traffic and
user mobility patterns and make future predictions [117]. The management of signaling storms in
future-generation networks by using AI and ML would be critical for sustaining the stability and
performance of these networks. AI and ML can predict and mitigate such storms by examining the
historical signaling data and spotting the patterns before such events. In this regard, Deep learning has
been used for network monitoring and traffic analysis [118], and has recently been proven to predict
signal storms and trace back the roots; therefore, measures can be taken before the storm escalates [74].
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Such ability will make possible efficient congestion control and load balancing, thus less probable
causes of traffic overloads [119].

Similarly, AI-driven solutions strengthen the network infrastructure resilience through adaptive
threshold-based signaling management as its mechanism, which automatically modifies signaling
parameters according to real-time traffic conditions to which the network is subjected [74]. Such
flexibility is useful, as network demand varies with increases in complexity and variability for
widespread IoT device adoption and diverse applications [120]. Furthermore, integrating AI into
network slicing can resource distribute fair space in different slices so that critical services are
performing even when signaling events are peaking [121]. AI can also be used to optimize handovers
by introducing proactive behaviour [122]. It is, therefore, critical to deploy AI and ML technologies
strategically to solve the signaling intensity problems efficiently so that future-generation networks are
both reliable and efficient.

In this section, we have discussed in detail the potential solutions to the signaling storm problems
outlined in Section 2 and have provided the related analytical models for measuring their potential
benefits. Table 1 provides a summary and a useful comparison of the respective potential solutions
concerning the six different properties. The table consists of seven different columns. The first column
“Signaling Storm Problems” lists all the different signaling storm problems discussed in this paper.
The second column “Risk Severity” provides information on the potential risk of the problem for
smooth network operations and is measured as “High,” “Med” or “Low”. The risk severity is
decided based on the scope of the problems they cause inside the network if left untreated, and also
based on their expected increasing role in future-generation networks. The third column in the table
“Potential Solutions/Countermeasures” lists the potential solution(s) and countermeasures for each
corresponding signaling storm problem. The fourth column “Within Operators Control” means if the
potential solution is within the control of network operators and if they can take concrete steps to
implement the solution, or if the solution is outside the scope of network operators. The fifth column
“Solution Requirements” outlines the corresponding changes required to the network for the solutions
to work. Such as new network components or new network functionalities and protocols required for
the functionality of the solution. The sixth column “Signaling Cost” specifies if the potential solution
will introduce its signaling for its functionality. A solution might have no “No Cost” meaning no
additional signaling cost is introduced, or negligible cost “Negl”, meaning a very small additional
signaling cost that can be neglected or ignored, or “consid” meaning considerable cost that should be
taken seriously. The seventh and last column “Solution Fidelity” provides information on whether the
respective solution is valid in the longer term (L.T) or will only work for the short term (ST) and in
the future might require other innovative solutions.

Table 1: Summary: Signaling storm problems, and their potential solutions and countermeasures

Signaling storm
problems

Risk
severity

Potential Solutions/
Countermeasures

Within
operators
control

Solution requirements Solution
signaling
cost

Solution
fidelity

Growth in mobile
broadband data
access [24,4]

High Over provisioning
[15,23]

Yes Over provisioning
[15,23,39]

No cost ST

Traffic offloading
[75]

Offloading mechanisms Negl LT

(Continued)
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Table 1 (continued)

Signaling storm
problems

Risk
severity

Potential Solutions/
Countermeasures

Within
operators
control

Solution requirements Solution
signaling
cost

Solution
fidelity

Small cells [47] Cell planning &
Interference resolution [49]

Consid

MM signaling
[4,12]

Med DMM mobility
[2,79]

Yes New protocols & Mobility Consid LT

components components [2] Negl at core.
Chatty Med Smart application

designs [38]
No Changes to application

development styles [38]
No cost LT

applications [12] Smart timers [33] Yes Behaviour monitoring
[72,73]

Proprietary fast
dormancy [38,39]

Med Fewer dormancy
states [84]

Yes Changes to dormancy
states [84]

No cost ST

Abnormal
signaling [39]

Med Behavior monitoring
[72,73]

No Signaling efficient device
design

Consid LT

Signaling behavior
detection framework
[97,89]

Continuous virus
scan [39]

High Monitor malicious
activity [89]

Yes New network timers [64] &
behavior detection [89]

No cost LT

Smart devices
usage [27,42,72]

High Smart device design
selective paging [39]

No Powerful GGSN’s [39] No cost LT

3G-LTE mobility
[12]

Med Merging of network
components [59,12]

Yes Changes to network
implementation [59,12]

No cost LT

Licensed small
cells

High DMM mobility
anchors and

Yes New protocols & Mobility Consid LT

& Wi-Fi
integration [12]

data caching [12] components [2] Negl at core.

Diameter
signaling [55]

High DRA’s [12] Yes Changes to network
architecture [12]

Negl LT

Common core [12] Consid
Architectural
trends [4,59]

Med Merging of network
components [59]

Yes Changes to Network
implementation [59,12]

No cost LT

Control plane High Monitor malicious
control

Yes Monitory framework No cost LT

security [63,64] plane activity [6] Intelligent timers [64]
M2M & IoT [64] High New protocols &

policies [64]
Yes New protocols & policies

[64]
Consid LT

4 Conclusion

In this article, we have provided a detailed survey of the different causes of the signaling storm
problems in 3GPP-based mobile broadband networks. We have provided simple analytical models to
quantify the effect of both the causes of signaling storms and the potential benefits of the solutions.
Potential solutions and countermeasures have been compared to each other using key properties
with the help of a table, which helps determine which solutions are feasible in the long term for
better network signaling performance. From this survey study, we can conclude that the signaling
storm problem is here to stay, as most of the current solutions will solve the signaling storm problem
momentarily. More efforts focusing on long-term solutions and designing more robust networks are



146 CMES, 2025, vol.142, no.1

required. The network operators would need accurate and timely insights into their current network
performance and based on them make precise projections regarding their future network growth and
needs. Only then they will be able to formulate strategies that will help them in taming the signaling
storms in the future. It is apparent from several studies that mobile networks are experiencing explosive
growth in nearly all network usage aspects. The increase in broadband data access demands, an ever-
growing number of mobile users and smart devices, new networking scenarios (such as integration
of heterogeneous access networks); mobility support across heterogeneous systems, M2M and IoT,
architectural evolution, and existing signaling inefficiencies are all resulting in too much control
signaling for the network to handle. While numerous incidents of network operations being crippled
by these signaling storms have already been reported, the control signaling threat keeps growing
due to the projections of the increase in mobile broadband data access. Growing data demands and
control signaling could simply be accommodated in the network if the network capacity somehow
grows such that the network never gets overwhelmed. Future generation networks such as 5G, and
6G promise network capacity that could revolutionize how mobile networks operate, not just from
the user perspective but also from the operator’s point of view. Although these new technologies are
extremely promising, it remains to be seen if their promised capacity would be enough to keep on with
the growing data demands and consequently keep a check on the signaling demands.

This study is limited to the 3GPP-based networks only, which have been already in service for
some time, such as 3G and 4G networks. In the future, this study could be extended to comprehensively
focus on 5G which is actively being deployed worldwide currently, and 6G. These technologies have
been proposed as revolutionary technologies to fulfill their design goals and will have a deep impact
on how core network devices perform their basic functions. Therefore, will have a detrimental impact
on the signaling efficiency of future networks. It might also be interesting to investigate the effects of
signaling storms on a particular network service.
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