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ABSTRACT

High-performance finite element research has always been a major focus of finite element method studies. This
article introduces isogeometric analysis into the finite element method and proposes a new isogeometric finite
element method. Firstly, the physical field is approximated by uniform B-spline interpolation, while geometry is
represented by non-uniform rational B-spline interpolation. By introducing a transformation matrix, elements
of types C° and C! are constructed in the isogeometric finite element method. Subsequently, the corresponding
calculation formats for one-dimensional bars, beams, and two-dimensional linear elasticity in the isogeometric
finite element method are derived through variational principles and parameter mapping. The proposed method
combines element construction techniques of the finite element method with geometric construction techniques
of isogeometric analysis, eliminating the need for mesh generation and maintaining flexibility in element construc-
tion. Two elements with interpolation characteristics are constructed in the method so that boundary conditions
and connections between elements can be processed like the finite element method. Finally, the test results of
several examples show that: (1) Under the same degree and element node numbers, the constructed elements
are almost consistent with the results obtained by traditional finite element method; (2) For bar problems with
large local field variations and beam problems with variable cross-sections, high-degree and multi-nodes elements
constructed can achieve high computational accuracy with fewer degrees of freedom than finite element method;
(3) The computational efficiency of isogeometric finite element method is higher than finite element method under
similar degrees of freedom, while as degrees of freedom increase, the computational efficiency between the two is
similar.
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1 Introduction

High-performance finite element analysis (FEA) is a key research area within finite element
methods (FEM). Many researchers have proposed elements aimed at overcoming the limitations and
deficiencies of conventional FEM [1], such as non-conforming elements and extended finite element
methods [2,3]. Xiang et al. [4,5] developed the wavelet finite element method and achieved excellent
results in plate and shell analysis. Engel et al. [6] introduced the continuous/discontinuous Galerkin
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method, which relaxes the requirements of continuity between elements. This method allows for the
implementation of non-rotational FEM in the thin bending theory. Romero [7] developed a new
interpolation strategy and integrated it with FEM to analyze nonlinear bar models. Taylor et al. [§]
proposed a three-field variational FEM for Euler and Timoshenko beams based on the Hu—Washizu
principal extension, allowing for inelastic material behavior. Santos [9,10] constructed a force-based
finite element formula using the complementary energy method for nonlinear Euler-Bernoulli beam
structures. These formulations generate a direct and consistent variational formula, thereby avoiding
locking effects. Mohri et al. [11] established a model for the behavior of thin-walled beams with open
cross-sections, considering large torsion, linear, and nonlinear warping. In complex rotor systems,
Xiang et al. [12] studied the construction of wavelet-based rotating shaft elements and successfully
calculated the parameters of the dynamic model. Recently, graphics processing units have been
introduced into FEM to improve computational efficiency and accelerate mesh optimization [13,14].
Lu et al. [15] proposed a method that combined reduced-order machine learning methods with finite
element methods, which can reduce the size of the model and handle high-dimensional problems.
These methods have improved the performance of elements to varying degrees. However, FEA and
computer-aided design (CAD) are often separated, requiring expensive mesh generation work to
convert geometric models into numerical models.

Isogeometric analysis (IGA), pioneered by Hughes et al. [16], utilizes non-uniform rational B-
spline (NURBS) functions in CAD to represent geometry and approximate field variables in numerical
models, bridging the gap between geometric and numerical modeling. IGA offers several advantages:
(1) No need for mesh generation; (2) Geometric accuracy is maintained with any mesh refinement
stage. (3) IGA incorporates the most common FE programs, contributing to its increasing acceptance
and application [! 7—19]. The high-order continuity of B-splines and NURBS makes them widely used
in IGA. For detailed information on them, please refer to [20]. The advantages of IGA have attracted
extensive research. Combining IGA with other numerical methods such as the meshless method and
boundary element method is currently one of the research hotspots [21,22]. Studies have shown that
replacing NURBS with other spline functions can improve the mesh quality of IGA [23,24]. IGA
has also been extended to artificial intelligence. Li et al. [25] have integrated generative adversarial
networks with IGA to evaluate the uncertainty of dielectric solid mechanical properties. Currently,
IGA has been widely applied in fields such as structural mechanics, fracture mechanics, and fluid
analysis [26-28].

IGA features high-order continuity basis functions, making it particularly suitable for addressing
high-order boundary value problems such as those encountered in beams and bars. Niiranen et al.
[29,30] employed IGA to derive precise nonlinear oscillation solutions for high-order gradient elastic
bar problems. The IGA beam formulation, rooted in Timoshenko beam theory, is straightforward to
implement, with separate approximations for displacement and rotation. However, this theory is prone
to shear locking, prompting the introduction of various unlocked methods to mitigate this issue [31].
Developing IGA formulations based on Euler beam theory poses challenges, leading to the creation
of a non-rotational IGA formulation that typically considers axial and transverse displacements as an
unknown variable [32,33]. Despite the continuity offered by NURBS, IGA methods struggle to capture
the discontinuity of internal forces occurring within the mesh. Dvorakova et al. [34] proposed methods
capable of accurately describing discontinuities, and overcoming numerical solution oscillations. Fur-
thermore, due to the lack of interpolation properties in basis functions within IGA, penalty methods
or Lagrange multiplier methods are typically employed to enforce essential boundary conditions onto
the approximation function [35]. However, these two methods require selecting appropriate penalty
parameters or Lagrange multiplier spaces. An easier way is to introduce the transformation matrix
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[36,37] in finite element analysis and construct shape functions with interpolation properties so that
boundary conditions can be directly applied to nodes and facilitate connections between elements.

The current work focuses on the improvement of FEM using IGA techniques. A novel isoge-
ometric finite element method (IGFEM) method is proposed, combining the geometric techniques
of IGA with interpolation methods of FEM. The method eliminates the need for mesh generation,
maintains geometric accuracy, and allows for flexible element construction. One-dimensional (1D) C°
and C' type IGFEM elements are constructed for linear elastic analysis of beam and bar problems,
respectively. In contrast to traditional FEM, (1) geometry is represented by NURBS, and the mesh
is automatically generated by h-refinement in IGA. (2) The physical field on a mesh is approximated
using B-spline. Unlike conventional IGA methods, (1) geometry and physical fields are separated,
with geometry only used to generate meshes, while physical fields can be approximated using high-
degree, multi-node elements. (2) A shape function with interpolation characteristics is established by
introducing the transformation matrix in FEM.

Following this introduction, the second and third sections detail the construction of 1D C° and C'
type IGFEM elements, along with the derivation of IGFEM calculation formats for bars and Euler
beams, respectively. In the fourth section, numerical examples demonstrate the proposed method’s
ability to achieve high-precision numerical solutions and flexible element construction. Finally, the
fifth section presents some important conclusions.

2 Construction of 1D C° Type IGFEM Element
2.1 Geometric Representation and Physical Field Approximation

By utilizing the local support properties of NURBS, the geometry of NURBS meshes can be
defined as

p+1

¥=> P, @ cel gl N

i=1
where ¢  represents the i-th NURBS basis function on element e. P is the control point.

The physical field « on the element is approximated using uniform B-spline interpolation [20], and
a transformation matrix is introduced to represent it as

w=Nmu &el0,1], (2)

where £ is the parameter coordinate that defines the field variable, and the transformation formula
with geometric parameter coordinate ¢ is defined as

C=004 (8- g &, 3)

u = {u,, u,---,u,} is the column vector composed of the physical degrees of freedom (DOFs)
of element nodes; N is the row vector composed of shape functions, represented as

N=&,T =y, V-, ¥}, v(E) =D, ET, )

where ; is the i-th shape function; ®, and T are row vectors composed of uniform B-spline basis
functions and C° type transformation matrix, respectively, with their expressions given as

¢, = {¢Lp’ Gy s ¢mzf} ®)
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where m is the number of element nodes; ¢, , represents the i-th p-degree uniform B-spline basis
function; &, represents the parameter coordinate of node i, expressed as (i — 1) /(m — 1). The subscript
T refers to the transpose of the matrix.

2.2 IGFEM Element for Axial Force Bar
The differential equation for the axial force bar is described as [38]

2

EAd—u (x) =q (), (7)
dx?

where the solution domain range is x € [a, b]; u represents the displacement in the x-coordinate
direction; E, A, and ¢(x) denote the elastic modulus, cross-sectional area, and continuous load,
respectively; The end conditions of the bar are # = u and Ao, = P, respectively. o, and P represent
stress and prescribed load, respectively. Then the functional equation of the axial force bar [38] is
given as

I'I(u):/ %(%) dx—/ q(x)udx—ZPju(xj), (8)

where P, refers to the concentrated force at point j and NV, is the number of concentrated forces. Then,
by employing element discretization and parameter coordinate transformation, Eq. (8) is transformed
into the field parameter domain. Under the condition of 8IT = 0, the expression of the IGFEM
equation is derived as

Ku =P, 9)
where the element in the bar element matrix K* is represented as
"1 G dg, (6). ~— do., ()
ki=EA | = —=L 27T, —=r2°T.d 10
= [ 53OS (10)
dx d¢ . . . b .
where J = %% is Jacobian transformation, and the column vector of the load P is given as
P' =P, + Py, (11)

where elements in P; and P, are respectively represented as

1 m

pl= [ X0, © TS @ (12)

p2=D P> &, ()T, (13)

3 Construction of 1D C' Type IGFEM Element
3.1 Physical Field Approximation

The physical field w on the element is approximated using uniform B-spline and Hermite
interpolation, represented as

w'=N,E)w £¢€l0, 1], (14)
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where w* = {w,, 6, Wy, -+ , Wp_1, W, 0,,}" is the column vector composed of the physical DOFs of
element nodes; 6, = (dw/dx),i = 1, m represents the first derivative of w at point i; The number of
DOFs within the element is m + 2; The row vector N, composed of shape functions is represented as

m+2

Nb = Q;Te {‘ﬂl s Wao T W,Z:Hz} > w:‘b = Z(ﬁjm (E) Tji (15)

j=1

where ; is the i-th shape function; <I>i is a row vector composed of p-degree uniform B-spline basis
functions and their first-order derivatives, represented as

d¢m, P
dn |’

d
(I)i = {‘pl,pa ¢l —L ¢2 ps " 5¢m—1,p9 ¢m,p9 (16)

T, is C' type element transformation matrix, deduced as

. S Y /L
T;:[(<1>ﬁ (m)) ( dnp )) (&) L (D), (RE) ( dnp )] Y]

3.2 IGFEM Element for Euler Beam
The basic equation for the Euler beam [38] is given as

d*w

EIF_q(x) X € [a, b], (18)
where w is the deflection; E and [ represent the elastic modulus and moment of inertia, respectively;
¢ (x) denotes the continuous load. The end conditions of the beam are w = w, dw/dx = 0 and M = M,

respectively. & and M refer to the angle of rotation and bending moment, respectively.

The functional equation [38] that is equivalent to the basic equation of Euler beam is given as

H(u):/ > (fl 2) dx — /q(x)wdx—Zij(x,-)—l-sz(Z—:) , (19)
a j=1 k=1 k

where P; and M, denote the concentrated force of point j and the concentrated bending moment at
point k, respectlvely N, and N, are the number of concentrated forces and the number of concentrated
bending moments, respectively.

Similar to the derivation of axial force bars, Eq. (19) is transformed into the field parameter
domain. Under the condition of §TT = 0, the expression of the IGFEM equation is derived as

K‘'w' =F°, (20)
where the element k; of K® and F* are respectively deduced as
/ dz L, &) 5 duy )
0 a=1 déz ! a=1 dsz
=F +F. —F, (22)

Tod& 21
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where elements in F,, F,c and F. are respectively given as
1 m+2
= [ S, ©Tae s (23)
0 |

k2

fzi = Z Z b, P (gj“) Tain" (24)

2 » T
f3=> } (Z %TM) M. (25)

k¢ a=1

4 IGFEM Element for Two-Dimensional Linear Elasticity
4.1 Geometric Representation and Physical Field Approximation
The expression at each point x (x, y) on element e can be defined as

n

X =D Pyt (6, ) (6, 0) € [g &) x [or 0], (26)

i=1
wheren = (p + 1) x (¢ + 1), with p and ¢ referring to degree of parameter coordinate (¢, ) direction.
P; is the control point. ¢/ , (¢, ¥) = @, , (§) X @, () 1s i-th two-dimensional NURBS basis function,
with d = p x q representing the degree of NURBS.

The displacement is described as
u=N(¢E, nu (&,n) [0, 1]x[0, 1], 27)

where u = {ula u2}T5 u = {ul (Sla 771) ’ w (529 771) [ ’uM (Smla nmz)}rs with M = m; X ni,, denOting
the number of element nodes. N (£, n) in Eq. (27) is expressed as

N(§,n) = @T, .
where

®={p, ,E. ML ¢ s E L by s E T} -
T={®" Gn). @ Gum)oeee . @ (Gui)) (30)

where ¢, , is i-th d-degree two-dimensional B-spline basis function, I is 2 x 2 identity matrix.

4.2 IGFEM Implementation

The system of equation for linear elasticity occupying a domain © with boundary T" is given
as [38]
V.o+f=0inQ
on=tonT, , (31)
u=uonl,

where o and f are stress tensor and body force, respectively. n represents an outward normal vector.
The traction 7 and displacement u are applied on the boundary I', and T, respectively with ' = I",UT,.
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According to the principle of potential energy, the generalized function for the plane stress in the
element is defined as

1
I1° (u)=§/ eTDedQ—/ qudQ—/ u'tdl, (32)
fo QE’ l"(.’

where D and e are the elasticity matrix of the plane stress case and strain vector, respectively. Applying
the variation principle, the IGFEM equation is expressed as

Ku' = F'. (33)

The 2 x 2 matrix K; of K* is given as

1 1
K, = / / (B)" DB,Jdtdn, (34)
0 0
with
a/ox 0
E) 3, v
B=| 0 8/ N,,J:det( x, y))xdet( ¢, )). (35)
3/dy  3/dx 9 (£, 7) CNC))
ON, N,|" (3. 3, Y\ [N ON]"
LML) X — (36)
dx  dy aE, n 9K, ) &~ an
The 2 x 1 vector F; of F* at the right end of the Eq. (33) is given as
1 1 1
F, = / / NfJdedn + / N,tJ,dE, (37)
0 0 0

where J, = \/ (dx)dt)’ + (dy/dc) x (dc/dE).

5 Numerical Examples
The element constructed by the proposed method is denoted as PFEMI1, and the number of

element nodes is denoted as MM. The number of Gaussian integral points is equal to p+1, where
p represents the degree of basis functions in physical fields.

5.1 An Axial Force Bar Subjected to a Continuously Distributed Load
Consider an axial force bar with a length of L = 10 and a cross-sectional area of 4 = 1, as shown
in Fig. 1.

v

Figure 1: An axial force bar

The elastic modulus is £ = 1. The essential boundary condition is given as u, (x = 0) = 0.5. The
continuously distributed load is ¢ (x) = g, + (¢, — ¢1) x/L, where ¢, = —3 and ¢, = 5. The end of the
bar (x = L) is subjected to a concentrated force P = —1. The analytical solution to the problem is
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given as
(4,—9,)x qx*  (3L(q,+q,) +6LP)x
- - : 38
“=TCEAL 2EA T 6EAL T+ (38)

18 points are equally distributed within [0, L] for evaluation, and displacement and stress are
calculated using a 3-degree PFEM1 (MM = 4) element. Relative errors (%) with the corresponding
exact solution are shown in Fig. 2. In Fig. 2, the PFEMI1 (p = 3, MM = 4) element achieves high-
precision displacement and stress solutions, which indicates the effectiveness and accuracy of the
method. From Fig. 2b, it can also be observed that the numerical error is relatively large near the
free end. This may be because the node is at the free end, and the element only has C° continuity at
that point, resulting in a higher stress error. However, the error results show that the impact is relatively
small.

-14 13
8 x10 25 x10
o prEip)
2 L
S6F S
© ©
w 2]
§ § 151
@ 4 o
) o
= 2 1F
© ©
() ©
ot 14
0.5¢
0 1 L L M I 0 L L b 1 J
0 0.2 0.4 0.6 0.8 1 0 0.2 0.4 0.6 0.8 1
x/L x/L
(a) (b)

Figure 2: Relative errors (%) in PFEM1 (p = 3, MM = 4): (a) Displacement u; (b) Stress o

5.2 An Axial Force Bar Subjected to a Locally Distributed Load

Consider an axial force bar with a length of L = 1 and a cross-sectional area of 4 = 1. The
geometric model is the same as Fig. 1. The elastic modulus is £ = 1. The essential boundary conditions
are given as u (x = 0) = 0 and u (x = L) = 1. Within the range of [0.48, 0.52], the bar bears a locally
distributed load, expressed as

q(x) =20 — 4 (a (x — 0.5)° e @0’ e [0.42,0.58], (39)
where o = 50. The analytical solution for displacement is given as
u=x+e " xelo, L], (40)

5.2.1 Uniform Mesh

The mesh and element nodes are shown in Fig. 3, where the black box “[J” indicates the mesh
boundary, and the red “x” represents element nodes.
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Figure 3: Uniform mesh and element nodes

The stress results are obtained using 3-degree four nodes FEM and PFEM1, respectively. The
solution domain is divided into 200 elements (601 DOFs), and errors of the numerical solution relative
to the exact solution are shown in Fig. 4a. Subsequently, the 5-degree 6-nodes FEM and PFEMI are
used, with 80 elements (401 DOFs), and relative errors are shown in Fig. 4b. In Fig. 4, the results
of FEM and PFEM1 show consistency when using the same degree and number of element nodes.
Furthermore, a 5-degree element can achieve lower errors with fewer DOFs compared to a 3-degree
element. When p = 5, the number of element nodes in PFEMI is set to 11, with 20 PFEM1 elements
(201 DOFs), and the results are compared with FEM in Fig. 4b and shown in Fig. 5. In Fig. 5, PFEM1
(MM = 11) achieves lower stress errors with fewer DOFs compared to FEM (MM = 6).

35¢ 0.25¢
—a—FEM(p=3) —=—FEM(p=5)
3| |—©—PFEM1(p=3) —o—PFEM1(p=5)
b b 0.2F
525 5
X R
72 701
e e
S 4cl o
) 1.5 o 0.1
2 >
T 4L ©
o ! ©
o @ 0.05
05
0 0—e : : e
0.4 0.4 0.45 0.5 0.55 0.6
X X
(a) (b)

Figure 4: Relative errors of stress o calculated by FEM and PFEMI1: (a) p = 3, MM = 4; (b) p = 5,
MM =6

Figs. 4 and 5 suggest that the proposed method can improve accuracy by increasing the degree and
the number of element nodes. To this end, the improvement of computational accuracy is explored by
varying the number of nodes in PFEM1 and the degree of the basis function. Firstly, with p = 5, relative
stress errors obtained by PFEM1 elements with different element node numbers are shown in Fig. 6.
In Fig. 6a, increasing the number of element nodes can reduce solution errors in the field mutation
region. However, in Fig. 6b, as the number of nodes increases to 29 and 31, errors significantly increase.
Additionally, with 71 element nodes, the coefficient matrix is prone to singularity as the number of
element nodes continues to increase. The possible reason is that the distance between element nodes
is too small, leading to large errors and potential matrix singularity. The number of element nodes is
set to 16 and 21, respectively, and relative stress errors of PFEM1 with different degrees are shown
in Fig. 7.



1892 CMES, 2024, vol.141, no.2

0.25r
—&—FEM(p=5,401DOFs)

—o—PFEM1(p=5,201DOFs)

<
[N
:

015}

Relative errors(%) of o
o

<

o

>
:

0.6

Figure 5: Relative stress errors calculated by PFEM1 (MM = 11) and FEM (MM = 6) whenp =5
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Figure 6: Relative errors of stress obtained in PFEM1 with different node numbers when p = 5: (a)
MM = 6, 11-13, 16, 21; (b) MM = 23-26, 29, 31

Fig. 7a displays results when MM = 16. Fig. 7b,c shows results when MM = 21. In Fig. 7a, when
MM = 16, the relative errors decrease as the degree increases. However, when MM = 21, errors with
p =9, 11, 12 are larger, while those with p = 5 are lower. It is evident that MM = 21 is not suitable
for elements with p = 9, 11, 12. Overall, the PFEM1 element with MM = 16 yields better results
compared to MM = 21. Asshown in Fig. 7c, higher-degree basis functions can reduce errors. Reference
[20] indicates that the approximation of uniform B-splines is affected by the knot vector. Changes in
the number of nodes and the degree of B-splines can alter the knot vector, thereby impacting the
approximation quality.
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Figure 7: Relative errors of PFEMI at different degrees when MM = 16 and 21, respectively: (a) p =
5-15, MM = 16; (b) p = 5-7,9, 11, 12, MM = 21; (¢) p = 14-17, 19, 20, MM = 21

5.2.2 Local Mesh
Firstly, h-refinement is employed and mesh points at x = 0.42, 0.5, 0.58 are inserted into the

region with sharp changes in the physical field. The mesh and element nodes are illustrated in Fig. &.
Subsequently, h-refinement is conducted to achieve a relatively dense mesh and nodes in the region,
aiming to reduce computational errors. When DOFs are 81, relative errors for FEM (p = 5, MM
= 6) and PFEMI1 (p = 5, MM = 11) are shown in Fig. 9. In Fig. 9, when p = 5, PFEM1 (MM =
11) can achieve higher precision compared to FEM. Comparatively, local mesh yields high-precision
computational results with fewer DOFs than uniform mesh.

0.1

0 << |

-0.1

0.2 0.4 0.6 0.8 1

Figure 8: Local mesh and element nodes
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Figure 9: Relative errors calculated by FEM (p = 5, MM = 6) and PFEM1 (p =5, MM = 11)

Table | shows the overall running time of the two elements in Fig. 9 under different DOFs, with
t, and ¢, representing the time of PFEM1 and FEM, respectively. In Table 1, when there are a small
number of DOFs, the computational efficiency of the PFEM1 (p = 5, MM = 11) element is higher
than FEM (p = 5, MM = 6), while as DOFs increase, the computational efficiency between the two
is similar.

Table 1: Overall running time (s) of PFEM1 (MM = 11) and FEM (MM = 6) under different DOFs
whenp =15

DOFs 81 161 401 801
I 0.0121 0.0209 0.0406 0.0966
t 0.0466 0.0519 0.0625 0.1068

In addition, the overall error formulas are used to compare PFEM1 (MM = 11) and FEM (MM =
6) when p = 5. The L,, H, and energy norms are expressed as \/ [ (' — ue)* dr, \/ o (. — ufx)2 dr and

\/ 0.5 (o"— o¢)* dT', respectively. The superscripts / and e refer to the numerical and exact solutions,

respectively. Fig. 10a—c shows the error results of PFEM1 and FEM, with the x- and y-coordinate
represented as base-10 logarithms.

Firstly, it is evident from the three figures that PFEMI1 has lower errors with fewer degrees
of freedom. Regarding convergence, in Fig. 10a, PFEM1 shows a relatively lower convergence rate
compared to FEM when there are fewer degrees of freedom. However, in Fig. 10b,c, PFEM1 exhibits
a relatively higher convergence rate. As the degrees of freedom increase, the convergence rates for both
types of elements decrease rapidly and approach 0. This may be due to a local field mutation that
makes it challenging for polynomial-based basis functions to approximate the solution accurately,
thereby limiting the convergence rate. From Figs. 9 and 10, PFEM1 captures sudden physical fields
more accurately than FEM and has higher computational accuracy in overall error analysis.
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Figure 10: Norm errors of PFEM1 (MM = 11) and FEM (MM = 6) when p = 5: (a) L, norm; (b) H,
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5.3 An Equal Cross-Section Cantilever Beam
A cantilever beam in Fig. 11 is analyzed, with a length of L = § and an equal cross-section.

Vy

A

=Y

Figure 11: An equal cross-section cantilever beam

The moment of inertia and elastic modulus are I = bA*/12 and E = 2.1el1, respectively. The load
conditions are as follows: (1) The entire beam is subjected to a uniformly distributed load ¢ = —1;
(2) The free end is subjected to a concentrated force P = —1e5; (3) The free end is subjected to a
concentrated bending moment M = —1e7. The corresponding analytical solutions for the boundary
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conditions (1)—(3) are given as

q 4 2
=9 (¢ _4rx+6L 41
W S4El (x x+6L%), 1)
W= —i (3Lx2 — x3) (42)
6EI ’
M
- 4
w 2EIX (43)

A PFEMI (p = 4, MM = 5) element is used. 20 evaluation points are equally spaced along the
beam. The angle of rotation 6 and bending moment M are calculated under boundary condition (1),
and relative errors between their results and analytical results are depicted in Fig. 12.
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Figure 12: Relative errors obtained using PFEM1 (p = 4, MM = 5) under uniformly distributed load:
(a) Angle of rotation 6; (b) Bending moment M

When the beam is subjected to boundary conditions (2) and (3), respectively, relative errors of
angle of rotation # and bending moment M are calculated. Relative errors between their results and
analytical results are depicted in Figs. 13, 14.

In Figs. 12-14, the calculated results closely match analytical solutions, demonstrating the high-
precision capabilities of the PFEM1 (p = 4, MM = 5) element in solving this problem.

5.4 A Variable Cross-Section Cantilever Beam

A variable cross-section cantilever beam is analyzed in Fig. 15. The length is L = 1, while the
width and height of the rectangular section are given as 5 = 0.1 and & = (1 4+ 0.9x/L — 1.8 (x/L)2)/10,
respectively.
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Figure 13: Relative errors obtained using PFEM1 (p = 4, MM = 5) under concentrated force at the
free end: (a) Angle of rotation 6; (b) Bending moment M
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Figure 14: Relative errors obtained using PFEM1 (p = 4, MM = 5) under concentrated bending
moment at the free end: (a) Angle of rotation 6; (b) Bending moment M
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Figure 15: A variable cross-section cantilever beam

The free end is subjected to a concentrated force P = —1. The elastic modulus is £ = 1.2e6. The
analytical solution for the bending moment is provided in [39]. The numerical solution obtained by
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FEM and the proposed method is rounded to six decimal places. The equation for calculating the
overall relative error (%) is given as

1<
€:ZZ

i=1

u' — u
1 1

x 100, (44)

u¢

i

where 7 is the number of evaluation points; #/ and u¢ represent numerical and analytical solutions,
respectively. The value of the last evaluation point in the reference solution is 0. To satisfy Eq. (44), the
first eight points in [39] are taken as evaluation points. The solution results of the FEM and PFEM1
element with third-degree and two nodes are compared. Uniform h-refinement is used in this example,
with the mesh and element nodes shown in Fig. 16.
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Figure 16: Uniform mesh and element nodes

Fig. 17a displays the error results with increasing DOFs. As can be seen, the results are similar.
When MM = 11, the errors obtained by PFEM1 with p = 3, 4, and 5 are compared with those of
FEM at the same degree, as depicted in Fig. 17b—d. Fig. 17a,b shows a non-monotonic convergence.
The possible reason is that elements based on cubic polynomials are significantly affected by changes
in cross-sectional dimensions, leading to unstable numerical results on coarse grids. Increasing the
polynomial degree and obtaining a smoother approximation function can help reduce this effect. In
Fig. 17b—d, the PFEM1 element can achieve lower errors with fewer DOFs compared to the same
degree FEM, indicating good convergence. Among them, the results obtained by the 4- and 5-degree
PFEMI1 elements are similar, with lower computational errors compared to the 3-degree PFEMI1
element. This indicates that the 4-degree PFEM 1 element performs better in solving the problem.
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Figure 17: Relative errors of bending moment obtained by FEM and PFEM1: (a) FEM (p = 3, MM
= 2)and PFEMI1 (p = 3, MM = 2); (b) FEM (p = 3, MM = 2) and PFEM1 (p = 3, MM = 11); (¢)
FEM (p =4, MM = 3) and PFEMI1 (p =4, MM = 11); (d) FEM (p = 5, MM = 4) and PFEMI1 (p =
5, MM =11)

Table 2 shows the overall running time of PFEM1 and FEM at different DOFs when p = 3 and

MM = 2. In Table 2, ¢, and ¢, respectively refer to the time of PFEM1 and FEM. It can be seen that
under the same DOFs, the proposed method has less running time.

Table 2: Overall running time (s) of PFEM1 and FEM at different DOFs when p = 3 and MM = 2

DOFs 22 62 122 182 202
I 0.0051 0.0073 0.0097 0.0119 0.0132
t 0.0410 0.0425 0.0441 0.0485 0.0512

Table 3 shows the overall running time of PFEMI1 (p =4, MM = 11) and FEM (p =4, MM = 3) at
different DOFs, with DOFs_0 and DOFs_1 referring to the DOFs of PFEM1 and FEM, respectively.
From Tables 2 and 3, it can be seen that the calculation time of PFEM1 (p = 4, MM = 11) element
is relatively less than that of (p = 3, MM = 2) and (p = 4, MM = 3) FEM elements, and is similar to
PFEMI (p = 3, MM = 2) element.

Table 3: Overall running time (s) of PFEM1 (p =4, MM = 11) and FEM (p = 4, MM = 3) at different
DOFs

DOFs_0 24 68 112 178 200
t 0.0074 0.0102 0.0135 0.0184 0.0198
DOFs_1 23 62 122 182 203
f 0.0495 0.0524 0.0535 0.0558 0.0575

Similarly, a comparison is made between the overall errors of PFEM1 and FEM, with Fig. 18
showing the L, norm errors of the bending moment M. It can be seen that the proposed method can
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achieve higher computational accuracy with similar degrees of freedom. In addition, both elements
exhibit similar convergence rates as degrees of freedom increase.
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Figure 18: The L, norm error of the bending moment M for PFEM1 (MM = 11) and FEM (MM =
3)whenp =4

5.5 Lame Problem
In the final example, the plane stress case of Lame’s problem is studied.

A thick hollow cylinder with internal radius ¢ = 8 and external radius » = 10 under constant
pressure p = 1 is simulated. Due to the symmetry of the problem, a quarter of the geometric model
is established. The geometry and loading conditions are specified in Fig. 19. The elastic modulus and
Poisson’s ratio are set to £ = 1 and v = 0.3, respectively. For this problem, the analysis solution of the
stress field is obtained as [40]

@ (}’2 _ bz)

o, = ————=~

" (b? — a?) r?
@p (@ + 1) 43)

O = »—a)r

where r and 6 are the polar coordinates. To evaluate PFEMI, the energy norm is given as
\/0.5 [ (@ — 69" D' (¢ — 0°) dSQ.
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Figure 19: A thick hollow cylinder with lame problem

When the degree is 4 x 4, PFEM1 (MM = 8 x 8) element is constructed and compared with
FEM (MM =5 x 5). Fig. 20 shows the energy norm errors for the two types of elements, abbreviated
as PFEMI (p = 4, MM = 8) and FEM (p = 4, MM = 5).
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Figure 20: Energy norm errors of PFEM1 (MM = 8§) and FEM (MM = 5) when p =4

From the results, the PFEM1 shows significantly higher computational accuracy with similar
degrees of freedom. This is because the geometry of the proposed method is precise, which means
there is no geometric discretization error in coarse grids, resulting in lower errors. In addition,
the convergence rate is faster with fewer degrees of freedom. However, with grid refinement, the
convergence rate remains similar.
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6 Conclusions

A method for constructing IGFEM eclements is proposed by integrating finite element analysis
with isogeometric analysis. The method exhibits the following characteristics: (1) The separation of
geometric and physical fields within the element allows for flexible construction. (2) Elements with
interpolation properties are constructed, enabling direct application of boundary conditions to nodes.
This research presents a new approach for high-performance elements and guides further exploring
problems with complex geometric shapes and boundary conditions.

In Examples 1 and 3, the 3-degree C° type element and 4-degree C' type element constructed
by the proposed method can obtain high-precision solutions; In Example 2, the influence of the
number of element nodes and the degree of the basis function on the calculation results of the
proposed method is tested. Increasing the number of element nodes or the degree of the basis function
can reduce computational errors and improve the convergence rate. However, it should be noted
that a small spacing between nodes in an element may also cause significant errors, which can be
reduced by increasing the degree of the basis function closer to the number of element nodes; Local
mesh refinement can significantly reduce computational errors in areas with significant changes in
the physical field, enabling the proposed method to achieve high-precision results with fewer DOFs
compared to uniform mesh. In Examples 2 and 4, under the same degree and element node numbers,
the proposed method yields similar results as traditional FEM. Additionally, the high-degree and
multi-nodes elements constructed by the proposed method have higher computational efficiency under
a small number of DOFs, and as the number of DOFs increases to a certain extent, it 1s similar to
FEM. Finally, a curved geometry model with an elasticity problem is tested. As expected, the proposed
method can achieve higher computational accuracy under similar degrees of freedom because the
method has no geometric errors. In addition, overall error analysis shows that the proposed method
offers significantly higher accuracy on coarse grids, while, as the grid is refined, it exhibits the same
convergence rate as the finite element method.

Overall, compared to FEM, the proposed method offers a more flexible way of constructing
elements, allowing for adjustments in degree and the number of nodes according to the needs of the
problem. This improvement enhances computational accuracy and convergence speed. In problems
with sharp changes in physical fields and structural size changes, the high-degree, multi-node elements
constructed by the proposed method can achieve lower errors with fewer DOFs, leading to more
efficient calculations. However, the proposed method has the following limitations: (1) It is difficult
to construct high-order continuous elements due to the use of the element interpolation method; (2)
For singularity problems (such as local stress concentration and mutations in boundary conditions),
the basis functions used are still affected by numerical oscillations, and a more suitable approximation
function needs to be constructed. Further in-depth work is required to improve the performance of
the method. Furthermore, ongoing efforts are being made to extend the application of this method to
two-and three-dimensional structural analysis.
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