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ABSTRACT

Cyberbullying, a critical concern for digital safety, necessitates effective linguistic analysis tools that can navigate
the complexities of language use in online spaces. To tackle this challenge, our study introduces a new approach
employing Bidirectional Encoder Representations from the Transformers (BERT) base model (cased), originally
pretrained in English. This model is uniquely adapted to recognize the intricate nuances of Arabic online
communication, a key aspect often overlooked in conventional cyberbullying detection methods. Our model is
an end-to-end solution that has been fine-tuned on a diverse dataset of Arabic social media (SM) tweets showing
a notable increase in detection accuracy and sensitivity compared to existing methods. Experimental results on a
diverse Arabic dataset collected from the ‘X platform’ demonstrate a notable increase in detection accuracy and
sensitivity compared to existing methods. E-BERT shows a substantial improvement in performance, evidenced by
an accuracy of 98.45%, precision of 99.17%, recall of 99.10%, and an F1 score of 99.14%. The proposed E-BERT not
only addresses a critical gap in cyberbullying detection in Arabic online forums but also sets a precedent for applying
cross-lingual pretrained models in regional language applications, offering a scalable and effective framework for
enhancing online safety across Arabic-speaking communities.
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1 Introduction

In recent years, the proliferation of social media and online communication platforms has been
accompanied by a surge in cyberbullying, a form of harassment that occurs in the digital space [1–
3]. This phenomenon poses significant psychological and social risks to individuals, particularly in
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Arabic-speaking online communities, where the intricacies of the language add a layer of complexity
to the identification and understanding of cyberbullying instances [4,5]. Cyberbullying in these
communities has not been as extensively studied or addressed as in English-speaking environments,
highlighting a critical gap in both research and practical applications for online safety [4]. The
detection of cyberbullying in Arabic poses unique challenges, primarily due to the semantic and
contextual richness of the language, which is often laden with dialectal variations and colloquialisms
[6]. Traditional cyberbullying detection methods, which largely rely on keyword-based approaches or
simple linguistic models, fall short of capturing these nuances, leading to high rates of false positives
and negatives [7]. This limitation underscores the need for more sophisticated, context-aware methods
that can adapt to the linguistic characteristics of Arabic [8].

Conventional methods for detecting cyberbullying, typically reliant on keyword-based approaches
or simplistic linguistic models, prove inadequate in the face of Arabic’s semantic richness and
contextual depth, characterized by dialectal variations and colloquialisms [7]. These methods often
result in inaccurate detections, either missing instances of cyberbullying or falsely identifying benign
interactions as harmful [9,10]. This deficiency underscores the urgent need for more sophisticated,
contextually aware detection methods capable of comprehending the complexities of Arabic [4].

BERT (Bidirectional Encoder Representations from Transformers) has been chosen as the
baseline model for this study due to its robust performance in a wide range of natural language
processing (NLP) tasks. BERT’s architecture, which is based on the Transformer model, allows it to
understand the context of words in a sentence by looking at both the preceding and succeeding words
simultaneously. This bidirectional approach provides a deeper understanding of language context,
making BERT particularly effective in tasks that require contextual comprehension, such as sentiment
analysis, question answering, and text classification.

The Transformer model, introduced in “Attention is All You Need” by [11], revolutionized
NLP by utilizing self-attention mechanisms to handle the dependencies between words in a sentence
efficiently. The self-attention mechanism enables the model to weigh the importance of different
words in a sentence when making predictions, thus improving the model’s ability to capture long-
range dependencies and contextual information. This innovation is fundamental to BERT’s success,
as it allows the model to encode rich contextual representations of text, which are crucial for
accurately detecting cyberbullying that often involves subtle cues and varying contexts. Therefore,
the primary goal of this study is to develop a robust, effective model for identifying cyberbullying
in Arabic social media (X platform) content using enhanced Bidirectional Encoder Representations
from Transformers (E-BERT), contributing significantly to online safety and mental well-being. This
approach not only addresses a crucial research gap but also pioneers the cross-lingual application of
advanced NLP technologies in diverse linguistic contexts.

The remainder of this paper is organized as follows: Section 2 reviews the related work in cyber-
bullying detection and NLP models. Section 3 describes the methodology, including the adaptation of
the BERT model and the integration of various methods. Section 4 presents the experimental setup
and results, followed by a discussion. Finally, Section 5 concludes the paper with insights and potential
directions for future research.

2 Related Works

Cyberbullying, an escalating issue on social media platforms, has prompted numerous initiatives
to employ machine learning techniques for its detection and prevention, especially in the context of
Arabic online interactions [12,13]. Traditional machine learning methods, including Support Vector
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Machines (SVMs), decision trees, and random forests, have been previously applied to identify
cyberbullying incidents [7,14]. These techniques, initially effective, face challenges when grappling with
the intricacies and subtleties of natural language, particularly in Arabic, which has unique linguistic
features and dialectal variations. Consequently, there is a limited capability in these methods to
recognize new or evolving forms of cyberbullying, an issue that is increasingly relevant in the dynamic
landscape of Arabic social media interactions [13–15].

For example, Alduailaj et al. [16] employed machine learning to automatically detect cyberbullying
in Arabic social media contexts. Their method uses an SVM classifier, trained, and tested on real
datasets from YouTube and Twitter. To address the linguistic complexities of Arabic, the Farasa tool
is integrated, enhancing the detection capabilities of their system in identifying cyberbullying incidents.
The study used traditional machine learning (ML) and the model has limited performance.

Khairy et al. [17] evaluated the efficacy of various single and ensemble machine learning algo-
rithms in detecting foul language and cyberbullying in Arabic text. They tested three single classifiers
and three ensemble models on three Arabic datasets, including two publicly available offensive datasets
and one specifically created for this research. The findings indicate that ensemble methods, particularly
the voting technique, outperform single classifiers. The voting ensemble achieved higher accuracy
(71.1%, 76.7%, and 98.5%) compared to the best single classifiers (65.1%, 76.2%, and 98%) across these
datasets. Additionally, they enhanced the voting technique’s effectiveness through hyperparameter
tuning specifically for the Arabic cyberbullying dataset. Mubarak et al. [18] developed a dynamic
training dataset aimed at detecting offensive tweets, harnessing a seed list of offensive terms. They
utilized character n-grams to train a deep learning model that achieved a 90% F1 score in classifying
tweets. Additionally, they released a novel dataset of dialectal Arabic news comments sourced from
various social media platforms, including Twitter, Facebook, and YouTube. Their research delves
into the distinct lexical features of abusive comments, particularly focusing on the use of emojis.
The study revealed that this multi-platform news commentary dataset could effectively capture the
diversity present in different dialects and domains. Beyond assessing the model’s ability to generalize,
Mubarak et al. [18] provided a detailed analysis of how emojis, especially those from the animal
category, are used in offensive commentary, echoing similar patterns found in lexical studies conducted
by Chowdhury et al. [19].

Alakrot et al. [20] established an Arabic dataset composed of YouTube comments designed to
identify offensive language within a machine learning framework. The dataset was curated adhering
to criteria of availability, diversity, representativeness, and balance to ensure it could effectively train
predictive models for detecting abusive online communication in Arabic. In a subsequent study,
Haddad et al. [21] tackled the detection of abusive language and hate speech. They proposed a
methodology for data preprocessing and rebalancing, utilizing models such as the bidirectional Gated
Re-current Unit (GRU) and Convolutional Neural Network (CNN). Their results demonstrated that
the bidirectional GRU model, enhanced with an attention layer, outperformed other models. On a
labeled dataset of Arabic tweets, this approach achieved an F1 score of 85.9% for offensive language
detection and 75% for hate speech detection.

Abozinadah et al. [22] conducted an evaluation of different machine learning algorithms to
identify abusive accounts using Arabic tweets. For this analysis, the dataset was compiled using the top
five Arabic profanity terms, resulting in a collection of 255 unique user accounts. The Naïve Bayes clas-
sifier, configured with 10 tweets and 100 features, delivered the most effective results, boasting a 90%
accuracy rate in identifying abusive accounts. Building on this work, Abozinadah et al. [22] introduced
an Arabic word correction technique aimed at circumventing internet censorship and content-filtering
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system vulnerabilities. This technique demonstrated a high level of accuracy, reaching 96.5% in their
tests. Further advancing their research, Abozinadah et al. [23] employed a statistical learning approach
to detect adult content disseminators among Arabic-speaking social media accounts. By analyzing the
use of obscenities, vulgar language, slang, and swear words in Arabic tweets, they were able to pinpoint
abusive accounts. The statistical method applied not only yielded a predictive precision of 96% but also
successfully addressed the limitations associated with the bag-of-words (BOW) model.

While deep learning models have improved the detection of offensive content on social media
platforms [24,25], their application to offensive tweets in Arabic presents specific challenges. These
challenges include the linguistic diversity and complexity of Arabic dialects, the contextual under-
standing necessary to distinguish offensive from non-offensive content accurately, and the scarcity of
large, annotated datasets for model training. Additionally, the generalization of models across various
social media platforms and types of user-generated content remains a challenging task. These issues
underscore the need for continued research to enhance the robustness and adaptability of models
tailored for offensive tweet detection. This study aims to bridge these research gaps, with a focus on
developing sophisticated models capable of effectively identifying offensive tweets in Arabic, thereby
contributing to safer online environments.

3 Materials and Methods

In this study, we introduced a new BERT model called E-BERT to detect cyberbullying in Arabic
texts (Fig. 1). The E-BERT model underwent pretraining with BookCorpus, which is composed
of 11,038 books that have not been published, alongside the text of English Wikipedia, with the
exclusion of lists, tables, and headers. The training procedure begins with preprocessing, where texts
are tokenized utilizing the WordPiece model with a 30,000-word vocabulary. The model’s input format
comprises sequences: [CLS] Sentence A [SEP] Sentence B [SEP]. There is a 50% chance that Sentence
A and Sentence B are sequential sentences from the original corpus; otherwise, Sentence B is a random
sentence from elsewhere in the corpus. Here, the term ‘sentence’ refers to a span of text longer than a
single traditional sentence, bound by the condition that the two combined ‘sentences’ total less than
512 tokens.

During the masking phase of the training, 15% of the tokens undergo masking. In this process,
80% of the time, the masked tokens are substituted with a [MASK] token. In 10% of instances, a
random token replaces the masked token, ensuring it is different from the original. For the remaining
10%, the masked tokens are kept unchanged. This technique is designed to help the model better
understand context and predict masked words within the text. The E-BERT model undergoes two
primary phases: pre-training and fine-tuning. In both stages, the model utilizes similar architectures,
except for the output layers. The pre-training phase involves using a set of initial model parameters,
which are then applied to initialize the models for various downstream tasks. When it comes to fine-
tuning, all these parameters are meticulously adjusted to optimize performance. Special symbols play
a crucial role in this process: ‘[CLS]’ is added at the beginning of each input example as a unique
identifier, while ‘[SEP]’ serves as a separator token, which is particularly useful in distinguishing
different elements in the data, such as questions and answers. Fig. 1 shows the architecture of the
E-BERT model for detecting cyberbullying in Arabic text. The process includes input preprocessing,
BERT-based contextual embedding generation, feature extraction, dimensionality reduction, and final
cyberbullying detection.
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Figure 1: Architecture of the E-BERT model for detecting cyberbullying in Arabic text. The process
includes input preprocessing, BERT-based contextual embedding generation, feature extraction,
dimensionality reduction, and final cyberbullying detection

3.1 Datasets and Input Layer
This study uses an Arabic dataset collected from the “X” SM platform [26] and can be found on

Kaggle. It is a collection designed to study and identify instances of cyberbullying in Arabic content.
Comprising various forms of potentially abusive content, this dataset serves as a valuable resource
for researchers and technologists aiming to develop machine learning models to detect cyberbullying
behavior. The data is mainly text-based and contains examples labeled for bullying traits, making
it possible to train supervised learning algorithms on pattern recognition in Arabic textual data.
Given that the Arabic language poses unique challenges due to its rich morphology and various
dialects, this dataset is particularly significant for efforts to improve online social interactions among
Arabic-speaking communities. Table 1 presents a sample of tweets from the “X” platform dataset that
exemplify instances of cyberbullying.

Table 1: Example of cyberbullying samples in “X” platform dataset

ID Cyberbullying tweet samples Pred Label

1 Offensive (Cyberbullying) 1
2 Offensive (Cyberbullying) 1
3 Non-offensive (non-bullying) 0
4 Offensive (Cyberbullying) 1

(Continued)
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Table 1 (continued)

ID Cyberbullying tweet samples Pred Label

5 Non-offensive (non-bullying) 0
6 Non-offensive (non-bullying) 0

3.2 Preprocessing
In preparing data for E-BERT, especially for a task such as detecting cyberbullying in Arabic text,

the first crucial step is tokenization. Tokenization transforms raw text into a format that E-BERT
can understand, namely, a series of tokens. The tokenizer function, T , breaks down the input string
S into a sequence T(S) = [t1, t2, . . . , tn], where each ti is an individual token [27]. For Arabic text,
E-BERT employs the WordPiece tokenizer, which is adept at managing the language’s morphological
complexity by breaking down words into smaller, meaningful subwords that exist within a predefined
vocabulary [28]. Following tokenization, the sequence is augmented with special tokens that BERT
recognizes. The ‘[CLS]’ token is prepended to the start of every sequence, serving as a unique identifier
that the model uses to understand that the output of this token should be used for classification
purposes. Additionally, ‘[SEP]’ tokens are inserted to separate different sentences or textual segments,
allowing E-BERT to differentiate between them, which is particularly vital for tasks involving multiple
distinct text inputs [29].

The uniformity of input is essential for the E-BERT model. Hence, sequences are adjusted to a
fixed length, L, typically 512 tokens for E-BERT. If a sequence exceeds this length, it is truncated, and
if it is shorter, it is extended with ‘[PAD]’ tokens. The padded sequence, denoted S′′, is thus standardized
across the dataset, ensuring consistent structure in the input data [30]. Attention masks, represented
as M, are binary sequences that enable the model to focus on the meaningful content of the input
and disregard the ‘[PAD]’ tokens. For each token in S′′, the corresponding element in M is set to 1
if the token is not a ‘[PAD]’ token and O if it is a ‘[PAD]’ token [31]. This mechanism is a critical
component of E-BERT ‘s attention system, which discerns which parts of the input should contribute
to the understanding of the context. Segment IDs are another aspect of the preprocessing routine.
They provide a means for the model to distinguish between multiple sentences within a single input.
For a single-sentence input, the Segment ID vector, C, consists entirely of zeros. In contrast, for paired
sentences, the Segment IDs switch from 0 to 1 after the first ‘[SEP]’ token, effectively demarcating the
beginning of the second sentence [32].

Lastly, handling out-of-vocabulary (OOV) words is crucial. E-BERT’s tokenizer deconstructs
OOV words into known sub-tokens that are present in the vocabulary [33]. This is particularly
important for Arabic text, where a single word can have numerous variants due to its rich inflectional
system. By representing words as combinations of sub-tokens, BERT can capture the meaning and
nuances of words it has not encountered before.

In the WordPiece tokenization algorithm [34], the input word ‘w’ represents the word to be
tokenized, serving as the starting point for the tokenization process. The vocabulary ‘V’ is a predefined
set of known tokens, including subwords and special characters, that the algorithm uses to decompose
‘w’ into recognizable pieces. The token list ‘T’ is the output of the process, initially empty and
progressively filled with tokens derived from ‘w’. As ‘w’ is processed, the algorithm identifies the
longest substring that matches an entry in ‘V’, appending it to ‘T’ and updating ‘w’ by removing
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the matched portion. If a segment of ‘w’ isn’t in ‘V’, the algorithm appends a special ‘[UNK]’ token
to ‘T’, indicating an unknown subword. The final output is the token list ‘T’, a sequence of tokens
that collectively represent the original word ‘w’ in a form suitable for subsequent NLP tasks within
BERT models. Each component–‘w’, ‘V’, and ‘T’–plays a critical role in translating the raw text
into a structured format that preserves semantic meaning and accommodates the model’s vocabulary
constraints.

Algorithm 1: WordPiece tokenization algorithm
1: Input: A word w to be tokenized, a vocabulary V of token to index mappings
2: Output: A list of tokens T representing the word w
3: procedure TOKENIZE (w, V)
4: T ← empty list
5: while w is not empty do
6: subword ← the longest substring in w that is also in V (starting from the first character)
7: if subword does not exist then
8: T.append(‘[UNK]’)
9: break
10: else
11: T.append(subword)
12: w ← suffix of w after removing subword
13: end if
14: end while
15: return T
16: end procedure

3.3 Pre-Training of Deep Bidirectional Transformers Model
BERT [35] is a transformer-based model pretrained on a vast corpus of English data using

a self-supervised approach. This pretraining involves no human labeling, leveraging raw texts to
automatically generate inputs and labels. For the context of cyberbullying detection, the BERT model’s
pretraining can be mathematically described through its two main objectives.

3.3.1 Masked Language Modeling (MLM)

In MLM, a sentence S is taken, and approximately 15% of the words are randomly masked. Let
S = {w1, w2, . . . , wN} be a sentence with N words. The model creates a masked version S′, where each
word wi has a probability p ( 15% in this case) of being replaced by a mask token. The objective function
of MLM can be represented as:

LMLM(S, S′) = −
∑N

i=1
mi log P (wi | S′) (1)

Here, mi is an indicator function that is 1 if the word wi is masked and 0 otherwise. The
model predicts the masked words by maximizing the likelihood of the original words given the
masked sentence. This approach differs from traditional recurrent neural networks (RNNs), which
process words sequentially, and autoregressive models like GPT, which mask future tokens. BERT’s
bidirectional nature enables it to learn a more comprehensive representation of the sentence.
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3.3.2 Next Sentence Prediction (NSP)

In NSP, the model concatenates two sentences, A and B, during pretraining. The model has to
predict whether Sentence B follows A in the original text. Let Concat(A, B) represent the concatenation
of Sentences A and B, and y be a binary label indicating whether B follows A (1 if true, 0 if false). The
objective function of NSP is:

LNSP(A, B) = − log P(y | Concat(A, B)) (2)

This ability is crucial in understanding the flow of conversation in online interactions, which is a
key element in identifying instances of cyberbullying. By combining these two tasks, BERT effectively
learns complex language patterns, which is essential for cyberbullying detection. For the downstream
task of cyberbullying classification, the feature vector F(S) extracted from BERT for a sentence S
can be utilized. If C is a classifier and “Loss” is an appropriate loss function (like cross-entropy), the
training objective for cyberbullying detection can be expressed as:

Lcyberbullying(S, label) = Loss(C(F(S)), label) (3)

Here, “label” indicates whether the sentence S contains cyberbullying content. By fine-tuning
BERT on cyberbullying-specific data, the model learns to discern the subtle linguistic cues of
online harassment, making it an effective tool for identifying and mitigating cyberbullying in digital
communication platforms. The BERT model undergoes two primary phases: pre-training and fine-
tuning (Fig. 2). In both stages, the model utilizes similar architectures, except for the output layers.
The pre-training phase involves using a set of initial model parameters, which are then applied to
initialize the models for various downstream tasks. When it comes to fine-tuning, all these parameters
are meticulously adjusted to optimize performance. Special symbols play a crucial role in this process:
‘[CLS]’ is added at the beginning of each input example as a unique identifier, while ‘[SEP]’ serves as
a separator token, which is particularly useful in distinguishing different elements in the data, such as
questions and answers [35].

Figure 2: Overview of BERT’s pre-training and fine-tuning stages. Pre-training involves learning from
unlabeled sentences using Masked LM and NSP. Fine-tuning adapts the model to specific tasks with
labeled data
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3.4 Fully Connected Layer (FC)
In an FC, the feature vector representation derived from the weight vector of the concatenated

pooling layers is mapped to the input vector through a weights matrix to learn the bullying for building
the cyberbullying model. The FC includes multiple dense layers, non-linear activation, softmax, and
prediction function to obtain the correct bully classification as follows:

Ht = SoftMax (wtht−1 + bt) (4)

where wt and bt are parameters learned in training, Ht is the obtained from the pooled concatenated
feature vector and ht−1 is the feature map received from the E-BERT layers. The output layer performs
the correct classification using the SoftMax function. The cross-entropy loss was minimized to learn
the model parameters as the training objective using the Adam optimization algorithm [36]. It is
provided by:

CrossEntropy (p, q) = −
∑

p
(x) log(q(x)) (5)

Given a true distribution p, which represents a one-hot vector representing characters in messages
posted on social media, and a SoftMax output q, the negative log probability of the true bullies can
be computed.

Pretrained models like BERT use tokenizers that are optimized for the language they were trained
on. English tokenizers may not effectively capture the nuances of Arabic, leading to suboptimal token
representations. This mismatch can result in poor handling of Arabic words, especially those with
complex morphological patterns.

4 Results and Analysis
4.1 Experimental Setting

In our experimental setup, we leverage the flexibility of BERT’s self-attention mechanism within
its Transformer architecture, enabling it to adapt seamlessly to a variety of downstream tasks. This
adaptability is particularly crucial for tasks involving either single texts or pairs of texts, as it allows for
straightforward modifications to the inputs and outputs as required. Unlike approaches that encode
text pairs separately before implementing bidirectional cross-attention—such as those proposed by
Parikh et al. [37] and Seo et al. [38]—BERT integrates these processes by encoding concatenated text
pairs using self-attention. This method inherently encompasses bidirectional cross-attention between
the pair of sentences [39].

For each specific task in our study, we adapt BERT by inputting task-relevant data and fine-
tuning all parameters in an end-to-end manner. This involves handling diverse types of text pairs,
similar to various scenarios observed in pre-training, such as paraphrasing (sentence pairs), entailment
(hypothesis-premise pairs), question answering (question-passage pairs), and text classification or
sequence tagging (text-∅ pairs). On the output side, token representations are utilized for tasks
requiring token-level analysis, like sequence tagging or question answering. For classification tasks
such as entailment or sentiment analysis, the [CLS] token representation is employed and fed into
a dedicated output layer for effective classification. The model was fine-tuned using a learning rate
schedule, with a batch size of 32, and trained for 40 epochs. The Adam optimizer, incorporating a
weight decay of 0.01, was utilized for optimization.
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4.2 Accuracy, Precision, Recall and F1 Score
In this study, we concentrated on the assessment of our proposed model’s capacity to differentiate

between offensive and non-offensive content, utilizing a range of evaluation metrics. We developed and
compared deep learning-based models for cyberbullying detection, including a baseline BERT model
and our enhanced version, E-BERT. Evaluation metrics are vital for comprehensively understanding
how different models perform and are recognized within the scientific community. We employed
the following commonly accepted criteria to evaluate the effectiveness of cyberbullying detection
classifiers on Twitter (currently, X platform):

• Accuracy is the metric that indicates the ratio of correctly identified tweets to the overall count
of tweets analyzed by cyberbullying prediction models. The subsequent formula is employed
for its calculation.

Accuracy = (tp + tn)

(tp + fp + tn + fn)
(6)

where ‘fp’ stands for false positives, which are instances where the model incorrectly predicts cyberbul-
lying; ‘fn’ stands for false negatives, where the model fails to identify actual cyberbullying occurrences.
Conversely, ‘tp’ represents true positives, correctly identified instances of cyberbullying, and ‘tn’ refers
to true negatives, which are non-cyberbullying instances that the model correctly does not flag as
cyberbullying.

• Precision measures the accuracy of the positive predictions made by the model; it is the fraction
of true positive results among all tweets labeled as cyberbullying.

• Recall, also known as sensitivity, evaluates the model’s ability to correctly detect all relevant
instances; it is the fraction of true positive results relative to the number of actual cyberbullying
cases.

• The F1 score is a composite metric that combines precision and recall into a single value by
calculating their harmonic mean, thus ensuring a balance between the two.

• These metrics—accuracy, precision, recall, and F1 score—are extensively utilized in literature
to evaluate the effectiveness of cyberbullying prediction models. They are computed as follows:

Precision = tp
(tp + fp)

(7)

Recall = tp
(tp + fn)

(8)

F-measure = 2 × precision × recall
recision + recall

(9)

Our model for Arabic cyberbullying detection demonstrates promising trends in both the training
and validation phases (see Fig. 3). Initially, the model’s training accuracy increases sharply, indicating
efficient learning from the training dataset. It then plateaus, suggesting that the model has reached a
state of convergence where further learning on the training set yields minimal gains. The validation
accuracy, while slightly lower, mirrors the overall upward trend, plateauing similarly. This parallel
progression between training and validation accuracy is indicative of good model generalization with
minimal overfitting, though the presence of fluctuations in the validation accuracy suggests that the
model’s response to the validation set may benefit from further stabilization measures.
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Figure 3: Testing accuracy and loss of the proposed enhanced BERT model on the “X” platform
dataset. (a) Proposed enhanced BERT model testing accuracy. (b) Proposed enhanced BERT model
loss

The loss plots present a more nuanced picture. The training loss decreases consistently, aligning
with the expected optimization trajectory of a well-fitting model. However, the validation loss exhibits
notable volatility, with spikes that suggest sensitivity to the composition of the validation set. This
could imply that the model while performing well on average, may be prone to performance dips
depending on the specific data it encounters. Such behavior points to the potential need for further
model tuning, incorporating regularization techniques or adjusting the learning rate, to achieve a more
consistent loss reduction in the validation phase and improve the model’s robustness and reliability in
detecting cyberbullying within Arabic text.

The matrix reveals a predominant diagonal concentration of values, which is indicative of a model
with a high predictive accuracy. Specifically, the model exhibits a true positive rate of 0.92, meaning
that 92% of the offensive instances were correctly identified. This high detection rate is crucial for
the application of cyberbullying, where the correct identification of offensive content is necessary to
protect individuals from harm. Conversely, the true negative rate is 0.99, suggesting that the model
correctly identified 99% of non-offensive content. This is equally important in minimizing the number
of false alarms, where benign content is misclassified as cyberbullying, which could lead to unnecessary
censorship or other unintended consequences. However, a false negative rate of 0.08 indicates that
8% of offensive content is not being correctly identified by the model. This can be attributed to the
challenges posed by subtle or coded language often used in cyberbullying, which may appear benign
out of context. Also, the diversity in Arabic dialects and slang can cause the model to miss certain
expressions not adequately represented in the training data. In the context of cyberbullying detection,
this could mean that a small proportion of harmful content might go undetected, potentially allowing
negative interactions to persist. This aspect of model performance might require attention, potentially
by improving the representativeness of offensive content in the training data or by fine-tuning the
model’s threshold for classifying text as offensive. The low false positive rate of 0.01 demonstrates the
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model’s precision in not misclassifying non-offensive content as offensive, which is desirable to prevent
over-policing of the content and to maintain freedom of expression. Fig. 4 is the confusion matrix of
the Arabic cyberbullying detection model.

Figure 4: Confusion matrix of the Arabic cyberbullying detection model

4.3 Precision, Recall and F1 Score Threshold Curves
Fig. 5 shows that the precision for non-offensive content (indicated by the red line) remains

consistently high across all thresholds. This suggests that when the model predicts content as non-
offensive, it is correct most of the time. For offensive content (blue line), precision starts high when
the threshold is low but begins to decrease slightly as the threshold increases. This behavior typically
indicates that at lower thresholds, the model is more conservative in predicting content as offensive,
but as the threshold is raised, it becomes more selective, leading to more false negatives (offensive
content not identified). Fig. 6 presents the recall curve for offensive content (blue line) starts high and
begins to decline as the threshold increases, which is expected since a higher threshold requires stronger
evidence to classify content as offensive, potentially leading to more false negatives. The recall for
non-offensive content (red line) is almost perfect across all thresholds, suggesting the model is highly
capable of identifying all non-offensive instances. The F1 score is the harmonic mean of precision and
recall, providing a single measure that balances both. In Fig. 7, the F1 score for offensive content (blue
line) remains relatively high across the thresholds but shows a slight decline as the threshold increases,
indicating a balanced trade-off between precision and recall at lower thresholds. The F1 score for
non-offensive content (red line) is high and stable, which, combined with the high precision and recall,
suggests that the model is particularly adept at identifying non-offensive content.
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Figure 5: Precision curve for Arabic cyberbullying classification model

Figure 6: Recall curve for Arabic cyberbullying classification model
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Figure 7: F1 score curve for Arabic cyberbullying classification model

Additionally, these curves suggest that the classifier performs with a high degree of reliability,
particularly in identifying non-offensive content. The model demonstrates a high precision for non-
offensive predictions across all thresholds, which is paramount in applications where the cost of false
positives, and wrongfully censoring content is high. However, the model shows a decline in precision
for offensive content as the threshold increases, which may require careful consideration to balance
the need for high precision without overly sacrificing recall. The high recall for non-offensive content
indicates very few false positives, which is desirable. Yet, the model must also maintain sufficient
recall for offensive content to ensure that cyberbullying instances are not overlooked. The F1 score
suggests the model achieves a good balance between precision and recall for offensive content at lower
thresholds. For practical application, a threshold that maximizes the F1 score may be chosen to achieve
an optimal balance, ensuring that cyberbullying is detected accurately without an excessive number of
false alarms.

4.4 Precision-Recall Curve
The precision-recall curve is a pivotal tool for evaluating binary classifiers in tasks such as

cyberbullying detection, where the balance between precision; the proportion of true positives among
all positive predictions and recall, and the proportion of true positives among all actual positives is
critical. This curve plots precision against recall at various threshold settings, illustrating the trade-off
between capturing all relevant instances and ensuring that the predictions made are relevant.

For cyberbullying detection, a high area under the curve (AUPRC) is indicative of a model’s
effective performance, with a value closer to 1.0 signaling superior capability. The provided figure
showcases two curves, one for each class of the binary problem: offensive and non-offensive. The
non-offensive class achieves an AUPRC of 1.00, denoting a perfect precision-recall balance, while the
offensive class shows a slightly lower (Fig. 8), yet still strong, AUPRC of 0.96. This disparity suggests
the model is exceptionally adept at confirming instances of non-offensive content while still main-
taining commendable accuracy in identifying offensive content. such precision-recall characteristics
would be interpreted as a robust indicator of the model’s utility, especially in scenarios where missing
an instance of cyberbullying (false negatives) is as significant as incorrectly flagging benign content
(false positives). As shown in Fig. 8, both classes approach the ideal point (1,1) in precision-recall
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space, with the non-offensive class nearly overlapping it, which implies an excellent performance. The
offensive class, while not as close, still demonstrates a high degree of reliability. This suggests that the
model is well-calibrated for the sensitivity required in cyberbullying detection, able to discern most
true cases of offensive content with a high certainty of correctness, which is essential for practical
applications.

Figure 8: Precision-recall curves for offensive and non-offensive classifications in cyberbullying
detection with near-optimal model performance

4.5 Area under the Curve (AUC)
The Area Under the Curve (AUC) is a widely used metric for evaluating the efficacy of binary

classifiers, particularly relevant in cyberbullying detection on social media platforms. It quantifies
a classifier’s aggregate capability by plotting the true positive rate (TPR) against the false positive
rate (FPR) at various threshold settings. Within the cyberbullying context, the TPR quantifies the
proportion of verified offensive instances that are accurately detected, whereas the FPR indicates the
proportion of non-offensive instances that are incorrectly flagged as such. The AUC metric spans
from 0 to 1, with 1 denoting an ideal classifier that impeccably distinguishes between bullying and
non-bullying content without error, and 0.5 signifying a classifier whose predictive performance is
equivalent to random guessing.

Additionally, the greater the AUC, the better the model’s efficiency in differentiating the positive
and negative samples [40]. Fig. 9 shows AUC curves for the proposed enhanced BERT model in
our study, where (a) demonstrates the model performance in our own cyberbully X dataset and (b)
demonstrates the model performance in terms of AUC for the “X” platform dataset with 0.99 and
0.99, respectively.
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Figure 9: Receiver operating characteristic (ROC) curve for an Arabic cyberbullying classification
model

4.6 Performance Result of Baseline Model vs. Proposed Model
Fig. 10 presents a comparative analysis between the baseline BERT model and the enhanced

BERT model developed in this study, designated as E-BERT, on the X cyberbullying dataset. The
baseline BERT demonstrates robust performance with an accuracy of 93.4%, a precision of 91.5%, a
recall of 91.5%, and an F1 score of 92.9%. In contrast, our proposed E-BERT model shows a marked
improvement across all metrics: it achieves an accuracy of 98.45%, indicating a higher overall rate
of correct predictions. Precision, which reflects the model’s ability to identify only relevant instances
of cyberbullying, is notably higher at 99.17%. The recall rate of 99.10% suggests that our model is
exceptionally proficient at detecting the most positive instances of cyberbullying in the dataset. Finally,
the F1 score, a harmonic means of precision and recall, stands at 99.14%, underscoring the superior
balance between precision and recall in our E-BERT model. These results highlight the effectiveness
of the modifications implemented in our E-BERT model for identifying cyberbullying content in
Arabic text.

4.7 Comparison between the Proposed Model and Related Literature Contributions
Table 2 delineates the performance metrics of various models, facilitating a comprehensive under-

standing of each model’s effectiveness. The Baseline BERT model sets a standard with an accuracy
of 93.4%, a precision and recall of 91.5%, and an F1 score of 92.9%. Our enhanced model, E-BERT,
surpasses this benchmark, achieving an accuracy of 98.45%, precision of 99.17%, recall of 99.10%,
and an F1 score of 99.14%. This indicates a substantial improvement, particularly in precision, which
suggests that E-BERT is better at minimizing false positives in the detection process. When compared
to other literature contributions, such as CNN and Bidirectional Gated Recurrent Unit augmented
with attention layer (Bi-GRU_ATT) models with accuracies of 92% and 93%, respectively, E-BERT
demonstrates superior performance, highlighting the effectiveness of our modifications. Notably, the
precision of CNN is significantly lower at 63%, which may point to a higher rate of false positive
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classifications. The long short-term memory (LSTM) and Bi-LSTM models show a marked decrease
in accuracy compared to BERT-based models, reflecting the potential limitations of these architectures
in capturing the contextual nuances necessary for Arabic cyberbullying detection.

Figure 10: Comparison analysis between baseline and proposed E-BERT model on X cyberbullying
dataset

Table 2: Comparison analysis between the proposed model and related literature contributions

No. Algorithm Accuracy (%) Precision Recall F1 score

1 Baseline BERT 0.934 0.915 0.915 0.929
2 E-BERT (Ours) 0.9845 0.9917 0.9910 0.9914
3 CNN [21] 0.92 0.63 0.84 0.85
4 Bi-GRU_ATT [21] 0.93 0.91 0.83 0.86
5 LSTM [4] 83.18 83.00 – 83.00

Bi-LSTM [4] 82.12 81.00 – 82.00
6 SVM [16] 95.742 – – –
7 J48 [22] 84.00 85.00 85.00 85.00

Furthermore, applying English-pretrained models to Arabic presents challenges, such as linguistic
differences, vocabulary mismatch, and dialectal variations. These issues can be addressed through
custom tokenization, dialectal adaptation, cultural embedding, and data augmentation techniques.
Additionally, the research presented herein offers significant theoretical implications for the field of
offensive content detection in SM. It enhances the current body of knowledge by demonstrating the
adaptability of contextualized word embeddings across different languages and cultural milieus. This
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is especially relevant for the Arabic language, which poses distinct challenges due to its dialectical
diversity and script complexity. By successfully adapting a model pre-trained in English to comprehend
Arabic text, this research contributes to a deeper understanding of NLP’s capabilities and limitations
in dealing with linguistically rich and structurally complex languages. Furthermore, the study under-
scores the theoretical potential of cross-lingual transfer learning. The successful fine-tuning of a model
initially pre-trained in English to perform tasks in Arabic bolsters the case for the transferability of
language models across linguistic boundaries. This serves to broaden the horizon of transfer learning
efficacy and lays the groundwork for subsequent explorations into developing language-agnostic
models. Such advancements could lead to more universal NLP systems, capable of understanding
and processing multiple languages with minimal need for language-specific adjustments.

Deploying the BERT-based model for cyberbullying detection in Arabic requires significant
computational resources due to the model’s complexity and the volume of data it processes. For real-
time applications, the model should be able to process input data swiftly, which typically requires
GPUs (Graphics Processing Units) or TPUs (Tensor Processing Units) for efficient parallel processing.
Depending on the deployment scale, we recommend at least one NVIDIA V100 GPU or equivalent
for moderate traffic, while larger deployments might benefit from multiple GPUs or TPU pods. For
non-real-time applications, such as batch processing of large datasets, high-performance computing
clusters equipped with sufficient CPU and GPU resources are necessary to handle parallel processing
of data batches, reducing overall processing time. The BERT model, especially when fine-tuned for
specific tasks, requires substantial memory, with a minimum of 16 GB of RAM recommended to
handle the model and the input data without memory bottlenecks. Larger models or more intensive
tasks may require up to 32 GB or more.

5 Challenges and Potential Pitfalls of Cross-Lingual Pretraining

One of the primary challenges in applying English-pretrained models to other languages is the
significant linguistic differences between languages. English and Arabic, for instance, differ in syntax,
morphology, and script. Arabic is a Semitic language with a rich morphology and root-based word
formation, which can pose challenges for models initially trained in English. Pretrained models like
BERT use tokenizers optimized for the language they were trained on. English tokenizers may not
effectively capture the nuances of Arabic, leading to suboptimal token representations. This mismatch
can result in poor handling of Arabic words, especially those with complex morphological patterns.
Arabic has numerous dialects, each with distinct vocabulary and grammatical rules. An English-
pretrained model fine-tuned on Modern Standard Arabic may struggle with dialectal variations
common in social media and online communications. This adds complexity to the model’s adaptation
process. Language models also capture cultural nuances embedded in the text they are trained on.
English-pretrained models may not fully grasp the cultural and contextual references unique to Arabic-
speaking communities, impacting the model’s ability to accurately classify context-specific content.
High-quality, annotated datasets in languages other than English are often scarce. Fine-tuning an
English-pretrained model on limited Arabic data can result in overfitting and reduced generalizability.
Ensuring diverse and representative datasets for fine-tuning is crucial to overcoming this challenge.

6 Conclusions

To conclude, the present study has successfully demonstrated the efficacy of leveraging pretrained
BERT models in the task of detecting cyberbullying in Arabic text. The comparative analysis, as
presented in the results, highlights a significant improvement in the detection performance when
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using our enhanced BERT model. The proposed approach outperforms the baseline BERT model
across all the evaluated metrics, including accuracy, precision, recall, and F1 score. Specifically, our
model achieved a remarkable accuracy of 98.45%, precision of 99.17%, recall of 99.10%, and an F1
score of 99.14%, which indicates a notable advancement over the baseline metrics. These results not
only underscore the effectiveness of integrating contextualized word embeddings with deep learning
architectures but also pave the way for more robust and nuanced models in the realm of automated
content moderation. One of the primary challenges in applying English-pretrained models to other
languages is the significant linguistic differences between languages. English and Arabic, for instance,
differ in syntax, morphology, and script. Arabic is a Semitic language with a rich morphology and root-
based word formation, which can pose challenges for models initially trained in English, a Germanic
language with relatively simpler morphological structures. Future research may build upon these
findings to explore the generalizability of the model across different dialects and forms of Arabic,
potentially leading to a more inclusive and comprehensive solution for combating cyberbullying in
the Arab-speaking online community. For future research direction, we aim to explore the use of
meta-heuristic algorithms for feature selection to enhance the identification of nuanced cyberbullying
indicators within large, unstructured datasets. Also, we aim to integrate user feedback loops into
the model’s deployment environment. Moreover, we plan to enhance transparency by developing
an explainable AI component that can provide users with insights into the model’s decision-making
process.
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