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ABSTRACT

The rapid expansion of artificial intelligence (AI) applications has raised significant concerns about user privacy,
prompting the development of privacy-preserving machine learning (ML) paradigms such as federated learning
(FL). FL enables the distributed training of ML models, keeping data on local devices and thus addressing the
privacy concerns of users. However, challenges arise from the heterogeneous nature of mobile client devices,
partial engagement of training, and non-independent identically distributed (non-IID) data distribution, leading
to performance degradation and optimization objective bias in FL training. With the development of 5G/6G
networks and the integration of cloud computing edge computing resources, globally distributed cloud computing
resources can be effectively utilized to optimize the FL process. Through the specific parameters of the server
through the selection mechanism, it does not increase the monetary cost and reduces the network latency
overhead, but also balances the objectives of communication optimization and low engagement mitigation that
cannot be achieved simultaneously in a single-server framework of existing works. In this paper, we propose
the FedAdaSS algorithm, an adaptive parameter server selection mechanism designed to optimize the training
efficiency in each round of FL training by selecting the most appropriate server as the parameter server. Our
approach leverages the flexibility of cloud resource computing power, and allows organizers to strategically
select servers for data broadcasting and aggregation, thus improving training performance while maintaining
cost efficiency. The FedAdaSS algorithm estimates the utility of client systems and servers and incorporates
an adaptive random reshuffling strategy that selects the optimal server in each round of the training process.
Theoretical analysis confirms the convergence of FedAdaSS under strong convexity and L-smooth assumptions, and
comparative experiments within the FLSim framework demonstrate a reduction in training round-to-accuracy by
12%–20% compared to the Federated Averaging (FedAvg) with random reshuffling method under unique server.
Furthermore, FedAdaSS effectively mitigates performance loss caused by low client engagement, reducing the loss
indicator by 50%.
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1 Introduction

In recent years, artificial intelligence (AI) technology has made significant progress, and its appli-
cation scope is constantly expanding, covering various fields such as smart homes, voice assistants, and
intelligent decision-making. However, with the widespread promotion of AI applications, the issue of
privacy protection has attracted widespread attention [1]. Many countries and regions have established
corresponding laws and regulations to ensure user privacy, and strictly restrict the use and processing of
data [2]. This undoubtedly poses a challenge to the development of artificial intelligence applications.
In response to this concern, federated learning (FL) has gradually evolved into a privacy-preserving
machine learning paradigm. In this paradigm, mobile devices and Internet of Things (IoT) clients
distributed in different geographical regions can collaborate to train machine learning models while
keeping their respective data on local devices. FL is widely used for a variety of tasks. Examples include
speech recognition, handwriting recognition, and text prediction in the consumer Internet, as well as
collaboration between medical, industrial [3], and communications [4] entities.

In FL training, there are numerous and widely distributed devices, coupled with a certain degree of
heterogeneity in system performance, which leads to significant differences in the success probability of
each client participating in training (hereinafter referred to as engagement). In addition, the client data
participating in federated learning training varies in scale [5], and the data distribution also exhibits
non-independent identically distributed (non-IID) characteristics [6]. These characteristics result in
significant performance loss in federated learning, affecting round-to-accuracy performance, and there
is an issue of optimization target deviation [7,8].

Existing FL optimization methods mainly aim to reduce communication costs and improve train-
ing efficiency by fine-tuning client selection strategies [9], local updates [10,11], and communication
compression [12–16] strategies. However, these methods have not fully addressed the problem of low
engagement. On the other hand, decentralized [17] and asynchronous methods [18–21] can increase
engagement, but synchronization costs are high and convergence speed is slow.

The client selection mechanism has been widely studied and applied to improve training efficiency
reduce communication overhead, and increase the robustness of FL training. The first is the system
utility perspective. Client selection reduces communication pressure on the parameter server, reducing
unnecessary communication and network load, especially in bandwidth-constrained environments.
Mobile devices may have limited computing and storage resources. By selecting clients with sufficient
resources for training, the training process can run smoothly without overburdening resource-
constrained devices. The second is to improve the statistical performance of FL training. Client data
may be heterogeneous, i.e., different clients may have different data characteristics. By selecting clients
that represent the overall data distribution, a better-performing global model can be trained. At the
same time, by selecting clients with high data quality and high computing power to participate in
training, the convergence speed of the model can be accelerated.

With the development of 5G/6G networks and the integration of computing resources through
cloud computing, edge computing and other methods, mobile user-oriented application development
can design more flexible paradigms [22,23]. Based on the widespread distribution of cloud computing
resources worldwide (as shown in Table 1), effective utilization of these resources can optimize the
federated learning process. The parameter server of FL can be set and migrated by a specific server
selection mechanism, which ensures that the overall usage cost does not increase. Selecting the optimal
parameter server according to geographical distribution, network state, and computing resources can
reduce the communication delay of FL training and reduce resource competition, which has been
widely verified in general distributed tasks. On the other hand, we found that server selection can
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improve the FL training process from a statistical utility perspective. This is reflected in two aspects:
first, it can extend the client selection strategy (co-selection), and second, it can be combined with
client selection as an orthogonal method (server selection after client selection), thereby improving the
overall client participation and the training efficiency of federated learning.

Table 1: The top 10 cloud service providers

# Cloud service provider Regions Availability zones

1 Amazon web services (AWS) 33 105
2 Microsoft azure 64 126
3 Google cloud platform (GCP) 40 121
4 Alibaba cloud 30 89
5 Oracle cloud 48 58
6 IBM cloud 10 30
7 Tencent cloud 21 65
8 OVHcloud 17 37
9 DigitalOcean 9 15
10 Linode (Akamai) 20 20

We propose an adaptive server selection algorithm FedAdaSS, which differs from the traditional
approach of having a unique fixed parameter server. We adopt an adaptive strategy to select the
optimal server as the parameter server in each training round to optimize the training effect. The
server selection mechanism can be incorporated into existing federated learning training algorithms
as an orthogonal mechanism. In addition to improving FL from system performance as in classical
distributed computing, we have also demonstrated that it can improve statistical performance while
also expanding the client selection policy space.

Optimizing server selection is a challenging task. In theory, the optimal choice requires us to obtain
global prior knowledge in advance. However, in the actual training process, we cannot know the current
set of clients in advance. Relying solely on the optimal set of clients per round to select servers can
reduce wall clock time, but it cannot effectively alleviate the problem of optimization target offset.
To this end, this article proposes an adaptive random shuffle strategy that estimates the utility of the
client system and server in each round and then approximately selects the nearest server to accelerate
the training process.

After rigorous theoretical analysis, we have confirmed that the FedAdaSS algorithm converges
under strong convexity and L-smooth assumptions. Within the FLSim framework, we compared
FedAdaSS with the Federated Averaging with random reshuffling (FedAvg+RR) and confirmed
that optimizing the server selection mechanism can reduce the training #round-to-accuracy by
12%–20%. Under communication optimization strategies such as small number of participants and
the large number of local steps, this optimization method shows significant advantages. In addition,
when comparing different engagement levels, FedAdaSS can effectively mitigate the performance loss
caused by low engagement, reducing the loss indicator by 50%.

The key contributions of our work are the following:

• We propose a basic framework for optimizing FL with elastic cloud resources, and analyze the
optimization objectives and trade-offs for server selection.
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• We propose the FedAdaSS algorithm, which is an adaptive server selection algorithm with
dynamic client random shuffling to overcome the problems of dynamic joining and low com-
mitment of clients, thereby increasing the statistical performance, and theoretically analyzing
its convergence.

• We evaluate the adaptability of server selection to common FL optimization methods and the
performance improvement it brings through comparative experiments.

2 Related Work
2.1 Federated Learning

Federated Learning is a distributed machine learning approach that allows multiple participants
(typically devices or organizations) to work together to train a global machine learning model while
maintaining the privacy of their respective data [6]. The key benefit of this approach is that it eliminates
the need to centralize data in a single location, thereby reducing the risk of data leakage and reducing
the need for centralized storage and computational resources [10].

Due to the size of the population and the diversity of user data and devices in FL, each round of
training runs on a customer terminal set (with hundreds of participants), typically requiring hundreds
of rounds (of a few minutes each) and several days to complete. For example, in the case of the
Gboard keyboard, Google conducted weeks of federated training on natural language processing
(NLP) models on 1.5 million devices [6,24]. Due to the large number of devices wide geographical
distribution, and certain heterogeneity of system performance, each client shows great differences
in the success probability of participating in training. Furthermore, client data involved in federated
learning training differ in size and have a non-IID distribution. These factors cause federation learning
performance to suffer a large loss, affect round-to-accuracy performance, and cause optimization
target bias. To address these issues during the cross-device FL training process, existing methods can
be classified into server-centric methods that focus on reducing communication overhead, and client-
centric methods that focus on improving user engagement.

2.2 System Performance Optimization in FL
In the general paradigm of cross-device FL, the unique parameter server broadcasts the model

parameters in each training round and aggregates the model parameters returned by the clients.
However, due to resource constraints, methods such as multiple local updates, client selection, and
communication compression have been proposed to meet the requirements of the parameter server.

The goal of the local update policy is to reduce the frequency of communication and to utilize the
client’s computational resources as much as possible [25], where each device performs multiple local
steps before passing its updates back to the central server. One representative method is the Federated
Averaging algorithm [20], which is an adaption of local-update to parallel stochastic gradient descent
(SGD). The client involved in the training of each round runs a certain number of SGD steps based
on its local data and sends back the local updated parameters to the server, then the pseudo-gradient
for the global model is aggregated from each returned update. Recently, such methods have attracted
a lot of attention, both in terms of theoretical guarantees [11,26], as well as in terms of optimization
for real-world scenarios [1,27–29].

To address network bandwidth constraints and client heterogeneity, FL client selection is an
emerging topic. FL client selection determines which client devices are selected in each training round.
Effective FL client selection schemes can significantly improve model accuracy, increase fairness,
improve robustness, and reduce training overhead [9]. For example, the paper [30] proposed a client
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selection framework called Oort, which improves the time-to-accuracy performance of model training
by prioritizing those clients that have the greatest benefit in improving model accuracy and can
perform training quickly. In addition, Oort allows developers to specify data distribution requirements
during model testing and improve test duration efficiency by carefully selecting clients that meet those
requirements.

Communication compression in FL is also a strategy that reduces data transmission between
client devices and the central server during the training process. Quantization is a popular method
that reduces the precision of model updates, making their transmission size smaller [31,32]. Sketching,
as introduced by [33], provides a more concise alternative by summarizing updates using compact data
structures. This enables approximate, yet significantly smaller representations of the original data.

2.3 Framework Optimization in FL
The training time scheduled by the parameter server is difficult to match with the idle time of the

device, and the effective engagement rate of the client is low. Therefore, new frameworks of FL such as
asynchronous distributed training [34] as well as decentralized federated learning methods have also
been widely studied.

For asynchronous FL, the server updates the global model whenever it receives a local update.
The authors in [35] found empirically that the asynchronous approach is robust to participants
joining in the middle of training rounds and when the federation includes participating devices
with heterogeneous processing capabilities. A new asynchronous federation optimization algorithm
was proposed in [36] to improve the flexibility and scalability of federation learning, where each
newly received local update is adaptively weighted according to its staleness, which is defined as
the difference between the current epoch and the iteration to which the received update belongs.
Furthermore, the authors also prove the convergence guarantee for a restricted family of non-convex
problems. However, the current hyperparameters of the FedAsync algorithm still need to be tuned to
ensure convergence in different environments. As such, the algorithm is still unable to generalize to
the dynamic computational constraints of heterogeneous devices. Synchronous FL is still the most
commonly used method today due to the uncertain reliability of asynchronous FL [37].

Decentralized federated learning is another way to maximize the possibility of the partici-
pant, which distributes the aggregation of model parameters between the neighboring participants
[21,38,39]. Decentralized Federated Learning uses a P2P communication method, it deals with a
dynamic and heterogeneous topology where participants often change their location or role in the
federation. A study compared the communication efficiency of decentralized algorithms, such as
gossip learning, with centralized FL [21]. It found that the best gossip variant had comparable overall
performance to the best centralized FL algorithm. Another challenge in decentralized FL is imbalance
heterogeneity, replacement of weight averaging with mutual knowledge distillation [40] was proposed
to tackle class imbalance.

2.4 Limitations of Current Works
Existing system performance optimization methods, whose core goal is to reduce communica-

tion overhead, mainly use multiple local updates, client selection, and communication compression
methods, but these methods are assumed to have better results when all clients effectively complete
training and all have a high probability of participation. In the actual system, the client, due to its
task, can not do more than an effective synchronization to the free time for training, so the total
training engagement is low, slowing down the total training time; on the other hand, due to the
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client’s data distribution of the phenomenon of non-IID, low engagement leads to the intensification
of this imbalance phenomenon, which makes the distribution of training data is different from the
distribution of the objective function, resulting in the training objective bias.

The methods proposed to solve the low engagement problem, such as asynchronous training
and P2P training, have not been widely used in practical systems due to their characteristics, longer
convergence times, and higher communication costs. Therefore, to solve the above contradiction,
we propose a federated learning framework based on elastic cloud server resources, which improves
the participation of clients and extends the policy framework of client selection by providing server
selection when client selection, and on this basis, we propose a server selection method that supports
dynamic client RR, FedAdaSS, which proves that server selection can be used as an orthogonal method
to existing state-of-the-art (SOTA) methods and provides statistical performance improvement.

3 Overview

In this paper, the standard formulation of Federated Learning is considered as a finite sum
minimization problem:

min
x∈Rd

[
f (x) � 1

|C|
∑
c∈C

fc(x)

]
, (1)

where C is the client set. fc(x) = Eξ∼Dc [l(x; ξ)] corresponds to the average local loss of the current
model parameterized by x ∈ R

d over the training data Dc located on client c. In the real scenario,
the participants are mainly geographically distributed and have numerous mobile devices. When these
devices participate in training, it is difficult to ensure that each mobile client can continuously and
stably participate in the training process due to the variety of usage scenarios and user behaviors.

We assume that the FL training organizer has automatic control over the creation and destruction
of server resources. Modern cloud platforms have their application programming interface (API) to
support the automatization, and many interfaces can hide the differences between multiple clouds
and provide a unified resource lifecycle control interface. During the training process, there is a
global orchestrator role that can be performed by a separate server. The orchestrator selects the
server responsible for the next round of training (parameter broadcasting and aggregation) and the
participating clients, i.e., the orchestrator is responsible for maintaining and updating the FL state
information.

Since servers in the same region on the cloud platform have relatively consistent network and
computing resources. For simplicity, we assume that each region of one cloud has one selectable server,
as shown in Fig. 1, and the selection described in this article includes the entire lifecycle process of
creation, maintenance, and eventual destruction.

As shown in Fig. 2, the basic framework of FL includes server selection. The FL task is planned by
the orchestrator as a whole, where the server set is all cloud servers available for selection (as mentioned
earlier, including the entire lifecycle management), and the client set is all mobile clients participating in
FL. This article mainly discusses learning and training tasks in a synchronous federation that involves
multiple global rounds. In each round, the orchestrator selects the parameter server for that round,
which is responsible for parameter distribution and aggregation. Then, some kind of client selection
mechanism selects some clients to participate in the training. After the selected server distributes the
model parameters to the clients, the clients use local data to perform several rounds of local steps,
typically the SGD process. Then the parameter server collects the results returned by the clients, usually
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the clients that successfully returned within a certain time threshold, and calculates the weighted
average of the returned weights as the result of this round. The above steps are repeated until the model
meets a certain requirement, such as a fixed number of rounds, or the accuracy reaches a threshold.

Figure 1: Elastic cloud resources controlled by orchestrator

Figure 2: The architecture of federated learning with server selection

Due to factors such as location distance and network quality, the bandwidth between clients and
servers in different regions is different, the success rate of participating in training is also different, and
the distribution of server training success rate among different clients is also different. We can assume
that the success rate of clients under the same server is approximately a power-law distribution. Server
selection based on optimized latency can improve the wall time of FL training. At the same time,
server selection can cooperate with client selection, which not only expands the policy space of client
selection but also further improves the effect of client selection with the existing state of the art, thus
statistically improving training efficiency.
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4 Server Selection Method in Federated Learning
4.1 General Optimization Objectives of FL

In the system design process of federated learning, the first metric to focus on is time-to-accuracy,
which has two main influencing factors, (i) System utility factors: the training process includes
the actual available performance of both client-side and server-side participants, and the quality of
network among them. These physical metrics will affect the actual running time of the system. (ii)
Algorithm and data factors: by adjusting the hyper-parameters in the training process, as well as the
use of client selection algorithms, as a way to affect the round-to-accuracy performance of the training,
to further reduce the training time in the same environment and system setup.

To achieve the above objectives. From a system optimization perspective, the main constraints are
the unreliability of computing resources of clients and restricted network resources. Client selection
methods are firstly involved to ensure that the training can be carried out continuously, and secondly,
to reduce the communication overhead, methods such as local update and communication compression
are further used.

From the client’s perspective, the primary constraint is the lack of engagement; due to the uncon-
trollable synchronization of training time and the passive selection mechanism from the parameter
server, the client’s arithmetic availability and training time cannot occur simultaneously, resulting in
the client arithmetic that participates in federated learning to be a very small fraction of the total
arithmetic. In addition, due to possible single-point-of-failure issues and privacy considerations, the
use of distributed algorithms can provide better hence protection. Therefore, clients expect to use
asynchronous or decentralized methods to achieve this goal.

4.2 Optimal Server Selection Requirements
All servers that can be created by cloud platforms in different regions are taken as a server set,

and the orchestrator selects one server as a parameter server, which is responsible for parameter
broadcasting, collecting local update results from different clients, and calculating the final result of
this round. To illustrate the importance of server selection, we discuss the requirements for optimal
server selection in a state-of-the-art client selection scenario.

Concerning all data samples for training planning, Random Reshuffling of the training data at
the beginning of each epoch is a successful technique for optimizing the empirical risk minimization
process in standard SGD process analysis. In FL training, the current state-of-the-art approach also
introduces the RR process, but the difference is that this process is defined on the client arrangement,
as shown in Fig. 3, which requires that in a meta-epoch consisting of multiple rounds of global training,
each client is selected at most once, and in the next meta-epoch all clients are randomly reshuffled to
enter training.

Clients
Meta-epoch 2Meta-epoch 1

Round 4Round 3Round 2Round 1

C1 C3 C6 C2 C4 C5 C2 C3 C5 C1 C4 C6

C1 C2 C3

C4 C5 C6

Random Reshuffling of clients at each meta-epoch

Figure 3: Random reshuffling of clients in FL training scheduling
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To further increase the round-to-accuracy performance, we can utilize the importance sampling
method to prioritize high-utility clients [30,41], where the importance of each data point’s contribution
to training can be quantified using the L2-norm of the gradient. Assuming that each client x has a
training sample set of Bx, the importance of each client can be defined as

Ux � |Bx|
√

1
|Bx|

∑
k∈Bx

‖∇f (k)‖2. (2)

Optimal server selection can be quantified as selecting the most efficient server. After selecting
clients by RR and quantifying the utility per client, we can compute the utility of each server. Due
to the different geographic distributions of clients and servers, the network states of different client-
server combinations are inconsistent. Assuming that the success rate of the training process between
different clients and servers is defined as P(x, y), and assuming that the set of clients in each round
is Ct, and the selected server corresponding to each round is yr, the final utility of a server and client
co-selection in one meta-epoch is defined as the expectation the importance value sum of all client
participated in training:

Util �
R∑

t=1

∑
x∈Cr

P(x, y)Ux,
R⋃

t=1

Ct = C and Ci ∩ Cj = ∅, ∀i 	= j. (3)

The client sets in each round of one meta-epoch do not intersect, and the union of the client sets
Ct in each round covers all clients.

The optimal server selection mechanism should be the one that maximizes the utility in Eq. (3).
In addition, the timing of the federated learning training provided by the parameter server from
the client’s perspective should be matched as closely as possible with the time available for the
client’s arithmetic, thus minimizing the partial participant problem. This requirement is equivalent
to maximizing the number of FL client participants, consistent with the optimization goal.

Algorithm 1: FedAdaSS: Adaptive Server Selection in Federated Learning
1: Input: client step size η > 0, client set that could join the training C, Server set S, sample size K,

initials model x0 ∈ R
d, number of rounds T

2: Procedure at Orchestrator
3: Cignored ← ∅
4: for each round t = 0, 1, . . . , T do
5: Cactive ← UpdateActiveClientSet(C) �Adaptive clients random reshuffling
6: if

∣∣Cactive\Cignored

∣∣ < K then
7: Cignored ← ∅
8: end if
9: select a cohort Ct ⊂ Cactive\Cignored, |Ct| = K uniformly at random

10: st ← ServerSelect(Ct,S)

11: initialize server st with current xt and Ct

12: get xt+1 from procedure of selected server and clients
13: Cignored ← Cignored ∪ Ct

14: end for
15: functionSERVERSELECT(Ct, S)

(Continued)
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Algorithm 1 (continued)
16: for all s ∈ S do
17: Util(s) ← ∑

c∈Ct
P(c, s)Util(c)

18: end for
19: st,∗ ← arg max

s∈S
Util(s) �Server selection with utility estimation

20: return st,∗
21: end function
22: Procedure of Selected Server and Clients at Round t
23: broadcast xt to all clients from sever st

24: for each c ∈ Ct in parallel do
25: compute xc

t with local training

26: Util(c) ← |Bx|
√

1
|Bx|

∑
k∈Bx

‖∇f (k)‖2

27: send �c
t ← xc

t − xt and Util(c) to server st

28: end for
29: xt+1 ← xt − ηg

|Ct|
∑

c∈Ct
�c

t

30: push the xt+1 and Util(c) of all clients in Ct to orchestrator

4.3 Trade-Offs and Adaptive Server Selection Method
4.3.1 Adaptive Clients Random Reshuffling

In cross-device FL deployment, client joining and exiting are unpredictable. We cannot obtain the
client set in advance, nor can we guarantee that it will remain unchanged during training. As a result,
it is not possible to reshuffle all clients beforehand and select the optimal server in advance. There
is no strict meta-epoch boundary in this case, so we cannot obtain a meta-epoch client permutation
in advance according to the RR defined on the static client set. Therefore, we introduce an adaptive
client random reshuffling method in FedAdaSS.

As shown in Fig. 4, before each round of training, FedAdaSS will update the current set of clients,
remove the clients selected in previous rounds, and randomly select clients from the remaining set for
this round. Server selection will also depend on the results of the current round of client selection.
We approximate that choosing the optimal server in each round achieves a global relative superiority.
The algorithm implements random reshuffle by dynamically maintaining the remaining unselected
clients. trained clients are added to the set Cignored at the end of each round, and K clients are randomly
selected from the set Cactive\Cignored at the beginning of the round. when Cactive\Cignored is empty, it can be
approximated as the end of a global epoch, and reset Cignored to the empty set and continue the above
steps.

4.3.2 Server Selection with Utility Estimation

For the utility computation of clients and sever, Util(c) takes the value from the gradient obtained
in the current round, and we can not get the utility of each client in advance before choosing the current
server and training. However, due to the adaptive reshuffling process, each client only participates in
training once per epoch, while the sequential relationship between client utilities, due to the positive
correlation between utility and data size, does not change significantly over the multiple training
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epochs. Thus, our updated client utility for each epoch can be used as an estimate of that client’s
utility for the next epoch of server selection.

Figure 4: The main loop and adaptive random reshuffling of clients in FedAdaSS

4.3.3 Division of Roles and Cooperation in the Procedure

After introducing the two main computational processes in the Algorithm 1, we will introduce
the interaction process in the FedAdaSS algorithm. As described in Section 3, we split the roles in
FedAdaSS into orchestrator, parameter server, and client.

The orchestrator is responsible for maintaining the client collection and the server collection. The
server collection is obtained during initialization, and the currently available clients are updated before
each round of client selection. The orchestrator arranges each round of FL training in turn. In a given
round t, the orchestrator first computes and selects the server st and clients Ct of the current round,
and initializes the server st using the result and the parameters of the model of the previous round.
Its communication overhead is not large, corresponding to a constant multiple (maybe including the
intermediate state of optimization) of the communication between the server and one client. Then,
FedAvg is executed between the server and the client, and the orchestrator retrieves the training results
for that round from the server.
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The server is initialized by the orchestrator through the cloud platform API, and the server obtains
the client set of the current round and the current model parameters during initialization. Thereafter,
the server process is similar to that in generic FL, where the server broadcasts the current model
parameters xt to all clients in Ct. Each client performs multiple local steps, returning resulting model
parameters Cc

t and client utility Util(c). The server then computes xt+1 ← xt − ηg/|Ct| · ∑
c∈Ct

�c
t and

returns all results to the orchestrator. The orchestrator then ends the life cycle of the server. The system
implementation and training method of the client are consistent with the general federated learning
process, and there is no need to provide redundant additional descriptions here.

5 Convergence Analysis
5.1 Preliminaries

The loss function of client c is composed of single losses f j
c (x) where j corresponds to j-th data

points with the current model parameterized by x. We assume that client c has access to an oracle
that, when given input (j, x), returns the gradients ∇f j

c (x) as an output. We donate [l] � {1, 2, . . . , l}
for any l ∈ N. To show the convergence of our methods, we adopt the standard assumptions in convex
optimization, which are commonly used in the previous works [42].

Assumption 1. The functions f j
c (x) are Lc-smooth for all c ∈ C, j ∈ [|Dc|]; i.e., there is an Lc > 0

such that for any c, j, x, y

‖∇f j
c (x) − f j

c (x)‖ ≤ Lc‖x − y‖. (4)

Assumption 2. The functions f j
c (x) are μc-strongly convex for all c ∈ C, j ∈ [|Dc|]; i.e., there is an

μc > 0 such that for any c, j, x, y

〈∇f j
c (x), y − x〉 ≤ −

(
f j

c (x) − f j
c (y) + μc

2
‖x − y‖

)
. (5)

FedAdaSS introduces the RR of clients, and analysis of existing RR shows that it cannot converge
to a certain exact value. Through analysis of the shuffling radius upper bound brought by RR, it can
be proved that it converges to a certain neighborhood related to σ 2

rad. We use the notions of shuffling
variance, introduced by Mishchenko et al. [43] for the analysis, Given a static stepsize η > 0 and a
permutation π of [n], the intermediate points x1

∗, x2
∗, . . . , xn

∗ is

xi
∗ � x∗ − η

i∑
j=1

∇fπj(x∗), i = 1, . . . , n. (6)

The shuffling radius σ 2
rad(η) is

σ 2
rad(η) � max

i∈[n]

[
1
η2
Eπ

[
Dfπi

(xi
∗, x∗)

]]
, (7)

where Df (x, y) = f (x) − f (y) − 〈∇f (y), x − y〉 is the Bregman divergence associated with f . Due to
our use of dynamic client rearrangement, the corresponding shuffling radius is equivalent to the RR
process of each data point. With the combination of L-smooth of f and the definition of xi

∗, we could
get the bound of shuffling radius (for a detailed proof, see Appendix A).

Lemma 1. (Shuffling radius bounds). For all η > 0, we get the upper bound of shuffling radius
σ 2

rad.

σ 2
rad ≤ nLmax

2

(
n‖∇f (x∗)‖2 + 1

2
σ 2

∗

)
, (8)



CMES, 2024, vol.141, no.1 621

where σ 2
∗ is the gradient variance at the optimum σ 2

∗ � 1
n

∑
i∈[n]‖∇fi(x∗) − ∇f (x∗)‖2. Since f is Lmax-

smooth and ∇f (x∗) = 0, we get that

σ 2
rad ≤ nLmax

4
σ 2

∗ . (9)

5.2 Convergence Guarantees
After defining the variance quantities and assuming that each f j

c is μ-strongly convex which
is commonly satisfied in machine learning applications as in l2 regularized linear regression and l2

regularized logistic regression, we can get the result that the optimization term decreases linearly. The
exponential is the product of the number of data points of each client N, the number of communication
rounds in each global epoch R, and the number of global epochs T . Since the cohort and data points on
each client are sampled without replacement for each round, the statistical term scales proportionally
to the squared step size η2. The formal statement of the theorem follows.

Theorem 1. Assume that functions f j
c are Lc-smooth and μc-strongly convex for each c and j. If

η ≤ 1
Lmax

, then the iterates generated by the Algorithm 1 satisfy

E
[‖xT − x∗‖2

] ≤ (1 − ημ)NRT‖x0 − x∗‖2 + 2η2

μ
σ 2

rad. (10)

The results show the exponential rate of convergence to a neighborhood of size
2η2

μ
σ 2

rad and can

be adjusted to accommodate dynamic client shuffling, with the only requisite modification being the
alteration of the rates and convergence analysis. Detailed proof can be found in the Appendix B.

6 Evaluation
6.1 Experimental Methodology

To demonstrate that FedAdaSS can effectively provide both random reshuffling and partial
participant mitigation in large-scale client scenarios, we perform experimental verification in addition
to theoretical analysis. Due to the lack of large-scale client validation conditions, we use simulation
experiments for validation and expand FLSim [44] to provide a server selection mechanism as the
experimental framework, simulating 10 candidate servers in the experiment. We used the CIFAR10
dataset to simulate 100 clients and split the data into IID and non-IID methods for experiments.
The non-IID group splits the sample size according to a power law distribution. To account for the
heterogeneity of clients, as shown in Fig. 5, we generate the training success probability of each client
to one server according to the power law distribution. In the comparative experiment, to demonstrate
the performance of server selection under different network conditions, we set the average success rate
of client generation to p = 75%–95%.

6.2 Comparisons Results
To demonstrate the improvement of statistical utility in FL process by server selection and to

enhance existing client selection methods, we choose the state-of-the-art method, i.e., client RR
(FedAvg+RR), as a comparison. The overall results show that FedAdaSS can reduce the number of
rounds to reach the same accuracy value (#round-to-accuracy) by approximately 12% to 20% under
the same environmental parameters,
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Figure 5: Distribution of probability of successful communication

Next, we will compare different environmental parameters (IID/non-IID, average success rate p,
number of clients per round k, local steps N) to study the characteristics and causes of server selection
performance improvement.

6.2.1 Increasing Training Speed

Fig. 6 compares the decline curves of the loss function for different numbers of participants in each
training round. It can be seen that as the number of participants increases, the loss function decreases
faster. This indicates that increasing the number of participants can reduce the #round-to-accuracy.
Under the same k setting, it can be seen that FedAdaSS accelerates training speed by 5%–10%, which
is more significant at low engagement levels.

Figure 6: Training loss of FedAdaSS and FedAvg+RR
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In addition, as shown in Fig. 7, under the setting of non-IID, a lower number of training clients has
a greater impact on convergence. At this time, adding server selection can also accelerate convergence
speed by 10%–20%. This improvement is more significant with the fewer number of clients and less
engagement.

Figure 7: Accuracy of aggregation of each training round on non-IID data and with
p = 75% and p = 90%

6.2.2 Mitigating Low Engagement of Clients

Fig. 8 compares the accuracy training curves under the same machine learning parameter con-
figuration but different communication success probability settings. It can be seen that compared to
the FedAvg+RR method, the FedAdaSS method has a smaller negative impact on the decrease in
engagement. Due to the dropout strategy, the actual number of client participants is the same under
different methods. However, under the same method, the impact of low engagement may not have been
added to the training, resulting in a reduction in effective training data. It can be seen that after joining
the server selection, the decrease in accuracy under the same setting was alleviated by increasing the
participation opportunities of these low-probability clients, resulting in a 3% increase in tie values.
In addition, under the high local steps setting set to reduce communication overhead, the impact of
low engagement on #round-to-accuracy is more pronounced, resulting in an increase of about 50% in
#round-to-accuracy. At this point, using FedAdaSS can reduce this loss to about 20%.

In summary, FedAdaSS can firstly improve client engagement compared to the singular server
method, thus increasing the number of clients involved in training per round, thus reducing rounds to
accuracy. Second, FedAdaSS improves the fairness of each client’s participation, allowing the random
reshuffling process to cover a larger number of clients, making it possible to achieve a better gradient
representation in a global epoch, and thus reducing round-to-accuracy. And since the number of local
steps in FL is relatively large, adding RR can effectively improve the training performance. Therefore,
it is demonstrated that FedAdaSS can be effectively combined with existing methods to accelerate the
training process of federated learning.
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Figure 8: Final average accuracy of the training and round-to-accuracy with different settings of the
probability of successful communication (p = 75%–95%)

7 Conclusions

Federated learning training involves a large number of geographically distributed devices, and
the heterogeneity of system performance leads to significant differences in clients’ engagement levels.
In addition, the client’s data have different scales and distributions, which are not independent and
identically distributed, resulting in significant performance loss in federated learning, affecting the
round-to-accuracy performance, and there is an optimization target bias problem. We propose a
basic framework for optimizing using optional computing power servers in federated learning and
analyze the optimization objectives and trade-offs for server selection. A self-adaptive server selection
algorithm FedAdaSS with random shuffling is proposed to overcome the dynamic joining and low
engagement issues of clients, and its effectiveness is theoretically analyzed. Through comparative
experiments, we demonstrate that FedAdaSS can reduce round to accuracy and alleviate performance
losses caused by low engagement.
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Appendix A. Proof of Lemma Shuffling Radius Bounds

Proof 1. First, we have to introduce the lemma appears in [43,45], which describes the variance of
sampling multiple vectors from a finite set of vectors without replacement. Supposed that there are
vectors X1, . . . , Xn ∈ R

d. We define the average as X and the population variance as σ 2. Xπ1
, . . . , Xπk

are sampled uniformly from {X1, . . . , Xn} without replacement, and X π is their average. The average
and variance of sampling is

E
[
X π

] = X ,

E

[∥∥X π − X
∥∥2

]
= n − k

k(n − 1)
σ 2. (11)

Since fc is Lc-smooth and the definition of xi
∗, we can get the bound from Bregman divergence in

Eq. (7).

E
[
Dfπi

(xi
∗, x∗)

] ≤ E

[
Lπi

2
‖xi

∗ − x∗‖2

]
≤ Lmax

2
E

[‖xi
∗ − x∗‖2

]

= η2Lmax

2
E

⎡
⎣

∥∥∥∥∥
∑
j∈[i]

∇fπj(x∗)

∥∥∥∥∥
2
⎤
⎦

= η2Lmaxi2

2
E

⎡
⎣

∥∥∥∥∥1
i

∑
j∈[i]

∇fπj(x∗)

∥∥∥∥∥
2
⎤
⎦ .

(12)
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Let Xc � ∇fc(x∗), then we have X π = 1
j

∑
j∈[i] Xπj and X = ∇f (x∗), with Eq. (11) we get

E
[
Dfπi

(xi
∗, x∗)

] ≤ η2Lmaxi2

2
E

[∥∥X π

∥∥2
]

= η2Lmaxi2

2

(
‖∇f (x∗)‖2 + n − i

i(n − i)
σ 2

∗

)
.

(13)

With definition of shuffling radius and i ≤ n, we get

σ 2
rad ≤ nLmax

2

(
n ‖∇f (x∗)‖2 + 1

2
σ 2

∗

)
. (14)

�

Appendix B. Proof of Theorem 5.1

Proof 2. Using μ-convexity and L-smoothness of f , we have:
μ

2

∥∥xk
m,∗ − xk

m,t

∥∥2 ≤ Dfm

(
xk

m,∗, xk
m,t

)
E

[∥∥∇fm(xk
m,t) − ∇fm(x∗)

∥∥] ≤ 2LDfm

(
xk

m,t, x∗
)

.

With the inequality, we have:

E

[∥∥xk,j+1
m,t − xk,j+1

m,∗
∥∥2

]
≤(1 − ημ)E

[∥∥xk,j
m,t − xk,j

m,∗
∥∥2

]
+ 2ηE

[
Dfm

(
xk,j

m,t, x∗
)]

− 2η(1 − ηL)E
[
Dfm

(
xk,j

m,t, x∗
)]

.
(15)

Using the definition of σ 2
rad and η ≤ 1

L
, we get following bound:

E

[∥∥xk,j+1
m,t − xk,j+1

m,∗
∥∥2

]
≤ (1 − ημ)E

[∥∥xk,j
m,t − xk,j

m,∗
∥∥2

]
+ 2η3σ 2

rad. (16)

Unrolling the recursion, we have:

E

[∥∥xk,n
m,t − xk,n

m,∗
∥∥2

]
≤ (1 − ημ)N

E
[∥∥xk

t − xk
∗
∥∥] + 2η3σ 2

rad

N−1∑
j=0

(1 − ημ)j. (17)
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With the K recursion of epochs and clients selection involved:

E

[∥∥xk+1
t − xk+1

∗
∥∥2

]
= E

⎡
⎣
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C

∑
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1
C
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2
⎤
⎦

≤ 1
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rad
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(18)

Since xt+1 = xK
t and x∗ = xK

∗ , the recursion index r can be unrolled:

E
[‖xt+1 − x∗‖2

] = E

[∥∥xK
t − xK

∗
∥∥2

]

≤ (1 − ημ)NK
E

[‖xt − x∗‖2
] + 2μ3σ 2

rad

N−1∑
j=0

(1 − ημ)j

K−1∑
k=0

(1 − ημ)kN.
(19)

Unroll the recursion for index t and apply the property described before:

E
[‖xT − x∗‖2

] ≤ (1 − ημ)NKT ‖x0 − x∗‖2 + 2μ3σ 2
rad

N−1∑
j=0

(1 − ημ)j
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rad
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μ
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(20)
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