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ABSTRACT

In convolutional neural networks, pooling methods are used to reduce both the size of the data and the number of
parameters after the convolution of the models. These methods reduce the computational amount of convolutional
neural networks, making the neural network more efficient. Maximum pooling, average pooling, and minimum
pooling methods are generally used in convolutional neural networks. However, these pooling methods are not
suitable for all datasets used in neural network applications. In this study, a new pooling approach to the literature
is proposed to increase the efficiency and success rates of convolutional neural networks. This method, which we
call MAM (Maximum Average Minimum) pooling, is more interactive than other traditional maximum pooling,
average pooling, and minimum pooling methods and reduces data loss by calculating the more appropriate pixel
value. The proposed MAM pooling method increases the performance of the neural network by calculating the
optimal value during the training of convolutional neural networks. To determine the success accuracy of the
proposed MAM pooling method and compare it with other traditional pooling methods, training was carried out
on the LeNet-5 model using CIFAR-10, CIFAR-100, and MNIST datasets. According to the results obtained, the
proposed MAM pooling method performed better than the maximum pooling, average pooling, and minimum
pooling methods in all pool sizes on three different datasets.
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1 Introduction

Artificial intelligence has brought many different applications and innovations to today’s technol-
ogy field [1-3]. Artificial intelligence is seen as an area open to development as it has great potential in
many different areas [4—6]. Therefore, new applications and algorithms are constantly being developed
with artificial intelligence [7-9]. Artificial intelligence covers a wide range of disciplines and includes
different capabilities and application areas. These disciplines enable algorithms to analyze data to
recognize data and predict future events [10,11], to identify and represent complex patterns using
multilayer artificial neural networks [12,13], and to enable computers to process and understand visual
data [14,15].
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In recent years, artificial intelligence-based deep learning algorithms consisting of multi-layered
model structures have been developed to learn complex data efficiently [16,17]. These algorithms
are used in many areas such as object classification, object recognition, and object detection. Many
different neural network architectures are used in deep learning for different types of data and
applications [18-20]. Convolutional neural networks, one of these neural network architectures and
the most preferred in deep learning methods are very effective in tasks such as analysis, recognition,
and classification of images [2 |—24]. Convolutional neural networks (CNNs) are specifically optimized
for detecting and representing objects in images [21]. CNN are deep learning architectures widely
used on pre-processed data types. These networks are designed to recognize local structures of input
data, unlike traditional artificial neural networks. CNNs consist of convolution layers, pooling layers,
activation functions, and fully connected layers [25-29].

Pooling layers, one of the important components of CNN, are layers that are usually added
between layers and enable the neural network to run faster by reducing the data size, number of
parameters, and amount of memory of the neural network. Pooling layers are used to reduce the
feature map of the previous layer. Thus, increasing the scalability of the network and reducing
the computational cost [30-32]. While pooling layers help prevent the loss of local features during
the learning process of the network, they can also increase the network’s resilience to translation and
scale changes to a certain extent. This enables CNNs to be effective in many application areas, such as
visual recognition. Therefore, pooling layers are considered an important component that improves
the efficiency of convolutional neural networks. Pooling is usually done using different techniques such
as maximum pooling, average pooling, or minimum pooling [33-37].

Maximum pooling works by taking the maximum value of pixels within a given image size. In
convolutional neural networks, it helps preserve the most salient features while reducing the size of
the feature map. It is also considered an important component in improving performance in CNNs
and the overall efficiency of the network by reducing the computational cost of the network and the
risk of overfitting [32,38]. However, maximum pooling has many disadvantages, such as the fact that
it selects only the most prominent feature from each region, causing other important features to be
lost and causing information loss, finer details being neglected while emphasizing salient features in
the feature map, and a certain amount of information loss occurring when pooling layers are used
sequentially [37,39-42].

Average pooling works by taking the average value of pixels within a given image size. Salient
features of the feature map, such as maximum pooling, are only effective in reducing noise in images
and providing smoother transitions, without emphasis. Therefore, it is preferred in certain application
areas. However, since average pooling takes the average of pixel values from each region, it has many
disadvantages, such as reducing the contrast in the feature map by including finer details in the average

instead of more prominent features and causing low activation signals because prominent features are
not highlighted [39-42].

Minimum pooling works by taking the minimum value of pixels within a given image size. It
preserves important features while reducing the size of the feature map, such as maximum pooling. It
may generally be less useful in applications such as image processing and visual recognition. However,
minimum pooling has many disadvantages, such as losing important features, reducing the contrast
in the feature map, and causing low activation signals because the lowest pixel value is selected from
each region [32,37,43,44].

Considering the advantages and disadvantages of maximum pooling, average pooling, and
minimum pooling techniques it is understood that undesirable results may occur in application
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scenarios. Therefore, when selecting the pooling process, the requirements and application scenario of
a particular task should be considered. Therefore, the selection of appropriate pooling layer techniques
in CNNs depends on the characteristics of the dataset, the requirements of a particular task, and the
architecture of the network. Therefore, it is difficult to determine the most appropriate pooling layer
because the scenario of each application is different.

In this study, a new pooling technique, which we call Maximum Average Minimum (MAM)
pooling, has been proposed by applying a new alternative method to pooling techniques, which are
used in many application areas and are an important layer in convolutional neural networks with deep
learning architecture. To determine the success of the proposed MAM pooling method, the LeNet-5
deep learning model in the literature was trained using CIFAR-10, CIFAR-100, and MNIST datasets.
The success accuracy of the proposed MAM pooling method was compared with the success accuracies
obtained from maximum pooling, average pooling, and minimum pooling techniques. The importance,
most important contributions, and innovations of this study are highlighted as follows:

1. Instead of the maximum and average value, a choice is made between the maximum and
average, which varies depending on the data.

2. Overfitting is reduced, allowing the model to generalize better.

W

By determining the finest details of the feature map, important features are determined, and
information loss is minimized.

A more effective dimension reduction is achieved by minimizing information loss.
Model performance is improved by better capturing different types of information.
It makes it easier to determine the location of objects.

N n e

Low contrast in the feature map is avoided in highlighting the salience of the network’s features
in the feature map.

8. Low activation signals are prevented from occurring.
9. More effective and successful results are achieved than traditional techniques.

Additionally, the limitations of this study and some assumptions that may limit its practical
application are summarized as follows:

1. The use of 3 datasets is limited, the use of different datasets may increase the practical
applicability of the proposed method.

2. The data used is clean and has a certain distribution. Real-world data may not be this clean
and may not fit this distribution.

3. If the proposed method is not compatible with other software and hardware infrastructures,
incompatibility problems may occur in practical applications.

4. The proposed method may not increase model success in very complex model structures and
different pool sizes.

The remaining part of the study is as follows. In Chapter 2, studies involving different pooling
techniques were examined. In Chapter 3, materials and methods related to the study, in Chapter 4,
experimental results and discussion, in Chapter 5, expansion experiments, and Chapter 6, the results
of the study and planned future studies are included.



754 CMES, 2024, vol.141, no.1

2 Related Works

In this chapter, studies on pooling layer techniques used in different application areas in convolu-
tional neural networks in recent years have been comprehensively examined.

In Ozdemir’s study, a new pooling method called Avg-TopK was proposed to overcome the
shortcomings of maximum pooling and average pooling methods. In the proposed method, the average
of the pixels with the highest interaction as determined as the K number was taken and compared with
various pooling methods. As a result of the comparison, it was seen that the proposed pooling model
was more successful than conventional pooling methods [42]. In Dogan’s study, a new pooling method
called Concat, which is a combined version of maximum pooling and average pooling, was proposed.
Successful results were obtained by testing the proposed pooling method on Cifar10, Cifar100, and
Street View House Numbers (SVHN) datasets with LeNet-5 and ResNet-9 model structures [45].
Hyun et al., in their study, proposed a new pooling method for convolutional neural networks called
Universal pooling. The proposed method was applied to ResNet-18 and VGG16 networks and tested
on CIFAR10 and CIFAR100 and showed better performance than generally used pooling methods
[46]. Sun et al. proposed a pooling method learned by end-to-end training to overcome training errors,
called Learning Pooling. Improved classification performance was achieved by testing on CIFARI10,
CIFAR100, and ImageNet20 datasets [47]. In their study, Jie et al. proposed a dynamic pooling method
called RunPool to eliminate the disadvantages of maximum pooling and average pooling and achieved
successful results [48].

Lokman et al., in their study, proposed two pooling methods named Qmax and Qavg to increase
the performance of convolutional neural networks and achieved successful results by performing
various tests on Cifarl0, Cifar100, TinylmageNet, and SVHN datasets [49]. In a different study,
using the method called Mixed-Pooling-Dropout showed better performance than traditional pooling
methods used in convolutional neural networks [50]. Boxue et al., in their study, proposed a pooling
method called AlphaMEX to be used in convolutional neural networks. The proposed method
was tested on CIFAR-10, CIFAR100, SVHN, and ImageNet datasets and it was seen that the
classification success accuracy was better [51]. Singh et al. proposed a method called Expansion
Downsampling learnable-Scaling (EDS) layer and showed better performance than traditionally used
pooling methods such as MaxPool, AvgPool, and StridePool. In addition, the proposed method was
tested on VGG, ResNet, WideResNet, MobileNet, and Faster Region-Based Convolutional Neural
Network (R-CNN) model structures and it was seen that it improved their performance [52].

3 Materials and Methods

After convolution operations in neural networks, pooling methods are used to reduce the
processing cost of large data and thus reduce it to the desired data size. In the neural network, certain
filtering is used in certain steps to reduce the data size to a certain value. By shifting these filters over
the desired data, the data size is reduced. Traditionally, pooling is done by taking maximum, average,
and minimum values in pooling methods.

3.1 Pooling Methods
3.1.1 Average Pooling Method

The average pooling method produces an output value by taking the average value of the pixel
values in the part to be obtained by using a certain filter in a certain image. Due to this situation,
the average pooling method smoother the image, and sharp features may not be identified. Average
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pooling is defined in Eq. (1).
1 n
S==2 o
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where /1 is some pixel in the subregion R, in the feature map and » is the number of features in the
subregion where subsampling is required.

3.1.2 Maximum Pooling Method

A new feature map containing the dominant features of the feature map is created by selecting the
largest value of the pixel values in the part to be obtained by using a certain filter in a certain image.
In this case, the maximum pooling method generally provides good performance in classification
operations. Maximum pooling is defined in Eq. (2).
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3.1.3 Minimum Pooling Method

It works oppositely to the maximum pooling method. In other words, by using a certain filter in a
certain image, the smallest value of the pixel values in the section to be obtained is selected. Minimum
pooling is defined in Eq. (3).

min

Si = l'ER-hi (3)

J

3.1.4 Proposed MAM Pooling Method

If the difference between the largest and smallest values of the pixel values in the part to be
obtained by using a certain filter in a certain image is greater than the average value, the output value
is produced by taking the difference between the largest and smallest values, and if it is less than or
equal to the average value, the output value is produced by taking the average of the largest and average
values (Fig. 1). MAM pooling is defined in Eq. (4). The MAM pooling method, whose flow scheme is
shown in Fig. |, can be easily defined as a new function according to the rules given in Eq. (4). In this
way, it can be easily integrated into the CNN by calling this function in the pooling layer of a CNN
architecture.
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Figure 1: MAM pooling flow scheme
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According to Eq. (4), by selecting a value between the average and maximum (Eq. (5)) from the
pixel values in the part to be obtained by using a certain filter in a certain image, a new feature map is
created containing more prominent features of the feature map.

Avg < MAM < Max &)

By producing values greater than the average value in all cases and equal to the maximum value
in some cases, an optimal output value between the average and maximum is obtained. According to
Eq. (4):

e Max-Min > Avg (in cases where the difference between the maximum and minimum pixel values
in the pooling region is greater than the average): The output value converges to the maximum
at pixel values where maximum and minimum values are distant from each other, and to the
average at pixel values where they are closer to each other. The larger the difference between
the maximum and minimum, the closer to the maximum an output value is obtained, and the
smaller it is, the closer to the average an output value is obtained. As the difference between
the maximum and minimum increases, it converges more to the maximum, and in some cases,
the maximum value is produced. As the difference between the maximum and minimum
decreases, it converges to a value between the maximum and average, and in some cases, values
closer to the average are produced.

e Max-Min < Avg (in cases where the difference between the maximum and minimum pixel values
in the pooling region is less than or equal to the average): An output value is always produced
as the average of the maximum and average values.

In the maximum pooling method, a certain amount of information loss occurs because only
the most prominent features from each region are emphasized, and finer details are neglected. In
the average pooling method, low activation signals occur because finer details from each region are
included in the average, and prominent features are neglected. In the proposed MAM pooling method,
a feature map between the maximum and average is created to prevent information loss due to the
maximum pooling method neglecting fine details and the formation of low activation signals due
to the average pooling method ignoring prominent features. In this way, these disadvantages in the
maximum and average pooling methods have become important advantages of the proposed MAM
pooling method.

However, the proposed MAM pooling method oftfers many new contributions to this field. Instead
of the maximum and average value, it chooses between the maximum and average, which is not
constant but varies according to the data. In this way, it helps the model to generalize better by reducing
overfitting, to reduce the dimension more effectively by minimizing information loss, and to increase
the performance of the model by better capturing different types of information. Producing an output
value locally between the maximum and average expands the information coverage area by ensuring
that the information in the feature map is covered in a wider area. It also makes the model more
robust against small displacements, reducing performance drops caused by displacements of objects
in the images. Therefore, while creating the output value in this pooling method, more prominent
(most important, finely detailed, smoother transition) pixel features of the feature map are determined
compared to other traditional pooling methods, thus minimizing information loss. However, in this
pooling method, determining the location of objects is facilitated without any loss in the contrast
feature of the objects in object recognition and the formation of low activation signals is prevented.

Fig. 2 shows an example of Max, Avg, Min, and Proposed MAM pooling applied to an input
image. By applying a 2 x 2 pool size and 2 x 2 stride to the feature map with 4 x 4 pixel values
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coming from the convolution layer, a new feature map with 2 x 2 matrix dimensions was created.
When this feature map is examined, it is seen that an output value between the maximum and average
is always obtained in the MAM pooling method. For example, in the region where the pixel values
“8, 1,71, 0” are located, the maximum value is 71, the average value is 20, and the minimum value is
0. The maximum and minimum difference is 71 — 0 = 71. Since this value is greater than the average
value (71 > 20), the value of 71 (exactly the maximum) was obtained by taking the maximum and
minimum difference with MAM pooling. In the region where the pixel values “7, 7, 13, 3” are located,
the maximum value is 13, the average value is 7.5, and the minimum value is 3. The maximum and
minimum difference is 13 — 3 = 10. Since this value is greater than the average value (10 > 7.5), the
value of 10 (closer to the average) was obtained by taking the maximum and minimum difference
with MAM pooling. Therefore, in the pooling region, there was convergence to the maximum in pixel
values where the maximum and minimum values were distant from each other, and to the average in
pixel values where they were closer, as in these two examples. In the region where the pixel values “6,
2, 6, 6” are located, the maximum value is 6, the average value is 5, and the minimum value is 2. The
maximum and minimum difference is 6 — 2 = 4. Since this value is less than or equal to the average
value (4 < 5), the value of 5.5 was obtained by averaging the maximum and average values with MAM
pooling. Likewise, in the region where the pixel values “50, 30, 20, 60” are located, the maximum value
is 60, the average value is 40, and the minimum value is 20. The maximum and minimum difference is
60 — 20 = 40. Since this value is less than or equal to the average value (40 < 40), the value of 50 was
obtained by averaging the maximum and average values with MAM pooling. Therefore, in the pooling
region, an output value was always obtained exactly in the middle of the maximum and average, as
in these two examples. Thus, the proposed MAM pooling method produces a more prominent (more
important, finely detailed, smoother transition) feature map between the average and maximum.
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Figure 2: Illustration of Max/Avg/Min/MAM pooling with a pooling area of size 2 x 2

3.2 Dataset
In this study, publicly available CIFAR-10/CIFAR-100 [53] and MNIST [54] datasets were used
to determine the success of the proposed MAM pooling and other traditional pooling methods.
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CIFAR-10 dataset: It consists of 10 different classes with dimensions of 32 x 32 x 3 pixels. There
are 60,000 images in total, 6000 in each class. 50,000 are reserved for training and 10,000 are reserved
for testing of the images in the dataset.

CIFAR-100 dataset: It consists of 100 different classes with dimensions of 32 x 32 x 3 pixels.
There are 60,000 images in total, 600 in each class. 50,000 are reserved for training and 10,000 are
reserved for testing of the images in the dataset.

MNIST dataset: It consists of 10 different classes with dimensions of 28 x 28 x 1 pixels. There are
a total of 70,000 images consisting of different numbers of images in each class. 60,000 are reserved
for training and 10,000 are reserved for testing of the images in the dataset.

Sample images of these datasets are given in Fig. 3.
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Figure 3: Dataset sample images (a) CIFAR-10 (b) CIFAR-100 (c) MNIST
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3.3 Training Parameters

To determine the success of the MAM pooling method proposed in this study, experiments were
conducted using the same environment and the same training parameters. Pixel values of the images
in the dataset were used at scale values of 0-255. The mini batch size was selected as 128 and the
optimization algorithm was selected as Stochastic Gradient Descent (SGD), and the models were
trained for 50 epochs. Additionally, the parameter values of all other network layers are set by default.

3.4 Metrics

In this study, the values taken into consideration to determine the classification success of pooling
methods are as follows: true positive (zp), false positive (fp), true negative (tn) and false negative
(fn). Mathematical expressions given in Eq. (6) through (9) were used to determine model accuracy,
precision, recall, and F1-score.

t 1

Accuracy = p+in (6)

tp+fr+m+im
.. p

Precision = (7
ip+Jp
t

Recall = P ®)

tp+ fn
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4 Results and Discussion

In this study, the LeNet-5 [54] model was trained and tested on CIFAR-10, CIFAR-100, and
MNIST datasets to determine the success of pooling methods. In these training and testing processes,
maximum, average, minimum, and recommended MAM pooling methods were applied separately
after each convolution layer in the LeNet-5 model. To determine the success accuracy of the pooling
method, the experimental results were repeated 5 times for each pooling method and their average was
taken.

According to the experimental results obtained, the test success accuracies obtained because of
training the LeNet-5 model 5 times on the CIFAR-10 dataset with all pooling methods discussed in
the study are shown in Table 1, and the average accuracy success graphs are shown in Fig. 4.

Table 1: Success of pooling methods on CIFAR-10 dataset

Pool size Method Accuracy (%)
Test1 Test2 Test3 Test4 Test5 Average
2x2 Max pooling 63.89 63.71 64.09 63.87 63.80 63.87
Avg pooling 57.44 58.60 58.20 58.22 58.15 58.12

Min pooling 64.66 62.44 63.47 63.78 62.73 63.42
MAM pooling  65.10 65.28 64.90 64.79 65.17 65.05
3x3 Max pooling 59.54 60.58 61.65 59.16 59.48 60.08
Avg pooling 53.43 53.02 54.41 52.37 49.91 52.63
Min pooling 61.08 61.30 60.97 58.35 60.02 60.34
MAM pooling  64.15 64.24 62.75 64.97 64.10 64.04
4 x4 Max pooling 57.95 57.29 56.70 58.56 56.89 57.48
Avg pooling 49.29 49.11 49.15 47.21 48.56 48.66
Min pooling 57.09 58.19 58.30 58.04 57.02 57.73
MAM pooling  60.20 60.74 62.33 62.36 59.34 60.99
5x5 Max pooling 55.37 53.92 54.97 53.60 55.55 54.68
Avg pooling 38.15 42.11 41.01 43.28 41.13 41.14
Min pooling 54.81 52.55 54.45 54.19 53.44 53.89
MAM pooling  56.25 58.40 57.43 56.20 56.90 57.04

When Table 1 and Fig. 4 are examined, using the CIFAR-10 dataset in the LeNet-5 model, each
pooling method was subjected to training and testing 5 times with pool sizes of 2 x 2, 3 x 3,4 x 4,
and 5 x 5, and comparisons were made according to the average success accuracies of these 5 tests.
has been made. When the results obtained are examined, the proposed MAM pooling method is in
the success accuracy of the LeNet-5 model on the CIFAR-10 dataset:

e Compared to the maximum pooling method, the following rates improved:
— 2 x 2 pool size is also 1.18%,

— 3 x 3 pool size is also 3.96%,
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— 4 x 4 pool size is also 3.51%,
— 5 x 5 pool size is also 2.36%.

e Compared to the average pooling method, the following rates improved:
— 2 x 2 pool size is also 6.93%,

— 3 x 3 pool size is also 11.41%,
— 4 x 4 pool size is also 12.33%,
— 5 x 5 pool size is also 15.9%.

e Compared to the minimum pooling method, the following rates improved:
— 2 x 2 pool size is also 1.63%,

— 3 x 3 pool size is also 3.7%,
— 4 x 4 pool size is also 3.26%,
— 5 x 5 pool size is also 3.15%.
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Figure 4: Average accuracy success graph of pooling methods on CIFAR-10 dataset

According to these results, the proposed MAM pooling method showed better performance than
other traditional pooling methods considered in the study on the CIFAR-10 dataset. In the training
conducted on the CIFAR-10 dataset in the LeNet-5 model, the proposed MAM pooling method was
successful not only in one pool size but also in other pool sizes.

The test success accuracies obtained because of training the LeNet-5 model 5 times on the CIFAR-
100 dataset with all pooling methods discussed in the study are shown in Table 2, and the average
accuracy success graphs are shown in Fig. 5.
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Table 2: Success of pooling methods on CIFAR-100 dataset
Pool size Method Accuracy (%)
Testl Test2 Test3 Test4 Test5 Average
2x2 Max pooling 27.54 26.90 26.74 25.49 27.19 26.77
Avg pooling 23.02 22.66 22.48 23.30 22.81 22.85
Min pooling 27.67 26.74 26.52 26.81 27.37 27.02
MAM pooling  28.74 28.44 29.69 29.46 28.88 29.04
3x3 Max pooling 23.27 23.27 22.53 23.41 23.12 23.12
Avg pooling 17.64 17.78 17.52 18.27 18.22 17.89
Min pooling 23.04 22.73 23.05 23.20 22.06 22.82
MAM pooling  26.39 26.40 26.01 24.99 25.95 25.95
4 x4 Max pooling 18.80 19.63 19.96 20.43 20.03 19.77
Avg pooling 14.83 14.68 13.94 14.86 14.97 14.66
Min pooling 19.82 19.34 19.71 20.88 20.18 19.99
MAM pooling  23.19 22.73 22.88 23.16 22.56 229
5%x5 Max pooling 14.66 15.69 14.95 16.09 16.10 15.5
Avg pooling 8.81 9.20 8.62 9.17 9.42 9.04
Min pooling 16.34 14.74 15.23 15.50 14.48 15.26
MAM pooling  16.91 19.00 19.27 18.85 18.62 18.53
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Figure 5: Average accuracy success graph of pooling methods on CIFAR-100 dataset

When Table 2 and Fig. 5 are examined, using the CIFAR-100 dataset in the LeNet-5 model, each
pooling method was subjected to training and testing 5 times with pool sizes of 2 x 2, 3 x 3,4 x 4,
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and 5 x 5, and comparisons were made according to the average success accuracies of these 5 tests.
has been made. When the results obtained are examined, the proposed MAM pooling method is in
the success accuracy of the LeNet-5 model on the CIFAR-100 dataset:

e Compared to the maximum pooling method, the following rates improved:
— 2 x 2 pool size is also 2.27%,

— 3 x 3 pool size is also 2.83%,
— 4 x 4 pool size is also 3.13%,
— 5 x 5 pool size is also 3.03%.

e Compared to the average pooling method, the following rates improved:
— 2 x 2 pool size is also 6.19%,

— 3 x 3 pool size is also 8.06%,
— 4 x 4 pool size is also 8.24%,
— 5 x 5 pool size is also 9.49%.

e Compared to the minimum pooling method, the following rates improved:
— 2 x 2 pool size is also 2.02%,

— 3 x 3 pool size is also 3.13%,
— 4 x 4 pool size is also 2.91%,
— 5 x 5 poolssize is also 3.27%.

According to these results, the proposed MAM pooling method showed better performance than
other traditional pooling methods considered in the study on the CIFAR-100 dataset. In the training
conducted on the CIFAR-100 dataset in the LeNet-5 model, the proposed MAM pooling method was
successful not only in one pool size but also in other pool sizes. However, the proposed MAM pooling
method performed better than other traditional methods on the CIFAR-100 dataset compared to the
CIFAR-10 dataset.

The test success accuracies obtained because of training the LeNet-5 model 5 times on the MNIST
dataset with all pooling methods discussed in the study are shown in Table 3, and the average accuracy
success graphs are shown in Fig. 6.

Table 3: Success of pooling methods on MNIST dataset

Pool size Method Accuracy (%)
Testl Test2 Test3 Test4 Test5 Average
2x2 Max pooling 98.80 98.82 98.76 98.63 98.71 98.74
Avg pooling 98.34 98.18 98.37 98.34 98.38 98.32

Min pooling 98.82 98.81 98.79 98.86 98.78 98.81
MAM pooling  98.80 98.92 98.88 98.76 98.92 98.86
3x3 Max pooling 98.83 98.65 98.54 98.50 98.54 98.61
Avg pooling 97.70 97.55 97.66 97.85 97.85 97.72
Min pooling 98.43 98.33 98.45 98.48 98.56 98.45
MAM pooling  98.76 98.76 98.82 98.76 98.76 98.77
4 x4 Max pooling 97.75 97.96 97.50 97.75 97.37 97.67

(Continued)
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Table 3 (continued)

Pool size Method Accuracy (%)

Testl Test2 Test3 Test4 Test5 Average

Avg pooling 95.75 95.38 95.99 95.13 95.42 95.53
Min pooling 97.76 97.67 97.22 97.45 97.71 97.56
MAM pooling  97.96 97.98 98.12 98.30 98.22 98.12

5%x5 Max pooling 97.63 97.54 97.78 97.49 97.83 97.65
Avg pooling 94.77 94.20 94.05 93.69 93.95 94.13
Min pooling 97.54 97.78 97.60 97.56 97.69 97.63
MAM pooling  97.97 98.13 98.12 98.28 97.96 98.09

Accuracy (%)
o o o o o o O
w =4 w o ~ =] (=]
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Figure 6: Average accuracy success graph of pooling methods on MNIST dataset
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When Table 3 and Fig. 6 are examined, using the MNIST dataset in the LeNet-5 model, each
pooling method was subjected to training and testing 5 times with pool sizes of 2 x 2, 3 x 3,4 x 4,
and 5 x 5, and comparisons were made according to the average success accuracies of these 5 tests.
has been made. When the results obtained are examined, the proposed MAM pooling method is in
the success accuracy of the LeNet-5 model on the MNIST dataset:

e Compared to the maximum pooling method, the following rates improved:

— 2 x 2 pool size is also 0.12%,
— 3 x 3 pool size is also 0.16%,
— 4 x 4 pool size is also 0.45%,
— 5 x 5 pool size is also 0.44%.

e Compared to the average pooling method, the following rates improved:

— 2 x 2 pool size is also 0.54%,
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— 3 x 3 pool size is also 1.05%,
— 4 x 4 pool size is also 2.59%,
— 5 x 5 pool size is also 3.96%.
e Compared to the minimum pooling method, the following rates improved:
— 2 x 2 pool size is also 0.05%,
— 3 x 3 pool size is also 0.32%,
— 4 x 4 pool size is also 0.56%,
— 5 x 5 pool size is also 0.46%.

According to these results, the proposed MAM pooling method showed better performance than
other traditional pooling methods considered in the study on the MNIST dataset. In the training
conducted on the MNIST dataset in the LeNet-5 model, the proposed MAM pooling method was
successful not only in one pool size but also in other pool sizes.

In all pooling methods discussed in this study, a decrease in performance was observed as the
pool size increased. Although it was determined that there was a decrease in success accuracy in the
proposed method, like other traditional methods, due to the increase in pool size, it was determined
that the proposed method was more successful. When all experimental results were examined, the
proposed MAM pooling method showed better performance by producing more appropriate feature
maps than other traditional pooling methods on different datasets and at different pool size values.

In addition, some recent studies using the models and datasets used in our study were examined
and the results are presented comparatively in Table 4.

Table 4: Comparison of the average accuracy results obtained from the proposed work with recent
works

Reference Model/Method/ Dataset Pool size
Activation function ; 3 4 5
[45] LeNet-5/Concat (Max, CIFAR-10  62.05% 62.18%  61.51% 57.31%
Avg)/ReLU CIFAR-100 25.51% 30.26% 29.30% 23.52%
MNIST - - - -
[55] LeNet-5/T-Max- CIFAR-10  61.45% 63.83%  64.42% = —
Avg/Tanh CIFAR-100 28.03% 30.10% 31.70%  —

MNIST 98.73%  98.88%  98.29% = —
Proposed LeNet-5/MAM/Tanh ~ CIFAR-10  65.05%  64.04%  60.99%  57.04%
work CIFAR-100 29.04%  25.95%  22.90%  18.53%

MNIST 98.86%  98.77%  98.12%  98.09%

When Table 4 is examined, it is seen that the most successful accuracy is obtained with the
proposed method when the pool size is 2, regardless of the dataset. As the pool size value increases, the
success rate of the proposed method decreases, and its accuracy is lower than other methods. The use
of different activation functions other than the methods used in the studies may be a reason affecting
this situation. In addition, apart from the successful results obtained with 2 pool sizes, the proposed
method was also more successful than other methods with 3 pool sizes on the CIFAR-10 dataset.
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In 3 pool sizes, Dogan [45] achieved the most successful accuracy in the CIFAR-100 dataset, while
Zhao et al. [55] achieved the most successful accuracy in the MNIST dataset. It was observed that the
proposed method achieved an accuracy close to the most successful result on the MNIST dataset in 3
pool sizes. In 4 pool sizes, Zhao and Zhang achieved the most successful results, while in 5 pool sizes,
Dogan achieved the most successful results. Although the accuracy rates are slightly lower in large
pool sizes, results close to other methods were obtained with the proposed method. This reveals that
the proposed method is superior to other methods in certain pool sizes and can compete with them in
certain pool sizes.

5 Expansion Experiment

Experiments were also carried out on a different model to investigate the effectiveness and validity
of the MAM pooling method. To carry out these experiments, studies were carried out on the VGG16
[56] model. There is a minimum input size for the VGG16 model to work and this input size should
not be less than 32. Since the MNIST dataset is 28 x 28 in size, the MNIST dataset could not be used
in the VGG16 model. In addition, when the pool size is larger than 2, the model does not work because
the shape problem occurs in the last layers of the VGG16 model. For this reason, the pool size is set to
only 2. CIFAR-10 and CIFAR-100 datasets were used in the expansion experiments, and the proposed
MAM pooling method and traditional pooling methods were applied to the pooling layer of the
VGG16 model. Experiments performed using the same training parameters specified in the previous
sections of the study were repeated 5 times for each pooling method. As a result of the experiments,
it was observed that the VGG16 model did not learn from the CIFAR-100 dataset. Therefore, only
the experimental results performed with the CIFAR-10 dataset are included. The numerical results
obtained as a result of the experiments are given in Table 5, and the average success graphs are given
in Fig. 7.

Table 5: Comparison of the success of pooling methods in the VGG16 model

Method Performance Testl Test2 Test3 Test4 Test5 Average
metric

Max pooling  Accuracy (%) 68.7 67.0 67.7 67.8 65.0 67.2
Precision (%) 69.2 68.4 68.8 68.8 68.4 68.7
Recall (%) 68.6 67.1 67.6 67.8 65.1 67.2
F1-score (%) 68.5 66.0 67.3 67.7 64.5 66.8
Time (second) 25.84 26.40 25.00 25.62 25.58 25.69

Avg pooling  Accuracy (%) 36.8 34.1 324 329 393 35.1
Precision (%) 38.8 34.5 33.9 329 38.6 35.7
Recall (%) 36.8 34.1 324 329 393 35.1
F1-score (%) 359 29.9 29.9 29.7 37.0 32.5
Time (second) 24.66 24.24 24.32 24.24 24.32 24.36

Min pooling  Accuracy (%) 49.6 54.1 50.4 53.4 51.9 51.9
Precision (%) 55.7 54.6 53.8 55.5 52.4 54.4
Recall (%) 49.6 54.1 50.4 534 51.9 51.9
F1-score (%) 48.0 52.5 49.9 51.7 49.6 50.3

Time (second) 25.52 25.50 25.80 25.76 25.80 25.68
(Continued)
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Table 5 (continued)

Method Performance Testl Test2 Test3 Test4 Test5 Average
metric

MAM pooling Accuracy (%) 72.9 73.8 71.9 71.9 72.7 72.6
Precision (%) 73.4 74.0 72.8 72.7 73.3 73.2
Recall (%) 72.9 73.8 71.9 71.7 72.9 72.6
F1-score (%) 73.0 73.9 71.5 71.8 72.7 72.6

Time (second) 27.54 27.42 27.44 27.86 27.60 27.57
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Figure 7: Average success graph of pooling methods in the VGG16 model

When Table 5 and Fig. 7 are examined, it is seen that the proposed MAM pooling method is more
successful than other traditional methods in the VGG16 model. While an average accuracy of 72.6%
was achieved with the proposed method, an average accuracy of 67.2% was achieved with its closest
follower, maximum pooling. It was observed that the proposed method was slower than other methods
in terms of computation time. While the fastest computation time was obtained with the average
pooling method (24.36 s), the slowest computation time was achieved with the proposed method
(27.57 s). However, a very low success rate was achieved with the average pooling method compared
to the proposed method. Therefore, the performance increase of the proposed method outweighs the
potential increase in computation time. The proposed method performed better than other traditional
methods in all metrics except computation time.

6 Conclusion

In this study, a new approach called MAM pooling was developed as an alternative to traditional
pooling (maximum, average, and minimum) methods used in convolutional neural networks. To test
the success of the developed approach, many experiments were conducted on the LeNet-5 model using
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three different datasets (CIFAR-10, CIFAR-100, and MNIST). According to experimental results,
the proposed MAM pooling method showed superior performance than other traditional methods
considered in the study in 2 x 2,3 x 3,4 x 4, and 5 x 5 pool sizes.

It has been revealed that the developed MAM pooling method is more interactive than the
traditional maximum pooling, average pooling, and minimum pooling methods used in convolutional
neural networks and reduces data loss by calculating more appropriate pixel values. In addition,
the proposed MAM pooling method highlights the most important, finely detailed, and smoother
transition features in the feature maps compared to traditional pooling methods, enabling the location
of objects to be determined better, preventing low activation signals, and minimizing information loss.
The developed MAM pooling method is planned to be applied to many different model structures and
datasets and compared with different pooling methods in the future.
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