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ABSTRACT

A new steganographic method by pixel-value differencing (PVD) using general quantization ranges of pixel pairs’
difference values is proposed. The objective of this method is to provide a data embedding technique with a range
table with range widths not limited to powers of 2, extending PVD-based methods to enhance their flexibility and
data-embedding rates without changing their capabilities to resist security attacks. Specifically, the conventional
PVD technique partitions a grayscale image into 1 × 2 non-overlapping blocks. The entire range [0, 255] of all
possible absolute values of the pixel pairs’ grayscale differences in the blocks is divided into multiple quantization
ranges. The width of each quantization range is a power of two to facilitate the direct embedding of the bit
information with high embedding rates. Without using power-of-two range widths, the embedding rates can drop
using conventional embedding techniques. In contrast, the proposed method uses general quantization range
widths, and a multiple-based number conversion mechanism is employed skillfully to implement the use of non-
power-of-two range widths, with each pixel pair being employed to embed a digit in the multiple-based number.
All the message bits are converted into a big multiple-based number whose digits can be embedded into the pixel
pairs with a higher embedding rate. Good experimental results showed the feasibility of the proposed method and
its resistance to security attacks. In addition, implementation examples are provided, where the proposed method
adopts non-power-of-two range widths and employs multiple-based number conversion to expand the data-hiding
and steganalysis-resisting capabilities of other PVD methods.
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1 Introduction

The pixel-value differencing (PVD) method, proposed by Wu et al. [1], is well-known in the field of
steganography [2–5] for embedding messages into the spatial domain of images. Images are partitioned
by the method into non-overlapping two-pixel blocks, and human vision’s sensitivity to variations in
gray values is employed to embed less bit information in smooth image blocks and more in edge blocks
to maximize the data-hiding effect. The method usually yields a better image quality than the least-
significant-bit (LSB) replacement method [6]. However, many methods have been proposed to improve
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Wu and Tsai’s original PVD method [1]. Some of these methods are surveyed in this study in a classified
manner as follows:

(1) PVD involving the use of LSB replacement

Wu et al. [7] proposed a method that enhances the embedding capacity of secret messages by
combining the PVD and LSB replacement methods. The LSB replacement technique is used in the
smooth image area, while the PVD method is applied to the contrast area. Chang et al. [8] employed
the concept of overlapping pixel-pair to produce more difference values from the cover image, which
can improve the hiding capacity of the PVD method [1]. The secret bits are hidden in the second
pixel of a pixel pair using LSB replacement. Khodaei et al. [9] partitioned the cover image into image
blocks with three consecutive pixels. Two pixel-pairs are formed in each image block, overlapping at
the central pixel in the block. Secret bits are embedded into the central pixel using LSB replacement,
and the PVD technique is applied to the two pixel-pairs. Swain [10] extended the method proposed by
Khodaei et al. [9] by modifying the PVD and LSB replacement techniques used in [9]. Shukla et al. [11]
proposed a data-hiding method that incorporates a modified version of [9] and arithmetic coding to
increase the embedding capacity. Hameed et al. [12] proposed a steganographic method for images in
which the pixel pair on the dominant gradient in each 2 × 2 image block is used for data embedding
by the PVD technique, and the other two pixels in the block are utilized for embedding message bits
by the LSB replacement technique.

(2) Multi-directional PVD

The pixel value difference proposed by Wu et al. [1] originally is a single edge in a pixel pair. This
concept was generalized afterward to the directional edges in larger blocks such as 1 × 3 blocks in
[9,13], 2 × 2 blocks in [11,13–15], 2 × 3 blocks in [10,13,16], and 3 × 3 blocks in [10–11,13,16].
More specifically, the PVD method proposed by Khodaei et al. [9], mentioned previously, used the
bi-directional edges in each 1 × 3 image block to embed secret data. Chang et al. [14] used the three
directional edges in each 2 × 2 image block to design a tri-way PVD scheme to increase the hiding
capacity. Sahu et al. [15] also used 2 × 2 blocks, each with two directional edges for data embedding,
which are selected as horizontal, vertical, or diagonal. Also, the previously-mentioned Swain [10] and
Shukla et al. [11] extended Khodaei et al. [9] to generate more directional edges and so increase the
embedding capacity, with the former using 2 × 3 and 3 × 3 blocks and the latter using 3 × 3 and 2
× 2 ones. Recently, Wu et al. [13] partitioned a cover image into 1 × 3, 2 × 2, 2 × 3, or 3 × 3 blocks,
which can be employed to embed message bits, regardless of whether they are complete or partial.
Partial blocks are handled by assigning the missing pixels the values of the existing neighboring pixels.
Sahu et al. [16] also utilized 3 × 3 blocks and exploited the use of all the edges in the horizontal,
vertical, and diagonal directions by the multi-directional PVD technique.

(3) Staganalysis resistant PVD

It is well known that the RS (Regular and Singular) analysis proposed by Fridrich et al. [17] can be
employed to attack many data-hiding methods, particularly those based on LSB replacement. How-
ever, Wu et al. [1] demonstrated that the original PVD method can resist the RS analysis. Subsequently-
proposed PVD-based methods [9,11,13–14] have also shown experimentally their abilities to resist the
RS analysis. However, Zhang et al. [18] detected the presence of secret data embedded by the PVD
method [1] by finding obvious unusual steps in the shape of the pixel difference histogram (PDH). In
order to eliminate this phenomenon, Zhang et al. [18] randomly adjusted the bounds of each range
in the quantization range table for different blocks, preventing the creation of irregularities in the
resulting PDH. In addition, as mentioned previously, the method proposed by Swain [10] combined
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the use of the PVD and LSB replacement techniques to give higher capacity, which can resist both
the PDH and RS analyses. The resistance to the PDH and RS analyses was also demonstrated in
Hameed et al. [12], Sahu et al. [15], and Sahu et al. [16]. The steganalysis-resisting capability found
in the four methods of [10,12,15,16] is due to the utilization of the multi-directional edges in image
blocks.

(4) PVD techniques solving the fall-off-boundary problem

The fall-off-boundary problem in the original PVD method [1] occurs when the new values of
the stego-image pixels, which are computed from the pixel-value difference values, fall off the normal
range of 0–255, as mentioned and solved by Wu et al. [1] utilizing a checking process to skip pixel
pairs that can yield this problem to maintain the resulting image quality. Swain [10] solved the falling-
off-boundary problem to obtain more data embedding space by providing two candidate values for
each new pixel value in the stego-image and selecting the one causing less distortion without falling
off the range boundary. Alternatively, Sahu et al. [19] solved the problem by shifting the values of the
falling-off-boundary pixel pair into the normal range, where the shifting value was 2n, with n being the
number of embeddable bits in the pixel pair. This solution was followed by Sahu et al. [15] mentioned
above. Finally, Sahu et al. [16] and Sahu et al. [20] solved the problem similarly by simply shifting the
falling-off-boundary pixel pair values to the closer boundary at 0 or 255.

Regarding the message data to be embedded into the cover image, three approaches have been
taken to deal with the form of the message data before they are embedded: data encryption, data
encoding, and data transformation. These approaches are detailed with examples of existing methods
introduced in the following, emphasizing the third approach, which is the primary concern in this
study.

(1) Encryption of the message data

It is common for a message to be encrypted before being embedded into the cover image to
enhance the security of the embedded message. Examples of PVD-based methods that took this
approach include Roselinkiruba et al. [21], Shukla et al. [11], Phad et al. [22], and others.

(2) Encoding of the message data

Encoding the message data is also a feasible approach to increase the security of the messages
after they are embedded. Examples adopting this approach include Filler et al. [23] and Li et al. [24].
Specifically, the method [23] deals with the message data using syndrome-trellis coding (STC) based
on convolution codes before data embedding. The method can minimize additive distortion for a
given payload, enable the transmission of the largest payloads for a given embedding distortion rate,
and enhance security by minimizing statistical detectability. Li et al. [24] proposed a near-optimal
steganographic coding method based on steganographic polar codes (SPC) to minimize arbitrary
additive distortion with low embedding complexity, which outperforms traditional STC methods. The
method by Shukla et al. [11] also belongs to this class.

(3) Transformation of message data

Message data forms can be changed before being embedded to enhance the flexibility of data
usage or/and the rate of data embedding. Wu et al. [25] proposed a multiple-based number system that
converts the bitstream of a secret message into a set of digits in a multiple-based number and embeds
the digits in a group of pixels. Wu et al. [26] also combined the multiple-based number conversion
mechanism proposed in [25] with a human visual model to imperceptibly embed secret messages in
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the central pixels of 3 × 3 image blocks. Zhang et al. [27] proposed a scheme that uses a multiple-
based notational system and employs human vision sensitivity, where the amount of information that
can be embedded in a pixel is determined by the degree of local gray-value variation of the pixel.
Geetha et al. [28] proposed an adaptive steganographic scheme for embedding messages in pixels; the
scheme utilizes a varying radix numeral system and the variance of the eight pixels surrounding the
data-embedded pixel. Tang et al. [29] proposed a hiding method for improving that was proposed
by [28], achieving enhanced image quality and embedding capacity performance. Chen et al. [30]
proposed a general multiple-based data embedding scheme in which an optimal base vector is adopted
for embedding secret messages in images with minimal distortion. Wu et al. [13] combined the concepts
of general quantization ranges and multiple-based number conversion [31], which is the basic idea of
the proposed method in this study, with a modified multiway PVD mechanism to improve the data
embedding rates yielded by [9,10].

Recently, more steganographic techniques were proposed, with some novel and worth mentioning
in this study, as described in the following:

With the advancement of deep learning, the convolutional neural network (CNN) can be used
to enhance steganalysis or misleading steganalyzers. Boroumand et al. [4] proposed a deep residual
network architecture called SRNet (Steganalysis Residual Network) for steganalysis of digital images,
which can minimize the use of externally enforced constraints or heuristics and provide detection
accuracy for both spatial-domain and JPEG (Joint Photographic Experts Group) steganography with
very low false-alarm rates. Ma et al. [32] proposed a method based on the use of multiple adversarial
networks and channel attention modules, which yields high-quality adversarial images with an anti-
steganalysis capability to enhance steganography security, i.e., the method can be employed to create
images that mislead steganalyzers.

Furthermore, Sahu et al. [33] proposed a data-hiding method based on a modified LSB matching
scheme and uses multiple stego-images to increase data embedding rates. Each pixel in a cover image
generates four new ones for data embedding, resulting in four distinct stego-images with reasonable
PSNRs. The method was shown to resist RS attacks.

In the method proposed in this study, quantization ranges with non-power-of-two widths are
employed to derive the base value for use in the multiple-based number conversion procedure. This
concept of using non-power-of-two range widths in the quantization table was also adopted by
Tseng et al. [34], but some range widths used by them are still limited to power-of-two. Specifically,
their method divides non-power-of-two ranges into subranges for embedding more secret bits, but with
specific subrange widths being power-of-two. This phenomenon is owing to their use of a perfect-square
number to design the quantization range table. In addition, the non-power-of-two range widths they
used were not utilized to derive the base value as in the proposed method of this study. In contrast, the
proposed method is applicable for selecting arbitrarily more general non-power-of-two range tables
for more flexible applications, showing the novelty of the proposed method.

The novelties of the proposed method in the aspect of determining the bases for converting binary
numbers into multiple-based numbers, which differ from those in the references, are elaboratively
explained in the following discussions:

1. In Wu et al. [25], the method is used as the base for “the difference between the gray values of
a pair of corresponding pixels in two images.”

2. In Wu et al. [26], the method is used as the base, “the range of the gray value changes at the
central pixel of an image block, each of which does not alter the contrast of the block.”
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3. In Zhang et al. [27], the method is used as the base for “the degree of local variation computed
based on the gray values of a pixel’s three neighbors.”

4. In Geetha et al. [28] and Tanga et al. [29], the methods are used as the base for “the variance of
the gray values of the eight neighboring pixels around a pixel.”

5. In Chen et al. [30], the method uses the bases in the “optimal base vector” selected for every set
of pixels in the sense of minimizing the resulting image distortion.

6. In Wu [31], the basic concept of the proposed method is roughly applied, as seen in the
Acknowledgments section, to check the detailed differences from what has been done in this study.

Note also that the proposed method in this study uses as the base “the width of the quantization
range to which a pixel pair’s difference value belongs,” which is different from those mentioned above.

Finally, as a brief introduction to the original PVD method proposed by Wu et al. [1], given
a grayscale image, it is partitioned by the method into 1 × 2 non-overlapping blocks, with each
containing a pair of neighboring pixels. A difference value is computed from the grayscale values of the
two pixels. All possible absolute difference values in the block are in the range of [0, 255], divided into
multiple quantization ranges in advance. w is defined as the width of a quantization range R = [l, u]
with l and u being the lower and upper bound values of R, respectively, so that w = u − l + 1. If a
pixel pair’s difference value belongs to R, then

⌊
log2 w

⌋
message bits are embedded in the pixel pair,

where �·� is the floor function. In conventional PVD methods [1,7–10], w is set to be a power of two.
Therefore, log2 w is already a whole number with its value identical to that of

⌊
log2 w

⌋
. The use of

power-of-two ranges results in high embedding rates and full utilization of all the integer numbers in
the range R (i.e., no integer number in R is wasted) for message embedding. In contrast, if w is not a
power of two, log2 w will not be a whole number, and the number of bits that can be embedded in a
pixel pair is only

⌊
log2 w

⌋
because only 2�log2 w� integer numbers in the range are used for embedding

messages, meaning that w − 2�log2 w� integer numbers in the range are wasted.

Also, a new PVD method is proposed in this study, which uses non-power-of-two quantization
range widths to yield a higher embedding rate than those yielded by conventional PVD methods using
power-of-two range widths. The bitstream of a secret message is embedded into a group of pixel pairs in
the cover image through a multiple-based number conversion scheme. This scheme allows the number
of bits that can be embedded in a pixel pair to be more flexible, achieving the maximum of log2 w when
using a non-power-of-two range width of w. That is, all the w integer numbers in the range are used for
embedding messages, and nothing is wasted. This achievement is not reachable by other conventional
PVD methods. Fig. 1 provides a more detailed comparison of the numbers of embedded bits achievable
through conventional PVD methods and the proposed method for different quantization range widths.
In addition, the embedding process of the proposed method achieves message secrecy by traversing the
cover image in a random order provided by a pseudo-random mechanism.

With the advantages above, the proposed method can enhance the applicability of PVD-based
methods across a broader range of domains. Employing more general non-power-of-two range widths
and implementing the multiple-based number conversion scheme, the proposed method enhances
application flexibility and increases data embedding rates. Hence, the proposed method can be utilized
to extend the capabilities of other PVD methods. Examples of such capability extensions of existing
PVD methods will be presented in the later sections of this paper.

The content of the subsequent sections of this paper is organized as follows. The relevant PVD
techniques are reviewed in more detail in Section 2. Section 3 presents the proposed method and the
algorithms designed for implementing the data embedding and extraction processes of the proposed
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data-hiding model. An application of general quantization ranges is demonstrated in Section 4.
Experimental results are covered in Section 5. Concluding remarks and suggestions for future works
are included in Section 6.

Figure 1: An illustration comparing the number of embedded bits where conventional PVD methods
yield

⌊
log2 w

⌋
bits and the proposed method yields log2 w bits for various quantization range widths

2 Review of Related Techniques

This section conducts a detailed review of the original PVD method and the multiple-based
number conversion scheme.

2.1 PVD Data-Hiding Method
Wu et al. [1] proposed the PVD data-hiding method in 2003. By the method, an image is

partitioned into 1 × 2 non-overlapping image blocks, each containing a pair of neighboring pixels.
Let (g1, g2) be the two-pixel values of a pixel pair in an image block. The difference value of the two
pixels in the image block is denoted as d, which can be expressed as follows:

d = g2 − g1. (1)

A block with a small absolute difference value |d| is regarded as a smooth block, whereas a block
with a large value of |d| is regarded as an edged block. The possible values of |d| (0 to 255) are classified
into several contiguous ranges for Rk, where k = 1, 2, · · · , r, with r being the number of ranges.
Table 1 shows the quantization ranges used in [1]. The width of Rk is uk − lk +1, where lk and uk are the
lower and upper bound values of Rk, respectively. To facilitate the direct embedding of bit information,
the width of each range is taken to be a power of two in [1]. Small widths are selected for ranges close
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to 0, representing the gray value differences of smooth blocks; in contrast, large widths are chosen for
ranges close to 255, illustrating the gray value differences of edged blocks. The strategies for selecting
widths are developed based on the human eye’s sensitivity to gray value variations from smoothness
to contrast. These strategies allow for embedding more and fewer bits of secret messages in edged and
smooth blocks, respectively. Let nk be the number of bits that can be embedded in the image block B
with an absolute difference value |d|, which belongs to Rk; nk is defined by the following equation:

nk = log2 (uk − lk + 1), (2)

where lk and uk are the lower and upper bound values of Rk, respectively. The value of uk − lk + 1 is
selected to be a power of two in [1], and nk is thus a whole number. If nk bits of a secret message with
value b are embedded into the image block B with an absolute difference value |d| that belongs to Rk,
the new difference value d ′ of the two pixels in the image block, following the embedding of the secret
message, is defined to be as defined by the following equation:

d ′ =
{

lk + b if d ≥ 0;
−(lk + b) if d < 0.

(3)

Table 1: Quantization ranges used in the original pixel-value differencing method [1]

Index 1 2 3 4 5 6

Range [0, 7] [8, 15] [16, 31] [32, 63] [64, 127] [128, 255 ]
Width 8 8 16 32 64 128
No. of embedded bits 3 3 4 5 6 7

The two-pixel values g1 and g2 in the image block are evenly adjusted to embed the nk-bit secret
message, and the two new pixel values (g′1, g′2)after the adjustment can be expressed by the following
equation:

(
g

′1, g
′2) =

⎧⎪⎪⎪⎨
⎪⎪⎪⎩

(
g1 −

⌈
d ′ − d

2

⌉
, g2 +

⌊
d ′ − d

2

⌋)
if d mod 2 �= 0;

(
g1 −

⌊
d ′ − d

2

⌋
, g2 +

⌈
d ′ − d

2

⌉)
if d mod 2 = 0,

(4)

where �·� is the floor function, �·� is the ceiling function, and the mod operation yields the remainder
of the integer division.

The values of g′1 or g′2 can be larger than 255 or smaller than 0, which can lead to the production
of abnormal spots that create salt-and-pepper noise in an image. Hence, to determine whether a pixel
pair has the possibility of creating an undesired noisy spot, the PVD method proposed by Wu et al. [1]
adopts a falling-off-boundary checking process to the two-pixel values of g1 and g2 of the pixel pair
prior to embedding message bits in the image block. The falling-off-boundary checking process uses
the maximum value (the upper bound value uk) in Rk as the new differencing value for the subsequent
steps of the checking process. The new difference value d ′ in the falling-off-boundary checking process
is defined according to the following equation:

d ′ =
{

uk if d ≥ 0;
−uk if d < 0.

(5)
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Then, the values of (g′1, g′2) are computed by applying Eqs. (5) and (4). If either g′1 or g′2 falls
outside the boundary of 0 or 255, the image block is regarded as having the possibility of falling off,
and it is abandoned to embed message bits. If both g′1 and g′2 fall inside the boundary of 0 or 255, then
any substream of the secret message can be embedded in the image block without causing abnormal
spots. In other words, the image block is regarded as being embeddable.

The embedded message is extracted from a stego-image by visiting two-pixel blocks in the order
as determined in the embedding process. Assume that g∗1 and g∗2 are the two gray values of a visited
image block in a stego-image, and that the difference value d∗ of the two gray values corresponds to
the range indexed k∗ in the range table. The value d∗ can be expressed as follows:

d∗ = g∗2 − g∗1. (6)

At first, the falling-off-boundary checking process is also performed in the data extraction process
by using the maximum value (the upper bound value uk∗) in Rk∗ as the new differencing value for the
subsequent steps of the checking process. The new difference value d ′∗ is defined according to the
following equation:

d
′∗ =

{
uk∗ if d∗ ≥ 0;
−uk∗ if d∗ < 0.

(7)

Then, the values (g′∗1, g′∗2) are computed according to the following equation:

(
g

′∗1, g
′∗2

) =

⎧⎪⎪⎪⎨
⎪⎪⎪⎩

(
g∗1 −

⌈
d ′∗ − d∗

2

⌉
, g∗2 +

⌊
d ′∗ − d∗

2

⌋)
if d∗ mod 2 �= 0;

(
g∗1 −

⌊
d ′∗ − d∗

2

⌋
, g∗2 +

⌈
d ′∗ − d∗

2

⌉)
if d∗ mod 2 = 0.

(8)

If neither g′∗1 nor g′∗2 falls outside the boundary of 0 or 255, it indicates that message bits were
embedded into the image block previously. Assume that b∗ is the value of the embedded message bits.
Then, b∗ can be extracted according to the following equation:

b∗ = |d∗| − lk∗ (9)

where lk∗ is the lower bound value of Rk∗ .

2.2 Multiple-Based Number System and Multiple-Based Number Conversion
Wu et al. [25] proposed a multiple-based number system for hiding a secret message in a given

image according to the following two steps: (1) transform the bits of the secret message into several
multiple bases; (2) embed the digits of the number into a group of pixel pairs in a cover image.

Specifically, assume that the multiple-based number obtained in Step (2) above has the form of n
digits as shown in the following:

dn−1(bn−1) dn−2(bn−2) · · · d1(b1) d0(b0), (10)

where the digit di has the base bi > 1 and 0 ≤ di < bi for i = 0, 1, · · · , n − 1. The decimal value M of
the n-digit multiple-based number can be computed by applying the following equation:

M = dn−1(bn−1)dn−2(bn−2) · · · d1(b1)d0(b0)

= dn−1 × (bn−2 × bn−3 × · · · × b0) + dn−2 × (bn−3 × bn−4 × · · · × b0) + · · · + d1 × b0 + d0
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= (· · · ((dn−1 × bn−2 + dn−2) × bn−3 + dn−3) × · · · + d1) × b0 + d0. (11)

M can be expressed succinctly through the function g(n), which is expressed as follows:

M = g(n) =
{

d0 if n = 1;
dn−1 × ∏n−2

i=0 bi + g(n − 1) if n > 1.
(12)

With a decimal value of M and the bases of bi, where i = 0, 1, · · · , n − 1, if the condition
M <

∏n−1

i=0 bi is met, then M can be converted into an n-digit multiple-based number with the digit di,
where i = 0, 1, · · · , n − 1. The value of di can be computed using the following equation:

di = mi mod bi (13)

and

mi =
{

M if i = 0;
mi−1 div bi−1 if i > 0,

(14)

where the operation of mod yields the remainder of integer division, and the operation of div yields
the quotient of integer division.

3 Proposed Data-Hiding Technique

In the proposed method, the data-hiding process, including data embedding and extraction, can be
illustrated by Figs. 2 and 3, respectively, which can be regarded as a model of the proposed data-hiding
system.

Figure 2: Illustration of the data embedding process of the proposed data-hiding model
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Figure 3: Illustration of the data extraction process of the proposed data-hiding model

Specifically, in the data embedding process, as depicted in Fig. 2, the difference value of each pixel
pair P in the cover image is computed, and the result is employed to decide a range R in a pre-defined
range table by table lookup. The width of range R is next to be a base-b according to which the value
n representing the input message M is used to compute a base-b digit db (see the detail of this step in
Algorithm 1 described subsequently). The digit db is then embedded into the pixel pair P. This one-
digit embedding method is repeated until the value n of message M is totally processed to obtain a
desired stego-image. The base-b yielded, as mentioned above, is not fixed but variable for different
pixel pairs; i.e., multiple bases are generated for use in the proposed method.

In the data extraction process, as depicted in Fig. 3, each pixel pair in the stego-image is first
taken to extract a pixel value difference d, from which a base-b is decided in a way identical to that
taken in the data embedding process. In addition, d is also regarded as a base-b digit db. Then, db is
converted into a partial value of n representing the secret message M (the detail of this conversion step
in Algorithm 2). This process is repeated until all partial values of n are collected, summed up, and
converted into the original bitstream of the message M.

Secret messages are embedded by the proposed method into images by use of general quantization
ranges, which can be expressed using [lk, uk], where k = 1, 2, · · · , r, with r being the number of ranges.
l1 is 0, ur is 255, and the value of uk + 1 is identical to that of lk+1, where k = 1, 2, · · · , r − 1. Table 2A,B
show the two sets of quantization ranges for the experiments conducted in this study. In Table 2A,B,
the width of each quantization range is not limited to a power of two, unlike the case for the original
PVD method [1].

3.1 The Data Embedding Process
To apply the data embedding process of the proposed method, the cover image C is partitioned

into n 1 × 2 image blocks. Then, the cover image is traversed in an order determined by a pseudo-
random mechanism, visiting each pixel pair in the image only once to achieve secrecy. Let (g1

i , g2
i ) be

the two-pixel values in the i-th visited image block. The difference value of the two-pixel values in the
block is denoted as di, which can be expressed using the following equation:

di = g2
i − g1

i . (15)
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The value of |di| is assumed to be in the range Rki , that is, lki ≤ |di| ≤ uki , where lki and uki are the
lower and upper bound values of Rki , respectively. The range width of Rki is uki − lki +1. If message bits
are independently embedded in each block by applying conventional PVD methods [1,7–10,14,16,18],
the number of message bits that can be embedded in the block formed by the two-pixel values (g1

i ,
g2

i ) is only
⌊

log2(uki − lki + 1)
⌋

. The proposed method applies the concept of multiple-based number
conversion [25] to combine a group of pixel pairs in the cover image for converting a secret message
into a multiple-based number, i.e., the bases of the digits of the multiple-based number are determined
by the pixel pairs in the group. Each digit value in the multiple-based number is then embedded in
the corresponding pixel pair of the group. The number conversion scheme allows for the number of
embedded bits in the block with the two values (g1

i , g2
i ) to increase to log2(uki − lki + 1) bits.

Table 2: Two sets of quantization ranges for experiments conducted in this study. A. Quantization
ranges with widths in indexes 1 and 2 set to be smaller than those of the pixel-value differencing method
[1]. B. Quantization ranges with widths in indexes 1 and 2 set to be greater than those of pixel-value
differencing method [1]

A

Index 1 2 3 4 5 6
Range [0, 4] [5, 11] [12, 25] [26, 59] [60, 125] [126, 255]
Width 5 7 14 34 66 130
No. of embedded bits 2.322 2.807 3.807 5.087 6.044 7.022

B

Index 1 2 3 4 5 6
Range [0, 8] [9, 19] [20, 34] [35, 60] [61, 130] [131, 255]
Width 9 11 15 26 70 125
No. of embedded bits 3.170 3.459 3.907 4.700 6.129 6.966

Similar to the PVD method [1], the proposed method performs falling-off-boundary checking on
a block (g1

i , g2
i ) prior to the embedding of message bits in the block. If the checking process indicates

that neither of the resulting pixel values falls outside the boundary of 255 or 0, then the block is used
to embed data in the proposed method. During message embedding, the pixel pair in the block is
employed to represent a digit of the multiple-based number, and the base of the digit is regarded as
uki − lki + 1. This indicates that the digit value is between 0 and uki − lki . This method uses a group of
embeddable pixel pairs in image C to form a large multiple-based number and converts the bitstream
of the secret message into the multiple-based number. Each digit value in the multiple-based number is
then embedded into the corresponding pixel pair. Relative to conventional techniques, this mechanism
allows for more message bits to be embedded in C when the quantization width of each range is not
limited to a power of two. Let L be the maximum number of bits that can be embedded in C using the
mechanism. Then, L can be computed according to the following equation:

L =
⌊∑n

i=1
log2 w

(
g1

i , g2
i

)⌋ =
⌊

log2

∏n

i=1
w

(
g1

i , g2
i

)⌋
(16)
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where n denotes the number of pixel pairs in C, and w
(
g1

i , g2
i

)
can be defined according to the following

equation:

w
(
g1

i , g2
i

) =
{

uki − lki + 1 if fall_off
(
g1

i , g2
i

) = Fasle;
1 else,

(17)

where fall_off (·) indicates whether the gray values of two-pixel values of the pixel pair have the
possibility of falling out of the boundary of 0 or 255 after embedding message bits.

To embed a secret message M with a length of B bits into image C, C must have a sufficient number
of pixel pairs that meet the condition∏n

i=1
w

(
g1

i , g2
i

) ≥ 2B. (18)

If the condition is met, the proposed method converts M into the multiple-based number
corresponding to the pixel pairs in C. The value of each digit in the multiple-based number is then
embedded in the corresponding pixel pair. If images of the common size 512 × 512 are used, then
the product in Eq. (16) can exceed 10100,000, and the integer data type of general programming language
cannot handle this operation. Hence, specially developed modules or programming languages with big-
integer types must be utilized to manage such big-integer operations. An overview of the embedding
system is illustrated in Fig. 4. The data embedding algorithm designed for use in this study is as follows:

Algorithm 1: Message embedding based on general quantization ranges
Input: Cover image C, secret message M with a length of B bits, and seed K for a pseudo-random

mechanism P.
Output: Stego-image S.
Steps.
Step 1. Treat the whole M as a bitstream and convert it into a big-integer number m. Set big-integer

number a to be 1.
Step 2. Process the next visited pixel pair in C and denote the gray values of the visited pixel pair as

(g1, g2). The traversing order is determined through the pseudo-random mechanism P with
seed K. Compute d = g2 − g1. Assume that the value of |d| is in the range Rk = [lk, uk], that
is, lk ≤ |d| ≤ uk.

Step 3. // If the width of Rk is 1, then skip the pixel pair.
If lk = uki , then jump back to Step 2 //Embed no bit

else proceed to Step 4.
Step 4. // If the pixel pair is possible to fall outside the boundary, then skip it.

Compute (g′1, g′2) according to Eqs. (5) and (4).
If 0 ≤ g′1 ≤ 255 and 0 ≤ g′2 ≤ 255,

then proceed to Step 5
else jump back to Step 2. //Embed no bit

Step 5. // Compute the embedded digit value for pixel pair (g1, g2).
Compute b = m mod (uk − lk + 1), where the operation of mod yields the remainder of integer
division.

Step 6. // Embed the digit value into pixel pair (g1, g2).
Compute (g′1, g′2) according to Eqs. (3) and (4).
Replace the gray values of the pixel pair with (g′1, g′2).

Step 7. // Compute the remaining secret messages.
(Continued)
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Algorithm 1 (continued)
Compute m = m div (uk − lk + 1), where the operation of div yields the quotient of integer
division.

Step 8. // Test whether the B-bit messages are all embedded.
Compute a = a × (uk − lk + 1).
If a < 2B, then jump back to Step 2

else proceed to Step 9.
Step 9. Exit with C as the output stego-image.

Figure 4: Overview of the proposed embedding system
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Fig. 5 illustrates the embedding of a 10-bit secret bitstream 11001110012 = 82510 into four-pixel
pairs with gray values of (56, 58), (110, 242), (65, 52), and (68, 90). The differences in the gray values
of the four pixel-pairs are 2, 132, −13, and 22, respectively. If the quantization ranges in Table 2B
are applied, the corresponding range intervals of the differences are [0, 8], [131, 255], [9, 19], and [20,
34], respectively. After falling-off-boundary checking is performed for the four pixel-pairs, only (110,
242) is checked to have a possibility of falling outside (falling-off) 0 or 255, as shown by the following
computations:

(1) pixel value difference d = 242 − 110 = 132 by Eq. (1);

(2) d ∈ [l6, u6] = [131, 255] according to Table 2B;

(3) d ′ = u6 = 255 ( d > 0) by Eq. (5);

(4) (110 − �(d ′ − d)/2�, 250 + �(d ′ − d)/2�) = (49, 312)(∵ d mod 2 = 0) by Eq. (4);

(5) therefore, the resulting pixel value 312 falls outside the boundary of 255 (∵ 312 > 255).

Figure 5: Embedding of a 10-bit bitstream into four pixel-pairs through multiple-based number
conversion

This pixel pair is skipped and not subjected to embedding. The widths of the range intervals of
the other three pixel-pairs are 9, 11, and 15. Next, the secret bitstream is converted to a multiple-based
number with 9, 11, and 15 bases. The corresponding digit values in the multiple-based number can be
computed to be 6, 3, and 8 respectively as shown in the following:

(1) 825 mod 9 = 6 with quotient Q1 = 91;

(2) 91 mod 11 = 3 with quotient Q2 = 8;

(3) 8 mod 15 = 8 with quotient Q3 = 0.

The conversion result is 81531169. The values 6, 3, and 8 of the digits in the multiple-based number
are then embedded into (56, 58), (65, 52), and (68, 90), respectively. The new differences obtained by
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Eq. (3) are 6, −12, and 28, and therefore the new gray values computed by Eq. (4) are (54, 60), (64,
52), and (65, 93), respectively.

3.2 The Data Extraction Process
To extract the B-bit secret message M from the stego-image S, S is partitioned into 1 × 2 image

blocks in the same way applied during the embedding process. The extraction process traverses the
stego-image using the identical pseudo-random mechanism to produce the same traversing order
applied during the embedding process. Then, each digit value in a multiple-based number is computed
using the corresponding pixel pair. The multiple-based number is converted to a B-bit bitstream to
yield the resulting secret message. The data extraction algorithm used in this study is as follows:

Algorithm 2: Message extraction based on general quantization ranges
Input: Stego-image S with an embedded B-bit secret message and the same seed K for the same

pseudo-random mechanism P applied in the embedding process.
Output: A B-bit secret message M.
Steps.
Step 1. Set big-integer numbers m to be 0 and a to be 1.
Step 2. Process the next visited pixel pair in S according to the traversing order, which is identical

to that applied during the embedding process and is determined through the pseudo-random
mechanism P with seed K.
Denote the gray values of the visited pixel pair as (g∗1, g∗2), and compute d∗ = g∗2 − g∗1.
Assume the value of |d∗| to be in the range Rk∗= [lk∗ , uk∗ ], that is, assume lk∗ ≤ |d∗| ≤ uk∗ .

Step 3. // If the width of Rk∗ = 1, skip the pixel pair.
If lk∗ = uk∗ , then jump back to Step 2 //Extract no bit
else proceed to Step 4.

Step 4. // If the pixel pair has the possibility of falling outside the boundary 0 or 255, skip it.
Compute (g′∗1, g′∗2) according to Eqs. (7) and (8).
If 0 ≤ g′∗1 ≤ 255 and 0 ≤ g′∗2 ≤ 255,
then proceed to Step 5
else jump back to Step 2. //Extract no bit

Step 5. // Extract the digit value from the pixel pair (g∗1, g∗2).
Compute b∗ = |d∗| − lk∗ according to Eq. (9).

Step 6. // Accumulate the place value of the digit represented by b∗ in the multiple-based number.
Compute m = m + (b∗ × a).

Step 7. // Test whether the B-bit messages are all extracted
Compute a = a × (uk∗ − lk∗ + 1).
If a < 2B, then jump back to Step 2
else proceed to Step 8.

Step 8. Convert m to be a bitstream and take its tailing B bits as the desired output.

Fig. 6 illustrates the extraction of a 10-bit secret message from the four pixel-pairs above with gray
values of (54, 60), (110, 242), (64, 52), and (65, 93), which were yielded in the previous example, with
the differences of the gray values of the four pixel-pairs being 6, 132, −12, and 28, respectively. The
quantization ranges in Table 2B are applied, and the corresponding range intervals of the differences
are [0, 8], [131, 255], [9, 19], and [20, 34]. After falling-off-boundary checking is performed for the
four pixel-pairs, only (110, 242) is revealed to have the possibility of falling outside 0 or 255; thus, it is
skipped and not subjected to data extraction. The values 6, 3, and 8 of the digits in the multiple-based
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number are extracted by Eq. (9) from (54, 60), (64, 52), and (65, 93), respectively. The widths of the
range interval of the three pixel-pairs are 9, 11, and 15. Hence, a multiple-based number with bases
of 9, 11, and 15 can be formed, which is 81531169. The equivalent decimal number is 82510, which is
then converted to a 10-bit bitstream 11001110012 and taken finally to be the extracted secret message
bitstream.

Figure 6: Extraction of 10-bit bitstream from four pixel-pairs through multiple-based number
conversion

4 Application Example Using General Quantization Ranges

This section demonstrates an application example in which general quantization ranges are used.
A quantization range table is required when the PVD method embeds a secret message. Small widths
are selected for ranges close to 0; in contrast, large widths are chosen for ranges close to 255. Although
the number of message bits that can be embedded in the large-width quantization range to which a pixel
pair’s difference value belongs is larger than that achieved in the small-width quantization range, image
distortion caused by the embedding of messages in the large-width quantization range is larger than
that caused in the small-width quantization range. When the number of message bits to be embedded
in a cover image does not exceed the maximum embedding capacity of the image, some pixel pairs in
the image might not be used for data embedding. At this point, if the ranges of the quantization table
can be dynamically adjusted so as not to compose the entire grayscale difference range of [0, 255], i.e.,
if they can be appropriately reduced to compose a smaller range from 0 to G instead of from 0 to 255,
then the use of pixel pairs with pixel differences from 0 to G in the image might be sufficient for the
embedding of all the secret data by avoiding embedding message data in those pixel pairs in the image
with grayscale differences in the range from G + 1 to 255. In this way, the image distortion caused
by embedding messages in the large-width quantization ranges (in the ranges close to 255) to which
the pixel pairs’ difference values belong can be reduced. A method for determining the value of G is
proposed as follows:

If a cover image has n pixel-pairs, let the i-th pixel pair be
(
g1

i , g2
i

)
with the pixel value difference

di = g2
i − g1

i , where i = 1, 2, . . . , n. The smallest integer G must be identified to satisfy the condition
for embedding data using the pixel pairs with pixel value differences between 0 and G in an image,
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which is sufficient for embedding a secret message with a length of B bits. The quantization ranges
of the originally given quantization table can be expressed as Ri(li, ui) for i = 1, 2, . . . , r, where r
is the number of quantization ranges in the given table. If the value of G belongs to Rj, the upper
bound value, uj, of Rj must be reset to G, and only the new quantization ranges Rk(lk, uk), where
k = 1, 2, . . . , j, are used in the embedding process. Because the new width of Rj cannot be a power
of two, the secret message must be embedded using the proposed embedding technique for general
quantization ranges. The following equation can express a value G that satisfies the conditions above:

G = arg min
g ∈ [0, 255]

(
g|

⌊
log2

∏n

i=1
E(i, g)

⌋
≥ B

)
, (19)

where

E (i, g) =
{

uidx(|di|) − lidx(|di|) + 1 if |di| ≤ g and fall_off (g1
i , g2

i ) = false;

1 else,
(20)

fall_off (·) is employed to determine whether the gray values of the two-pixel values of the pixel
pair have the possibility of falling out of the boundary of 0 or 255 after the embedding of message bits,
and idx(·) is the index of the quantization range to which the pixel pair’s difference value belongs.

5 Experimental Results and Discussions

This section describes various experiments conducted in this study to show the superiority of
the proposed method and its use to improve the existing PVD-based methods, with the experimental
results presented for conducting various required comparisons.

5.1 Comparison with the Original PVD Method–Part I: Respective Results of All Ranges for a Single
Cover Image

In the experiments conducted in this study to test the goodness of the proposed method, eight 512
× 512 grayscale images were used as cover images, and a random-generated bitstream was utilized as
the secret message. Two of the tested cover images (i.e., named Baboon and Jet) are shown in Fig. 7.
The experiments were conducted using the programming language C# with the BigInteger class being
applied for big-integer processing. In the experiments, the quantization ranges in Tables 1, 2A,B were
used to look up range widths based on the differences in gray values. Table 1 was used for the original
PVD method [1]. The widths of the first and second quantization ranges in Table 2A were designed
to be slightly smaller than those of the first and second ranges in Table 1. In contrast, the widths of
the first and second quantization ranges in Table 2B were designed to be slightly larger than those in
Table 1. The experimental performances from Table 2A,B were compared to those from Table 1.

Table 3 lists the results of using the Baboon image as an example of input cover images for
estimating the data embedding rates, where both the conventional embedding method [1] and the
proposed method with multiple-based number conversion were applied. The purpose is to conduct
an initial check of the effect of the usage of non-power-of-two range widths and the multiple-based
number conversion scheme. The following facts can be observed from Table 3.
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Figure 7: The cover images used in the experiments. (a) Baboon. (b) Jet

Table 3: Estimating the embedding capacities yielded by the conventional method [1] and the proposed
method using multiple ranges tables with Baboon image as the input cover image

Range index (i) 1 2 3 4 5 6 Total

Range
Table 1

Range width (wi) 8 8 16 32 64 128

No. of pixel pairs 54706 32187 27006 14580 2584 9 131072
No. of embeddable pixel pairs 54667 32187 27006 14580 2578 0 131018
Conventional tech-
nique

Embedded bits
per pixel pair
(
⌊

log2 wi
⌋

)

3 3 4 5 6 7

Embedding
capacity (bits)

164001 96561 108024 72900 15468 0 456954

Embedding rate
(bpp)

1.50 1.50 2.00 2.50 3.00 — 1.74

Proposed method Embedded bits
per pixel pair
(log2 wi)

3 3 4 5 6 7

Embedding
capacity (bits)

164001 96561 108024 72900 15468 0 456954

Embedding rate
(bpp)

1.50 1.50 2.00 2.50 3.00 — 1.74

Range
Table 2A

Range width (wi) 5 7 14 34 66 130

No. of pixel pairs 35912 37484 33532 20803 3327 14 131072
No. of embeddable pixel pairs 35888 37483 33532 20801 3323 0 131027

(Continued)
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Table 3 (continued)
Range index (i) 1 2 3 4 5 6 Total

Conventional tech-
nique

Embedded bits
per pixel pair
(
⌊

log2 wi
⌋

)

2 2 3 5 6 7

Embedding
capacity (bits)

71776 74966 100596 104005 19938 0 371281

Embedding rate
(bpp)

1.00 1.00 1.50 2.50 3.00 — 1.42

Proposed method Embedded bits
per pixel pair
(log2 wi)

2.3219 2.8074 3.8074 5.0875 6.0443 7.0224

Embedding
capacity (bits)

71776 105228 127668 105824 20085 0 442135

Embedding rate
(bpp)

1.16 1.40 1.90 2.54 3.02 — 1.69

Range
Table 2B

Range width (wi) 9 11 15 26 70 125

No. of pixel pairs 60027 36551 20008 11351 3127 8 131072
No. of embeddable pixel pairs 59970 36551 20008 11351 3115 0 130995
Conventional tech-
nique

Embedded bits
per pixel pair
(
⌊

log2 wi
⌋

)

3 3 3 4 6 7

Embedding
capacity (bits)

179910 109653 60024 45404 18690 0 413681

Embedding rate
(bpp)

1.50 1.50 1.50 2.00 3.00 — 1.58

Proposed method Embedded bits
per pixel pair
(log2 wi)

3.1699 3.4594 3.9069 4.7004 6.1293 6.9658

Embedding
capacity (bits)

190100 126445 78169 53354 19092 0 467162

Embedding rate
(bpp)

1.58 1.73 1.95 2.35 3.06 — 1.78

(1) In the three range tables, the value differences of the pixel pairs in the image mainly belong to
the ranges with indexes 1 and 2.

(2) About the first and second ranges in the three tables, those of Table 2B are the widest, followed
by those of Tables 1 and 2A; the larger the range width to which a difference value of a pixel pair
belongs, the more the information that can be embedded in the pixel pair. Hence, the use of Table 2B
yields the highest embedding rate, followed by the uses of Tables 1 and 2A. Here, the embedding rate
of an image is defined by the following equation:

Embedding rate = Number of embedded bits
Number of pixels in the image

. (21)
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(3) The width w of each range in Table 1 is a power of two that when the conventional method was
applied,

⌊
log2 w

⌋
message bits can be embedded in each pixel pair individually, and when the proposed

multiple-based number conversion scheme was applied, log2 w message bits can be embedded in each
pixel pair, as mentioned in Section 1. Hence, the number of bits that can be embedded in each pixel
pair is identical because with w being a power of two,

⌊
log2 w

⌋ = log2 w.

(4) The widths of the ranges in Table 2A,B are not powers of two, whereas those in Table 1
are. Using each range width in the two tables, the embedding rate of the stego-image yielded by the
proposed method with the multiple-based number conversion scheme is always higher than that yielded
by the conventional method. This is owing to the fact log2 w >

⌊
log2 w

⌋
when w is not a power of two,

as illustrated in Fig. 1.

Fig. 8 shows four resulting stego-images with the aforementioned random bitstream as the input
and Table 2A,B as the quantization tables. The resulting images are not visually different from the
original ones, indicating that the proposed method can embed messages in images imperceptibly.

Figure 8: The stego-images after embedding using Table 2A,B for Fig. 7a,b. (a) Using Fig. 7a and
Table 2A. (b) Using Fig. 7b and Table 2A. (c) Using Fig. 7a and Table 2B. (d) Using Fig. 7b and
Table 2B

5.2 Comparison with the Original PVD Method–Part 2: Results of All Ranges for a Set of Cover
Images

Table 4 shows the embedding rates and the peak signal-to-noise ratios (PSNRs) yielded by the
original PVD method [1] using all the ranges in Tables 1, 2A, B, for all the eight cover above images,
as well as those yielded by the proposed method using the same ranges in Tables 1, 2A,B, respectively.
The original PVD method uses the conventional embedding technique for message embedding, while
the proposed method uses non-power-of-two range widths and multiple-based number conversion.
Table 4 reveals the following facts.

(1) The results presented in columns (A), (C), and (E) indicate that the embedding rates yielded
by the original PVD method [1] using the ranges in Table 2A,B are lower than those yielded the same
method using the ranges in Table 1. This is because the widths of the ranges in Table 2A,B are not
powers of two, while only power-of-two range widths can be used by the original PVD method. That
is, the use of the original PVD method for embedding message bits resulted in “wasting” some integer
values that represent the non-power-of-two ranges in Table 2A,B, resulting in fewer embeddings of
message bits and so lower embedding rates.
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Table 4: Embedding rates and the values of the peak signal-to-noise ratios obtained through the PVD
method [1] and the proposed method using multiple range tables

PVD method [1] Proposed method

Image Range Table 1 Range Table 2A Range Table 2B Range Table 1 Range Table 2A Range Table 2B

Embed.
rate
(A)

PSNR
(B)

Embed.
rate
(C)

PSNR
(D)

Embed.
rate (E)

PSNR
(F)

Embed.
rate
(G)

PSNR
(H)

Embed.
rate (I)

PSNR
(J)

Embed.
rate
(K)

PSNR
(L)

Baboon 1.743 37.02 1.416 36.45 1.578 38.12 1.743 37.01 1.687 35.92 1.782 36.95
Jet 1.562 40.50 1.107 41.18 1.524 40.75 1.562 40.43 1.318 40.46 1.640 39.88
Peppers 1.547 41.56 1.095 42.55 1.510 42.04 1.547 41.53 1.359 41.55 1.634 41.08
Boat 1.600 39.54 1.185 39.69 1.531 40.04 1.600 39.56 1.457 38.95 1.679 39.18
Lena 1.563 41.15 1.117 41.75 1.516 41.83 1.563 41.16 1.361 40.98 1.643 40.74
Couple 1.556 40.50 1.121 40.87 1.499 40.85 1.556 40.48 1.358 40.06 1.629 40.42
Male 1.509 39.77 1.134 39.82 1.408 40.70 1.509 39.77 1.375 39.28 1.547 39.67
Stream 1.687 37.66 1.324 37.81 1.539 39.17 1.687 37.65 1.571 37.16 1.719 38.04

(2) Columns (C) and (I) show the embedding rates achieved using the ranges in Table 2A, and
columns (E) and (K) show the embedding rates achieved using the ranges in Table 2B. These results
indicate that the embedding rates obtained by the proposed method with multiple-based number
conversion are higher than those obtained by embedding the message bits by the original PVD
method [1].

(3) The results presented in columns (G), (I), and (K) indicate that the proposed method using the
ranges listed in Table 2B yields the highest embedding rate, followed by those resulting from using the
ranges listed in Tables 1 and 2A. This verifies that the proposed method can embed messages using
non-power-of-two range widths and maintain high embedding rates.

(4) Columns (H), (J), and (L) show that the PSNR values of the resulting images are all above 35
dB, demonstrating the imperceptibility of the stego-images yielded by the proposed method.

In addition, the embedding rates achieved for image Baboon through the proposed method using
the ranges in Tables 1, 2A,B are 1.743, 1.687, and 1.782, respectively, which are computed from the
embedding capacities 456954, 442135, 467162, respectively. These values are identical to the estimated
values listed in Table 3.

In addition, Table 5 shows the values of structure similarity (SSIM) indexes [35] yielded by the
original PVD method [1] and the proposed method using the ranges in Tables 1, 2A,B, where SSIM
stands for structural similarity and is another indicator used to assess image quality just like PSNR.
The value of the SSIM ranges between 0 and 1, with a higher value indicating greater similarity between
images. In columns (H), (J), and (L) of Table 5, the SSIM values of the resulting stego-images are all
above 0.96, demonstrating the imperceptibility of the stego-image yielded by the proposed method.
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Table 5: Embedding rates and SSIM indexes obtained through the PVD method [1] with conventional
embedding technique and the PVD method [1] with the proposed extension technique using multiple
range tables

PVD method [1] Proposed method (= extended original PVD method [1])

Image Range Table 1 Range Table 2A Range Table 2B Range Table 1 Range Table 2A Range Table 2B

Embed.
rate
(A)

SSIM
(B)

Embed.
rate
(C)

SSIM
(D)

Embed.
rate (E)

SSIM
(F)

Embed.
rate
(G)

SSIM
(H)

Embed.
rate (I)

SSIM
(J)

Embed.
rate (K)

SSIM
(L)

Baboon 1.743 0.987 1.416 0.988 1.578 0.989 1.743 0.987 1.687 0.985 1.782 0.986
Jet 1.562 0.974 1.107 0.990 1.524 0.974 1.562 0.974 1.318 0.986 1.640 0.967
Peppers 1.547 0.978 1.095 0.989 1.510 0.978 1.547 0.978 1.359 0.984 1.634 0.973
Boat 1.600 0.980 1.185 0.987 1.531 0.981 1.600 0.980 1.457 0.983 1.679 0.977
Lena 1.563 0.977 1.117 0.989 1.516 0.977 1.563 0.977 1.361 0.985 1.643 0.971
Couple 1.556 0.981 1.121 0.989 1.499 0.982 1.556 0.981 1.358 0.986 1.629 0.977
Male 1.509 0.984 1.134 0.990 1.408 0.986 1.509 0.984 1.375 0.987 1.547 0.982
Stream 1.687 0.985 1.324 0.988 1.539 0.988 1.687 0.985 1.571 0.985 1.719 0.985

5.3 Security Evaluation of the Proposed Method by RS Steganalysis
The dual statistics steganalysis method, RS steganalysis, proposed by Fridrich et al. [17], was

employed to test the security of the stego-images yielded by the proposed method in this study. In
Fig. 9, four RS diagrams generated from images in Fig. 8a through Fig. 8d are presented. In the
diagrams, the x-axes depict the percentage of image pixels in the image in which secret messages are
embedded, and the y-axes depict the percentages of regular and singular pixel groups with masks M
= [0 1 1 0] and −M = [0 −1 −1 0]. In each diagram, the values of RM (i.e., regular pixel groups
with mask M) are close to those of R−M (regular pixel groups with mask −M), and this association is
also observed between the singular pixel groups SM and S−M . This finding verifies that the proposed
steganographic method cannot be detected using the dual statistics method [17]. In other words, the
proposed method is secure against steganalysis based on the dual statistics method.

5.4 Demonstration of the Properties of the Swain Method [10] Extended by the Proposed Method–
Part I: From Data Embedding Perspective

In the experiments above, the results obtained by the original PVD method proposed by
Wu et al. [1] were compared to those obtained by the proposed method, which uses non-power-
of-two range widths and carries out multiple-based number conversion. The results indicated that
the proposed method can improve the data embedding rate. Theoretically, given a steganographic
method that is derived from the PVD method [1] to yield higher embedding rates, if the method can
be extended to use non-power-of-two range widths and multiple-based number conversion as done in
the proposed method, then the high data embedding capability of the steganographic method can be
maintained.

The Swain method [10], one of the methods derived from the original PVD method [1], was
extended using the proposed method to demonstrate the above reasoning in this study. Then, the
original Swain method and the extended version were employed to conduct experiments like those
in Section 5.2, but with the image block resized to 3 × 3.
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Figure 9: RS diagrams yielded by RS steganalysis for the images in Fig. 8. (a) Diagram generated
from Fig. 8a. (b) Diagram generated from Fig. 8b. (c) Diagram generated from Fig. 8c. (d) Diagram
generated from Fig. 8d

Specifically, in the experiments each 3 × 3 block is employed to construct eight pixel-pairs and
one shared pixel (the central pixel in the block), into which message data are embedded by the PVD
technique and 3-bit LSB substitution. Table 6 shows the quantization ranges used in Swain [10], in
which the width of each range is taken to be a power of two, as done in the original PVD method.
In addition, Table 7A,B show the two sets of quantization ranges used for the experiments with the
width of each quantization range in the two tables being not limited to a power of two. In particular,
the widths of the first and second quantization ranges in Table 7A were designed to be slightly smaller
than those of the first and second ranges in Table 6. On the contrary, the widths of the first and second
quantization ranges in Table 7B were designed to be slightly larger than those in Table 6.

Table 6: Quantization ranges used in the Swain method [10]

Index 1 2 3 4 5

Range [0, 7] [8, 15] [16, 31] [32, 63] [64, 127]
Width 8 8 16 32 64
No. of embedded bits 3 3 4 5 6

Table 7: Two sets of quantization ranges for the experiments conducted in this study for verifying the
effects of the extended the Swain method [10]. A. Quantization ranges with widths in indexes 1 and 2
set to be smaller than those of the Swain method [10]. B. Quantization ranges with widths in indexes
1 and 2 set to be greater than those of the Swain method [10]

A

Index 1 2 3 4 5
Range [0, 6] [7, 13] [14, 27] [28, 63] [64, 255]

(Continued)
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Table 7 (continued)

A

Width 7 7 14 36 192
No. of embedded bits 2.807 2.807 3.807 5.170 7.585

B
Index 1 2 3 4 5
Range [0, 8] [9, 18] [19, 33] [34, 63] [64, 255]
Width 9 10 15 30 192
No. of embedded bits 3.170 3.322 3.907 4.907 7.585

Table 8 shows the embedding rates and the values of the PSNRs yielded both by the original Swain
method [10] using the ranges in Tables 6, 7A,B, respectively, as well as by the extended Swain method
with multiple-based number conversion using the ranges in Tables 6, 7A,B, respectively. Accordingly,
the following facts can be observed from Table 8.

Table 8: The embedding rates and PSNR values yielded by the original Swain method [10] and the
extended version of it using multiple range tables Tables 6, 7A,B

Swain [10] Extended Swain [10] (extended by the proposed method)

Image Range Table 6 Range Table 7A Range Table 7B Range Table 6 Range Table 7A Range Table 7B

Embed.
rate
(A)

PSNR
(B)

Embed.
rate
(C)

PSNR
(D)

Embed.
rate (E)

PSNR
(F)

Embed.
rate
(G)

PSNR
(H)

Embed.
rate (I)

PSNR
(J)

Embed.
rate (K)

PSNR
(L)

Baboon 3.587 28.73 2.980 28.49 3.259 29.33 3.587 28.60 3.555 28.16 3.631 28.84
Jet 3.150 33.45 2.335 33.93 3.063 33.78 3.150 33.68 3.018 33.30 3.276 33.33
Peppers 3.110 32.37 2.280 32.67 3.038 32.58 3.110 32.17 2.976 32.14 3.248 32.38
Boat 3.204 32.07 2.421 32.07 3.064 32.81 3.204 32.02 3.098 31.57 3.319 32.16
Lena 3.114 34.87 2.285 35.55 3.031 35.35 3.114 34.78 2.980 34.68 3.246 34.47
Couple 3.172 30.02 2.373 30.15 3.048 30.45 3.172 30.13 3.055 29.82 3.290 29.94
Male 3.244 28.61 2.476 28.80 3.082 29.57 3.244 28.50 3.142 28.18 3.347 28.68
Stream 3.425 28.72 2.748 28.69 3.142 29.33 3.425 28.61 3.372 28.15 3.487 28.92

(a) Columns (C) and (I) of Table 8 show the embedding rates yielded using the ranges in Table 7A,
and columns (E) and (K) show the embedding rates yielded using the ranges in Table 7B; these
results indicate that the embedding rates yielded by the extended Swain method are higher than
those obtained by the original Swain method [10]. This observation proves that the proposed
multiple-based number conversion scheme, together with the non-power-of-two range widths,
can be utilized integrally to extend a PVD-based method, the original Swain method [10], to
enhance the data-hiding capability, just like the case that the proposed method can extend the
original PVD method [1] to yield higher data embedding rates, as demonstrated in Sections 5.1
and 5.2 described previously.
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(b) Columns (H), (J), and (L) in Table 8 exhibit that the resulting PSNRs of the stego-images
yielded by the extended Swain method are all larger than 28, very close to those PSNRs yielded
by the original Swain method as shown in Columns (B), (D), and (F) in Table 8, indicating the
fact the qualities of the stego-images yielded by the original Swain method are maintained by
the extended Swain method.

In order to ascertain more definitively the above fact of maintaining stego-image quality, the SSIM
[35] indices were computed from the resulting stego-images yielded by the original Swain method as
well as by the extended one, which is listed in Table 9 and showed the following fact. As shown in
columns (H), (J), and (L) of Table 9, the values of the SSIM measures of the resulting steo-images are
all above 0.90, again close to those yielded by the original Swain method, indicating again that the
stego-image quality is kept by the extended Swain method.

Table 9: The embedding rates and SSIM indexes yielded by the original Swain method [10] and the
extended version of it using multiple quantization range tables Tables 6, 7A,B

Swain method [10] Extended Swain method [10] (extended by the proposed
method)

Image Range Table 6 Range Table 7A Range Table 7B Range Table 6 Range Table 7A Range Table 7B

Embed.
rate
(A)

SSIM
(B)

Embed.
rate
(C)

SSIM
(D)

Embed.
rate (E)

SSIM
(F)

Embed.
rate
(G)

SSIM
(H)

Embed.
rate (I)

SSIM
(J)

Embed.
rate (K)

SSIM
(L)

Baboon 3.587 0.938 2.980 0.941 3.259 0.946 3.587 0.937 3.555 0.933 3.631 0.938
Jet 3.150 0.919 2.335 0.949 3.063 0.920 3.150 0.919 3.018 0.930 3.276 0.903
Peppers 3.110 0.921 2.280 0.943 3.038 0.921 3.110 0.920 2.976 0.930 3.248 0.908
Boat 3.204 0.930 2.421 0.946 3.064 0.934 3.204 0.931 3.098 0.934 3.319 0.922
Lena 3.114 0.923 2.285 0.948 3.031 0.924 3.114 0.923 2.980 0.933 3.246 0.909
Couple 3.172 0.929 2.373 0.946 3.048 0.934 3.172 0.930 3.055 0.934 3.290 0.921
Male 3.244 0.896 2.476 0.918 3.082 0.912 3.244 0.896 3.142 0.896 3.347 0.888
Stream 3.425 0.930 2.748 0.933 3.142 0.941 3.425 0.928 3.372 0.922 3.487 0.930

5.5 Demonstration of the Properties of the Swain Method [10] Extended by the Proposed Method –
Part II: From Security Perspectives

Additionally, efforts were made to compare the original Swain method [10] with its extended
version from the steganalysis resistance perspective against the RS and PDH analyses. The results
of these efforts are shown below.

Two examples of stego-images yielded by the extended Swain method and the corresponding
results of RS and PDH steganalysis obtained in the experiments are depicted in Figs. 10 and 11,
respectively. Fig. 11 indicates that the extended Swain method [10] with the proposed multiple-based
number conversion technique using multiple range tables can also resist attacks from RS and PDH
steganalysis.
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Figure 10: The stego-images yielded by the extended Swain method [10] with multiple-based number
conversion using multiple quantization range tables. (a) Original image. (b) Stego-image resulting from
using the quantization ranges listed in Table 7A. (c) Stego-image resulting from using the quantization
ranges listed in Table 7B

Figure 11: RS diagrams resulting from using the stego-images in Fig. 10 for the RS and PDH
steganalysis. (a) Diagrams resulting from using Fig. 10b with the left diagram resulting from the RS
analysis and the right for the PDH analysis. (b) Diagram resulting from using Fig. 10c for with the left
diagram for resulting RS analysis and the right resulting from the PDH analysis

5.6 Experimental Results of an Application Example Using General Quantization Ranges
As an application example of the technique of using dynamically adjustable ranges mentioned

in Section 4, the quantization table presented in Table 1 was used as the initially given quantization
table. The cover images were employed to embed varying amounts of a random bitstream. The G
values yielded using the proposed method to embed varying numbers of random bits into image Lena
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and the corresponding PSNR values of the resulting stego-images are presented in Fig. 12. The trend
of the curves in the figure indicates that the G value becomes larger, and the PSNR values become
smaller (the stego-image quality become worse) as the size of the embedded data increases.

Figure 12: G values yielded when using the technique of using dynamically adjustable ranges to embed
varying numbers of random bits in image Lena and the values of the PSNRs of the resulting stego-
images

As a comparison, an experiment using the original PVD method [1] to embed the same sets of
random bits into image Lena using the entire grayscale difference range of [0, 255] was conducted.
The resulting PSNR values were computed and compared to those shown in Fig. 12. The comparison
results are shown in Fig. 13, where the orange curve depicts the PSNR results already seen in Fig. 12,
and the blue curve shows the PSNR values yielded by the original PVD method [1]. The former method
with dynamic G values yields stego-images with better qualities.
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Figure 13: The values of the PSNRs yielded after embedding varying numbers of random bits in image
Lena using the original PVD method [1] with the entire grayscale difference range of [0, 255] and the
technique of using dynamically-adjustable ranges, respectively

6 Conclusions and Suggestions for Future Study

A new PVD data-hiding method with general quantization ranges is proposed. Under conven-
tional PVD methods, the width of each quantization range to which a pixel pair’s difference value
belongs is a power of two. The advantage of the proposed method is that it enables PVD methods to
remove the restriction of power-of-two range widths and maintain high embedding rates. Firstly, the
proposed method converts the bitstream of messages into digits in a multiple-based number, the bases
of which are determined by the pixel pairs in the cover image. Then, the digits’ values are embedded
in the pixel pairs in the image. In the process of data embedding, a pseudo-random mechanism
is applied to achieve cryptography. Also, an RS steganalysis is conducted to show the security of
the proposed method. In addition, the Swain method, which is derived from the PVD method, is
employed to demonstrate that the proposed embedding technique can also be utilized to accomplish
high embedding rates in the cases of using non-power-of-two range widths as the proposed method
achieves high embedding rates in the original PVD method. Hopefully, using the proposed embedding
technique, all the derived methods from the PVD method can achieve high embedding rates when
using general range widths.

About future studies, at first, as demonstrated by the experimental results obtained in this study,
the use of variable ranges of non-power-of-two widths seems to fix better the sensitivity of human
vision to natural images, yielding better data embedding results and resulting image quality. Hence, in
the future, it is suggested that non-power-of-two quantization range widths, together with the multiple-
based conversion scheme, be used by all PVD-based data-hiding methods.
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Next, regarding how to formulate the optimal width of each quantization range, it can be
considered to minimize the resulting stego-image distortion for a secret message with a known size
and to maximize the resulting data embedding capacity with reasonable image quality sensed by the
human visual model. Both topics are worthwhile further explorations.

Finally, further research can also explore the application of multiple-based number conversion,
and non-power-of-two quantization ranges in various aspects of digital signal processing, such as
image processing, audio processing, and video processing. This can offer new opportunities for
performance improvements across various technological domains.
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