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ABSTRACT

Accurate quantification of the uncertainty in the mechanical characteristics of dielectric solids is crucial for
advancing their application in high-precision technological domains, necessitating the development of robust com-
putational methods. This paper introduces a Conditional Generation Adversarial Network Isogeometric Analysis
(CGAN-IGA) to assess the uncertainty of dielectric solids’ mechanical characteristics. IGA is utilized for the precise
computation of electric potentials in dielectric, piezoelectric, and flexoelectric materials, leveraging its advantage
of integrating seamlessly with Computer-Aided Design (CAD) models to maintain exact geometrical fidelity. The
CGAN method is highly efficient in generating models for piezoelectric and flexoelectric materials, specifically
adapting to targeted design requirements and constraints. Then, the CGAN-IGA is adopted to calculate the electric
potential of optimum models with different parameters to accelerate uncertainty quantification processes. The
accuracy and feasibility of this method are verified through numerical experiments presented herein.
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1 Introduction

Recent advances in finite element methods have explored uncertainties in piezoelectric materi-
als [1,2]. However, these methods struggle with efficiency and computational demand. Our study
introduces a novel approach that integrates Isogeometric Analysis (IGA) and Conditional Generative
Adversarial Networks (CGAN), enhancing both accuracy and computational efficiency. This con-
solidation addresses critical gaps in current research methodologies and offers a robust solution for
piezoelectric material applications. Piezoelectric materials, as the most common material in dielectric
solids, are widely used in automotive sensors, actuators, transducers, and active damping devices
[3,4]. These materials possess a remarkable capability: converting mechanical energy into electrical
energy, and vice versa, is a distinctive trait. This unique quality makes piezoelectric materials highly
desirable for the development of intelligent structures in industries such as medical, military, scientific,
and industrial applications [5–7]. Among piezoelectric materials, some exhibit significant strain
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gradients called flexoelectric materials [8,9]. These materials require to consider the coupled effects
of displacement and electric potential, and it is difficult to obtain an analytical solution [10]. Thus, the
numerical analysis for dielectric solids is needed to obtain their mechanical responses.

Scholars have increasingly focused on the IGA approach because it can simplify meshing com-
plexities while maintaining computational accuracy, as cited in [11]. Utilizing non-uniform rational B-
spline (NURBS) basis functions, this technique discretizes partial differential equations, thus enabling
direct numerical analysis using computer-aided design (CAD) models [12–14]. Since its inception,
IGA has found widespread application across various engineering fields, such as electromagnetics,
fluid flow, elasticity, acoustics [15–17], and optimization [18–21]. Establishment of models using
boundary elements has been helpful for the development of finite element models [22,23]. Notably,
Jahanbin has made valuable contributions to stochastic isogeometric analysis (SIGA), specifically
in the uncertainty quantification for high-dimensional linear elasticity functions. Another notable
contribution comes from Liu et al. [24], a novel approach was introduced by researchers to tackle
real-world engineering challenges through SIGA, employing reduced basis vectors. The efficiency of
IGA in tackling flexoelectric challenges has been evidenced [25]. With its ability to meet the C1 con-
tinuity prerequisites of fourth-degree partial differential equations (PDEs), this method demonstrates
remarkable effectiveness. In our investigation, IGA is applied to scrutinize the mechanical properties
of piezoelectric and flexoelectric substances.

In the realm of numerical analysis for piezoelectric and flexoelectric solids, most studies are
focused on deterministic parameters [26–30]. However, practical engineering applications often involve
input parameters with high levels of uncertainty [31,32]. The goal of engineering uncertainty quantifi-
cation is to accurately depict the statistical attributes of the system’s response through an examination
of the uncertainties linked to input parameters within the model [33–36]. Diverse approaches, including
Monte Carlo simulation (MCs), stochastic spectral methodologies, and perturbation techniques
[37,38], are utilized in uncertainty analysis to quantify statistical properties such as mean and standard
deviation of system responses [39]. Traditional MCs necessitate a substantial number of samples and
model observations, posing challenges in efficiently addressing uncertainties, particularly in handling
complex problems. To tackle these challenges, surrogate models [40,41] offer alternatives to complex
analytical or computational models. These surrogate models establish input-output relationships using
basic polynomial functions, offering model observations at a reasonable computational expense.
Developing an appropriate surrogate model allows for efficient uncertainty quantification, overcom-
ing the limitations of conventional calculations.

Originally proposed by Goodfellow et al. [42], Generative Adversarial Networks (GAN) is a
machine learning technique. GAN can autonomously learn the distribution characteristics of real data
without supervision, which is an important achievement of combining deep learning and probability.
The primary objective of GAN is to iteratively train and optimize an objective function, ensuring that
the distribution of generated data aligns with that of real data. However, GAN suffers from a limitation
in controlling the output of the generative network. For instance, when working with the MINIST
dataset consisting of handwritten digits from zero to nine, GAN may generate any digit as the output
without predictability. This lack of control hampers the practical applicability of GAN in real-world
scenarios. To address this issue, the CGAN is required [43–45]. CGAN incorporates a conditional
variable that allows for controlling the behavior of the generative network, enabling output constraint
to a user-specified distribution and enhancing stability [46]. The adversarial training in CGAN not
only produces accurate and realistic images but also facilitates learning the relationships between data.
CGAN has found applications in various fields, including image synthesis for generating new images
with specific attributes [47], data augmentation to improve machine learning model performance, style
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transfer for applying the style of one image to another, and text-to-image synthesis based on textual
descriptions. In addition, the CGAN is also employed in various fields, such as DCGAN [48] and
DAGAN [49], and others [50–52].

The main contributions of this paper include:

1. The first application of CGAN technology to IGA for quantifying the uncertainty in piezo-
electric materials, significantly enhances computational efficiency.

2. Empirical validation that our method can maintain high computational accuracy while
significantly reducing the number of computational samples required.

3. A proposed method for optimizing model parameters, effectively improving the model’s
stability and reliability in practical applications.

The organization of this study is as follows: In Section 2, a concise introduction to the theory
of CGAN and its application to optimization problems is presented. Sections 3 and 4 introduce the
governing equations for piezoelectric and flexoelectric problems, respectively, and outline the basic
principles of IGA. Subsequently, Section 5 utilizes two numerical examples to confirm the effectiveness
of the IGA and CGAN methods in quantifying the uncertainty of mechanical properties in dielectric
solids, followed by Section 6 conclusions.

2 CGAN Basic Theory and Optimization Problem

CGAN has shown remarkable achievements in various fields, including image generation, image
editing, and deep learning. The success of CGANs lies in the concept of adversarial loss, this effectively
ensures that the generated data closely resembles real data in practical terms. Such capability proves
particularly advantageous for tasks related to data generation, which is often the objective of computer
graphics designs. This paper utilizes CGANs to learn data mapping, facilitating the generation of data
that closely resembles real data in practical terms.

Fig. 1 presents the CGAN model, which is built upon the core concept of Nash equilibrium
derived from game theory. It mainly consists of two network structures, G and D, which can be
regarded as players in the game. G’s function is to learn data distribution features from real data
as much as possible, and then generate false data that may confuse the discriminator. The primary
role of the discriminator is to accurately differentiate real and synthesized data, thus effectively
discerning the origin of the dataset. To outperform each other, both the generator and discriminator
must continuously enhance and optimize their abilities. This iterative process of improvement and
optimization in CGAN aims to achieve a Nash equilibrium between the two components.

For the generation model G, its input is random noise z and corresponding conditional informa-
tion y, and its output is generated sample similar to real data distribution. The model D, known as
the discriminator, is specifically crafted to process real data x, corresponding conditional information
y, and generated sample G(z, y) as inputs. It assigns an output of 0 or 1, depending on whether the
input is real data or a generated sample, respectively. Its main function is a dichotomous test. The
mutual game optimization process of generator G and discriminator D makes the ability of D and G
continuously improve and finally reach an equilibrium state, that is, discriminator D can no longer
distinguish between the two types of input data. The training of CGAN is a process of D and G
alternating repeatedly, so its loss function is closely related to the loss function of D and G, which
can be expressed as:

L(G, D) = Ex,y,Pdata(x,y)[log D(x, y)] + Ey,py(y),z,pz(z)[log(1 − D(G(y, z), y))] (1)
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where Pdata(x, y) represents the distribution of input data, D(.) and G(.) represent the output of D and
G, respectively, z is random noise. The loss function for D and G is written as:

LD = −Ex,y,pdata(x,y)[log D(x, y)] − Ez,pz ,y,py(z,y)[log(1 − D(G(z, y), y))] (2)

LG = Ez,pz ,y,py(z,y)[log(1 − D(G(z, y)), y)] (3)

z

y

Generator

G(z|y)

Discriminator

x

D(x|y)

y

Figure 1: CGAN accelerates the process of uncertainty analysis

Next, the neural networks of the G and D will briefly be introduced. The schematic diagram of the
fully connected neural network is shown in Fig. 2a, the input vector x = {x1, x2, . . . , xn} is represented,
and the output vector is denoted as y = (y1, y2, . . . , yn). The connection between nodes across layers
can be visualized in Fig. 2b. Each node connects to the next layer using weights ωωω and bias b.

v̂k
i = fk(vk

i ) (4)

also written as:

v̂k
i = fk

(nk−1∑
j=1

ωk
ij v̂

k−1
j + bk

i

)
(5)

where 1 ≤ k ≤ K, K represents the total number of layers in the neural network model, i = 1, 2, . . . , nk.
In a neural network structure, the variable i is used to index the nodes within each layer, representing
the index of a node in a particular layer, ranging from 1 to nk, where nk is the number of nodes in the
k-th layer. At the first layer:

v̂1
i = f1

(
n0∑

j=1

ω1
ijxj + b1

i

)
(6)

where i = 1, 2, . . . , nk. At the last layer:

v̂K
i = fK

(
nK−1∑

j=1

ωK
ij v̂K−1

j + bK
i

)
(7)

where i = 1, 2, . . . , nK . The weights and biases are denoted by ωij and bi, respectively. The position of
the node within the layer is indicated by j, while nk−1 signifies the total count of nodes in the (k − 1)th
layer. Essentially, i indexes nodes in the current layer, while j indexes nodes in the previous layer that
contribute inputs to the node i via weighted connections. Hence, the output can be expressed as follows:
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v̂k
i = fk(ω

kv̂k−1 + bk), 1 ≤ k ≤ K (8)
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(a) Fully connected neural network. (b) Schematic diagram of neuron node calculation.
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Figure 2: Schematic diagram of neural network structure and neuron node calculation

CGAN is used as an effective sample collection method to accelerate the uncertainty quantifica-
tion in piezoelectric and flexoelectric problems. This method establishes a surrogate model by training
CGANs, thereby avoiding a large amount of duplicate calculations. Additionally, due to the diversity
of CGAN-generated data, the established proxy model is also utilized to solve optimization problems.
For instance:

(FL)

⎧⎪⎪⎨
⎪⎪⎩

min
x

ĝ0(x),

s.t.

{
ĝf (x) ≤ 0, f = 1, 2, . . . , o,

xt ∈ X , t = 1, 2, . . . , u,

(9)

where X = {x ∈ Ru : xmin
t ≤ xt ≤ xmax

t , t = 1, 2, . . . , u}. The symbol t represents the index for decision
variables or parameters within the optimization problem. As shown in Eq. (9). This approach reduces
computational costs by minimizing redundant calculations and leverages the diverse data generated
by CGAN to enhance optimization efficiency. The surrogate model efficiently addresses the complex
relationships between design variables and outcomes, facilitating rapid shape optimization in uncertain
conditions. ĝf : Ru → R, f = 0, 1, . . . , o is expressed as a continuously differentiable function, with a
formulation that can be delineated as follows:

ĝf (x) =
u∑

t=1

ĝft(xt), f = 1, 2, . . . , o. (10)

Following this, via a neural network, a mapping model from the set x = {x̂1, x̂2, . . . , x̂n} to ĝ0(x) is
constructed. The formulation of the optimization problem (FL) is articulated below:

min{ŷ1, ŷ2, . . . , ŷn}, (11)

where ŷ = {ĝ0(x(i))|x(i) ∈ x}, denoting the forecasted output of the neural network model, assumes a
critical function in shaping the makeup of the resultant dataset. Therefore, the resultant dataset can
be described as follows:{
(x̂1, ŷ1), . . . (x̂c, ŷc), . . . (x̂n, ŷn)

}
. (12)

Leveraging the neural networks’ mapping capabilities enables the expansion of the initial sample
to reach a broader scope.
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{
(x̂1, ŷ1), . . . (x̂c, ŷc), . . . (x̂n, ŷn)

} → {
(x1, y1), . . . (xv, yv), . . . (xñ, yñ)

}
, (13)

where ñ � n, and the neural network achieves high prediction accuracy, the optimal forecasted value
can be viewed as the solution to the original optimization problem. In Eq. (12), the superscripts c and n
denote specific sample data points in the neural network model, whereas in Eq. (13), the superscripts v
and ñ represent transformed sample data points in the neural network model. This section explores the
use of CGAN for optimization problems. The process flow of using CGAN to accelerate uncertainty
analysis, which significantly enhances our methodology’s efficiency, is illustrated in Fig. 3.

Physical Problem and Calculation Method

IGA
Model 

Parameter
Settings

Dataset Expansion with CGAN 

Stochastic Analysis with CGAN 
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Calculation

Discretization
of Control 
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Figure 3: CGAN accelerates the process of uncertainty analysis

3 Theory of Multiphysics Problems
3.1 Theory of Piezoelectricity

In piezoelectric issues, the enthalpy density is usually defined in the following manner:

h(Sij, Ei) = 1
2

Cijklεijεkl − ekijEkεij − 1
2
κijEiEj. (14)

where Cijkl is the elastic tensor. ekij denotes the dielectric tensor while the κij represents the piezoelectric

tensor. The strain tensor εij = 1
2
(ui,j + ui,i), and the electric field Ei = −ϕ,i are defined, with

u representing displacement and ϕ denoting electric potential. The formulation of the governing
equation’s weak form concerning piezoelectric issues is presented as follows:∫

�

Cijklδεijεkld� +
∫

�

ekijδϕ,kεijd� +
∫

�

ekijϕkδεijd�

−
∫

�

κijδϕ,iϕ,jd� −
∫

∂�

f̄iδuid	 −
∫

	d

ωδϕd	d = 0.
(15)

The surface force components f̄i, surface charge density denoted as ω, and the plane 	d where
electric loads are applied, are defined within the context. The following section introduces the
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theoretical formulations for flexoelectric problems, which account for both strain and gradients in
the electric field effects.

3.2 Theory of Flexoelectricity
The enthalpy density of dielectric solids, exhibiting flexoelectric effects, depends on both the

gradient of strain and the gradient of electric field. This mathematical expression can be articulated
as:

H
(
εij, Ei, εjk,l, Ei,j

) = 1
2

Cijklεijεkl − eiklEiεkl +
(
dijklEi,jεkl + fijklEiεjk,l

) − 1
2
κijEiEj (16)

where the fourth-order direct flexoelectric tensor is denoted by fijkl, and the fourth-order converse
flexoelectric tensor is represented by dijkl. Through integration across the physical domain � in the
aforementioned equation, applying integration by parts and the Gauss divergence theorem to the
initial term yields the following result:∫

�

(
dijklEi,jSkl + fijklEiSjk,l

)
d� = −

∫
�

(
diljk − fijkl

)
EiSjk,ld� +

∫
∂�

dijklEiSkld	

= −
∫

�

μijklEiSjk,ld� +
∫

∂�

dijklEiSkld	

(17)

where μijkl represents a single material tensor, given by μijkl = diljk − fijkl. Consequently, the Eq. (16) can
be rewritten as follows:

H
(
εij, Ei, εjk,l

) = 1
2

Cijklεijεkl − eiklEiεkl − μijklEiεjk,l − 1
2
κijEiEj. (18)

Comparing Eqs. (15) and (18), it can be seen that the enthalpy density for the flexoelectric
problems is similar to the piezoelectric problems. Hence, a corresponding weak formulation of the
governing equation for flexoelectric issues can be derived as follows:∫

�

(
Cijklδεijεkl − ekijEkδεij − μlijkElδεij,k − κijδEiEj

−eiklδEiεkl − μijklδEiεjk,l

)
d� −

∫
∂�

f̄iδuid	t +
∫

	

ωδϕd	D = 0.
(19)

For more details refer to the work of Ghasemi et al. [53].

4 IGA Discretization of Multiphysics Problems

The set of B-spline basis functions Ni,p
n
i=1 is defined over a set of non-decreasing coordinates 
 =

[ξ0, ξ1, . . . , ξm], the quantity n represents the number of basis functions, while p denotes the order of the
polynomial, where m = n + p + 1 in the parameter space. Fig. 4 illustrates the partition of unity and
the non-negativity properties of these basis functions. The Cox-de-Boor recursive formula is expressed
as follows:

Ni,0 (ξ) =
{

1 if ξi ≤ ξ < ξi+1

0 otherwise

Ni,p(ξ) = ξ − ξi

ξi+p − ξi

Ni,p−1(ξ) + ξi+p+1 − ξ

ξi+p+1 − ξi+1

Ni+1,p−1(ξ) (20)
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Figure 4: An illustration of B-spline shape functions defined by customized knot vectors

The B-spline surface is defined by the parameter coordinate ξ , with n representing the number of
basis functions and p indicating their order. Here, the formula for B-spline surfaces is expressed:

S(ξ , η) =
n∑

i=1

m∑
j=1

Ni,p(ξ)Mj,q(η)Pi,j (21)

The univariate B-spline basis functions of order p and q are denoted as Ni,p(ξ) and Mj,q(η),
respectively. The control points of the NURBS surface, represented by Pi,j ∈ R

d, are also specified.
Referring to the B-spline, NURBS surfaces are represented in the following form:

S̄(ξ , η) =
n∑

i=1

m∑
j=1

Rp,q
i,j (ξ , η)Pi,j (22)

and

Rp,q
i,j (ξ , η) = Ni,p(ξ)Mj,q(η)Wi,j

n∑
i′=1

m∑
j′=1

Ni′ ,p(ξ ′)Mi′ ,q(η)Wi′ ,j′
(23)

where ith weight is denoted as Wi. In this investigation, NURBS basis functions are employed for
estimating both displacements, denoted as u, and electric potential, denoted as ϕ.

u =
nb−1∑
B=0

NBUB

ϕ =
nb−1∑
B=0

NBB (24)

The displacement coefficients for set Bth are represented by UB, while the electric potential node
coefficients are denoted as Bth. Here, the total number of basis functions is defined as nb. Utilizing the
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Bubnov-Galerkin approach, the matrix representation of the weak formulation concerning governing
Eq. (15) for multiphysics dilemmas is structured as follows:[

Auu Auϕ

Aϕu Aϕϕ

] [
u


]
=

[
fu

fϕ

]
(25)

and

Auu =
∑

e

∫
�e

(Bu)
TC(Bu)d�e (26)

Auϕ =
∑

e

∫
�e

[
(Bu)

TeT(Bϕ) + (Hu)
TμT(Bϕ)

]
d�e (27)

Aϕu =
∑

e

∫
�e

[
(Bϕ)

Te(Bu) + (Bϕ)
Tμ(Hu)

]
d�e (28)

Aϕϕ = −
∑

e

∫
�e

(Bϕ)
Tκ(Bϕ)d�e (29)

fu =
∑

e

∫
∂�e

NT
u f̄id	e (30)

fϕ = −
∑

e

∫
	De

NT
ϕ
ωd	De (31)

where the subscript e in Eqs. (26)–(31) denotes the number of elements.

For piezoelectric problems, the second terms are not contained in Eqs. (27) and (28) and the elastic,
piezoelectric, and dielectric matrices are:

C =
⎡
⎣C1111 C1133 0

C1133 C3333 0
0 0 C1313

⎤
⎦ (32)

e =
[

0 0 e115

e311 e333 0

]
(33)

κ =
[
κ11 0
0 κ22

]
(34)

μ =
[
μ11 μ12 0 0 μ44 0
0 0 μ44 μ12 μ11 0

]
(35)

For flexoelectric problems, considering the plane strain hypothesis, thus the elastic matrix can be
expressed as:

C =
(

Y
(1 + ν)(1 − 2ν)

)⎡
⎣1 − ν ν 0

ν 1 − ν 0
0 0

(
1
2
− ν

)
⎤
⎦ (36)

The variable Y signifies Young’s modulus, while ν represents the Poisson’s ratio in the given
context. The Bu, Bϕ, and Hu are specified as follows:
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Bu =

⎡
⎢⎢⎢⎢⎢⎢⎢⎣

∂N1

∂x
∂N2

∂x
· · · ∂Nncp

∂x
0 0 0 · · ·

0 0 · · · 0
∂N1

∂z
∂N2

∂z
· · · ∂Nncp

∂z
∂N1

∂z
∂N2

∂z
· · · ∂Nncp

∂z
∂N1

∂x
∂N2

∂x
· · · ∂Nncp

∂z

⎤
⎥⎥⎥⎥⎥⎥⎥⎦

(37)

Bϕ =

⎡
⎢⎢⎣

∂N1

∂x
· · · ∂Nncp

∂x
∂N1

∂z
· · · ∂Nncp

∂z

⎤
⎥⎥⎦ (38)

Hu =

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

∂2N1

∂x2

∂2N2

∂x2
· · · ∂2Nncp

∂x2
0 0 · · · 0

0 0 · · · 0
∂2N1

∂z∂x
∂2N2

∂z∂x
· · · ∂2Nncp

∂z∂x

∂2N1

∂z∂x
∂2N2

∂z∂x
· · · ∂2Nncp

∂z∂x
∂2N1

∂x2

∂2N2

∂x2
· · · ∂2Nncp

∂x2

∂2N1

∂x∂z
∂2N2

∂x∂z
· · · ∂2Nncp

∂x∂z
0 0 · · · 0

0 0 · · · 0
∂2N1

∂z2

∂2N2

∂z2
· · · ∂2Nncp

∂z2

∂2N1

∂z2

∂2N2

∂z2
· · · ∂2Nncp

∂z2

∂2N1

∂x∂z
∂2N2

∂x∂z
· · · ∂2Nncp

∂x∂z

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

(39)

IGA provides a robust framework for both shape optimization and uncertainty quantification
by utilizing NURBS for geometry representation. This integration allows for precise control over
geometry, facilitating efficient shape modifications and accurate evaluation of performance metrics.
Uncertainty quantification involves assessing the impact of input parameter uncertainties on the
model’s output to ensure the robustness and reliability of the results.

5 Numerical Examples

In the following section, the accuracy verification is conducted for the proposed method using
two numerical examples. Primarily, uncertainty quantification is utilized to analyze the impact of
material parameters on the electric potential of the model. Subsequently, a shape optimization example
is introduced where the maximum electric potential of the model is chosen as the optimization
objective. The goal is to identify the shape when the electric potential of the model is maximum.
Finally, the CGAN is employed to establish a correlation between the material parameters and the
electric potential of the optimal model to perform uncertainty quantification for optimal models under
uncertain conditions.
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5.1 Piezoelectric Clamped Tapered Panel
5.1.1 The Static Analysis Focuses on Clamped Tapered Panels with Piezoelectric Properties

This section focuses on performing a static analysis of the clamped tapered panel depicted in
Fig. 5. The left boundary of the tapered piezoelectric panel was secured, while the right boundary
experienced a distributed load. Additionally, the bottom edge was set to have a zero electric potential.
The boundary conditions are chosen to be similar to the cantilever structure. The model is built using
Lead Zirconate Titanate-4 (PZT-4) piezoelectric material, with the specific material parameters listed
in Table 1. Additionally, a zero electric potential is assigned to the lower surface. IGA employs NURBS
functions from CAD as shape functions, which can accurately represent geometric models. Using
h-refinement will significantly increase the number of control points, adding to the computational
burden. Therefore, p-refinement can be adopted to improve numerical accuracy by increasing the
order of the basis functions, as demonstrated in the second example in this paper. In the piezoelectric
example, the accuracy gap between finite element method and IGA calculations is not significant.
However, for flexoelectric problems, due to the need to consider the impact of strain gradients,
finite element method is not suitable for solving flexoelectric problems, thus, this paper considers
the IGA method. In contrast, the IGA approach employed first-order NURBS basis functions for
piezoelectric material examples to facilitate rapid computations while maintaining accuracy. Due to the
flexoelectric effect requiring consideration of the strain gradient, first-order NURBS basis functions
are not suitable. Therefore, this paper employs the p-refinement method, increasing the basis functions
to second-order.

44
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(48, 52)
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16
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Figure 5: A schematic illustrating the layout of a model featuring a clamped tapered panel

Table 1: The clamped tapered panel’s material parameters

PZT-4

Elastic constants Piezoelectric constants Permittivity
C1111 1.39E+05 N/mm2 e115 1.34E+07 pC/mm2 κ11 6.00E+09 pC/(GVmm)
C1133 7.40E+04 N/mm2 e311 −6.98E+06 pC/mm2 κ33 5.47E+09 pC/(GVmm)
C3333 1.15E+05 N/mm2 e333 1.38E+07 pC/mm2 –
C1313 2.56E+04 N/mm2 – –
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Fig. 6 illustrates the electric potential distribution of a clamped tapered panel, taking into account
piezoelectric effects, alongside the h-refinement model of the clamped tapered panel computed using
the IGA method.

Figure 6: The electric potential results using h-refinement. (a) The h-refinement model, (b) the electric
potential result

5.1.2 Verification of CGAN Method in Piezoelectric Problems

In the subsequent section, the model discussed earlier is adopted to validate the efficacy of
the CGAN method. The random input variables examined are the elastic constant C1111 and the
piezoelectric constant e333. These random variables follow Gaussian distributions with expected values
μ = 1.39E+05 and μ = 1.38E+07, respectively. The coefficient of variation, denoted by CV , is used
to calculate the standard deviation, given as σ = μ × CV .

Tables 2 and 3 present details of input parameters. Using the 3σ principle, the range of the
datasets is established. For single random input variables (“1-D”), a total of 100 sampling points,
labeled as na, are selected. However, for multidimensional input variables (“2-D”), na is chosen as 102.
Finding a balance in the number of sampling points for Monte Carlo simulation is crucial because
computational efficiency is dependent on the quantity of sampling points. Insufficient sample points
may compromise computational accuracy, while an excess of sample points reduces computational
efficiency. Subsequently, 100 samples are obtained using IGA for transmission to CGAN for training
purposes, thereby expanding the sample set. Eighty samples were chosen from the total of 100 for
training purposes, leaving the remaining 20 for testing. Both the generator and discriminator utilize
fully connected neural networks comprising three hidden layers. The dimensionality of the noise vector
matches that of the label, and the Adam optimization algorithm is employed. To achieve precise data
fitting, the loss function is defined as binary cross-entropy, with the learning rate configured to 0.0002.
The training process consists of 5000 sessions.

Table 2: Definition and statistical characteristics of random variables (CV = 0.02, 0.04 and 0.06)

Variables μ The range of input variables is denoted as [Lower, Upper]

CV = 0.02 CV = 0.04 CV = 0.06

C1111 1.39E+05 [1.31E+05, 1.45E+05] [1.26E+05, 1.51E+05] [1.15E+05, 1.58E+05]
e333 1.38E+05 [1.31E+07, 1.45E+07] [1.29E+07, 1.51E+07] [1.16E+07, 1.63E+07]
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Table 3: Definition and statistical characteristics of random variables (CV = 0.08, 0.10 and 0.15)

Variables μ The range of input variables is denoted as [Lower, Upper]

CV = 0.08 CV = 0.10 CV = 0.15

C1111 1.39E+05 [1.16E+05, 1.65E+05] [1.01E+05, 1.72E+05] [8.90E+04, 1.79E+05]
e333 1.38E+05 [1.17E+07, 1.59E+07] [1.10E+07, 1.70E+07] [8.59E+06, 1.63E+07]

The predicted results for both the “1-D” and “2-D” analyses can be observed in Figs. 7–9. The
consistency between the results derived from the CGAN method and those from IGA is evident. The
results obtained from CGAN-IGA demonstrate the effectiveness of CGAN as a sample extension
method, indicating its capability to effectively predict the response of piezoelectric problems.
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Figure 7: Electric potential results obtained from CGAN and IGA (C1111)
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Figure 8: Electric potential results obtained from CGAN and IGA (e333)
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Figure 9: Electric potential results obtained from CGAN and IGA (C1111 + e333)

5.1.3 Uncertainty Quantification Based on Optimal Clamped Tapered Panel Model under Uncertain
Parameters

In this section, the shape optimization analysis of the model in Section 5.1.1 is performed using
different parameters to obtain the optimal models that maximize the electric potential. Then, the
electric potential variations are examined for the optimized model under uncertain parameters.
Precisely, the initial sample is computed based on the parameters outlined in the preceding section.
Consequently, a dataset with a size of 100 × 100 using the IGA method is obtained and the electric
potential of piezoelectric problems is calculated using the dataset, followed by training the CGAN.
For each parameter sample, the optimized model with maximum electric potential corresponding to
one hundred parameter sets is obtained. Ultimately, a prediction model is established using different
random parameters to conduct the uncertainty quantification.
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To perform shape optimization, adjustments are made to the coordinates of the control points
located at the top and bottom of the right edge of the model, enabling variations within a range
of 10%. To obtain samples, the Latin hypercube sampling is adopted. Later, to verify the fitting
capability of CGAN, the tests on the dataset are performed. To optimize the shape of the model
using uncertainty parameters, each adjustment in the parameters undergoes a shape optimization
process. However, when the coefficient of variation is 0.02, the influence of random variables on electric
potential is insignificant. Hence, to conserve computational resources, the shape optimization analysis
is performed on uncertain parameters using a coefficient of variation of 0.02. The objective of this
analysis was to investigate how alterations in shape affect the electric potential. The optimal shape
coordinates are derived by leveraging predictive models and incorporating uncertainty parameters.
Additionally, the sample set from 100 to 2000 samples is expanded to conduct a more comprehensive
analysis. Table 4 shows the improvement of maximum electric potential before and after optimization.
In Table 4, P1 and P2 represent the coordinates of two points located on the right side of the example.
The electric potentials recorded in the table are the values at the midpoint of the line connecting P1

and P2, providing a direct measure of the electric potential magnitude within the model. Subsequently,
the optimization model in Scenario 4 is employed using different random parameters to obtain
their electric potential, facilitating uncertainty quantification through the CGAN-IGA method. In
Fig. 10, the electric potential’s predicted values from the optimization model with various random
parameters are depicted. Observing Fig. 10, a gradual decrease in the maximum potential linked
with the optimized model is evident with the increment of C1111. Moreover, the rise in e333 results in
a higher maximum electric potential observed in the optimized model, especially when considering
the interplay of two random variables, C1111 and e333. Table 5 presents the anticipated values and
standard deviations of the electric potential for optimal models utilizing an expanded dataset with
a coefficient of variation set at 0.02. These findings underscore the suitability of CGAN-IGA for
effectively quantifying uncertainties in piezoelectric problems. According to reference [54], under the
boundary conditions of scenario 1, the analytical solution for the electric potential at the midpoint
of the line connecting points P1 and P2 on the right side of a piezoelectric clamped tapered panel is
1.73E−08V. The reference solution obtained in this paper is 1.72E−08V, with a difference of 0.5%,
thereby verifying the correctness of the solution in this paper.

Table 4: Comparison of CGAN prediction results on the test set with the original model

Scenario C1111 e333 P1 P2 Electric potential Optimization effect (%)

1 1.39E+05 1.38E+07 (48, 44) (48, 60) 1.72E−08 0
2 1.44E+05 1.38E+07 (48, 46.5) (48, 66) 1.75E−08 1.32
3 1.39E+05 1.48E+07 (48, 47) (48, 66) 1.84E−08 6.97
4 1.37E+05 1.48E+07 (48, 48) (48, 66) 1.86E−08 7.91
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Figure 10: (a and b) show the values predicted of electric potential using CGAN under the change in
parameters C1111 and C1111 + e3333, respectively

Table 5: The anticipated mean and standard deviations of the forecasted electric potential values are
derived from the extended dataset (CV = 0.02)

Random variable Expected values Standard deviations

C1111 1.78E−08 3.38E−10
C1111 + e333 1.78E−08 3.20E−10

5.2 Flexoelectric Truncated Pyramid
5.2.1 Static Analysis of Truncated Pyramid

The truncated pyramid model is often used model in flexoelectric problems because the model can
generate significant strain gradients under excitation. Therefore, the model selected for examination
in this section is the one depicted. The meshing of the truncated pyramid model, depicted in Fig. 11,
is shown. The bottom edge of the pyramid remains stationary, while a consistent force with strength
F acts upon its top edge. Table 6 provides the material parameters and dimensions used in the model.
By using the IGA method, the electric potential is obtained as shown in Fig. 12.

h

1a

2a

V

F

1x

2x

(a) (b)

Figure 11: (a) illustrates the application of a uniformly distributed force denoted as F to the upper
edge of the truncated pyramid model. (b) depicts the discretization meshing of the model
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Table 6: Truncated pyramid’s material parameters

Type Symbol Magnitude Unit

Upper edge width a1 750 μm
Lower edge width a2 2250 μm
Thickness h 750 μm
Distributed force F 6 N/μm

(a) (b)

Electric potential (V) Mesh

Figure 12: (a) illustrates the distribution of overall electric potential ϕ, while (b) provides the mesh
information

5.2.2 Verification of CGAN Method in Flexoelectric Problems

The verification process for the CGAN method in flexoelectric problems is carried out similarly
to the previous example. Second-order NURBS basis functions were used for flexoelectric material
examples to enhance the geometric representation and solution continuity. Selected randomly as input
parameters are Young’s modulus denoted as Y and a force uniformly distributed, labeled as F . The
range of variation and statistical characteristics of these parameters are presented in Tables 7 and 8.
The designated output variable is the maximum electric potential observed at the lower edge.

Table 7: The range and statistical characteristics of random variables (CV = 0.02, 0.04 and 0.06)

Variables μ The range of input variables is denoted as [Lower, Upper]

CV = 0.02 CV = 0.04 CV = 0.06

Y 1.00E+11 [9.47E+10, 1.05E+11] [9.25E+11, 1.11E+11] [8.65E+10, 1.15E+11]
F 6.00E+06 [5.67E+06, 6.36E+06] [5.41E+06, 6.76E+06] [5.10E+06, 6.68E+06]

Table 8: The range and statistical characteristics of random variables (CV = 0.08, 0.10 and 0.15)

Variables μ The range of input variables is denoted as [Lower, Upper]

CV = 0.08 CV = 0.10 CV = 0.15

Y 1.00E+11 [7.74E+10, 1.20E+11] [7.37E+11, 1.28E+11] [7.19E+10, 1.43E+11]
F 6.00E+06 [4.56E+06, 7.04E+06] [4.30E+06, 7.33E+06] [3.94E+06, 8.23E+06]

Fig. 13 illustrates a comparison of the electric potential produced by the material under excitation,
demonstrating outcomes from both CGAN and IGA methods. Young’s modulus is utilized as a
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stochastic input parameter for uncertainty quantification purposes. The comparison results demon-
strate the agreement between the results obtained from IGA and CGAN simulations, indicating the
effectiveness of the algorithm. Moreover, the results present the significant role played by Young’s
modulus in determining the potential generated by material excitation. The observed discrepancy can
be ascribed to the impact of Young’s modulus on the structural stiffness, consequently influencing
the resulting electric potential. A comparative analysis of the electric potential, derived from both
CGAN and IGA approaches, is illustrated in Fig. 14, considering a uniformly distributed force as a
stochastic parameter. The graph illustrates a rise in the electric potential’s intensity with the increase in
the uniformly distributed force. In this analysis, both Young’s modulus and the uniformly distributed
force are treated as stochastic input parameters. To delve deeper into the mechanical characteristics of
flexoelectric material, Fig. 15 illustrates the comparative outcomes of CGAN and IGA. Significantly,
CGAN exhibits the ability to establish a surrogate model concerning mechanical characteristics,
even when dealing with a limited dataset, thereby guaranteeing accuracy in computations. This
distinguishing feature distinguishes CGAN from conventional uncertainty quantification techniques,
such as MCs.
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Figure 13: Predicted values of the electric potential of truncated pyramid model under different
coefficients of variation using Young’s modulus Y
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Figure 14: (Continued)
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Figure 14: The anticipated electric potential values of the truncated pyramid model are examined under
various coefficients of variation across distinct distributed force scenarios F
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Figure 15: The anticipated electric potential values of the truncated pyramid model are evaluated
across various coefficients of variation, considering different combinations of Young’s modulus Y
and uniformly distributed force F

5.2.3 Uncertainty Quantification Based on Optimal Truncated Pyramid Model under Uncertain
Parameters

Similar to Section 5.1.3, the influence of parameter variations on the shape of the flexoelectric
model is investigated using Young’s modulus Y and uniformly force F in this section to obtain the
optimal model. Subsequently, the optimal model is employed to perform uncertainty quantification.
To be specific, adjustments are made to the horizontal coordinates of control points along the left and
right edges of the truncated pyramid model, within a 20% range. The control points of the model are
depicted in Fig. 16, with the optimized area of control points indicated by the red dashed box. All other
arrangements of the example remain consistent with the truncated pyramid model in Section 5.2.1.

To verify the generalization ability of CGAN, 80% of the dataset for training are allocated and
the remaining 20% for testing are retained. The discrepancy between the predicted values obtained
from the test results and those derived from the IGA results is less than 2%. The shape optimization



2606 CMES, 2024, vol.140, no.3

analysis of a truncated pyramid model with uncertain parameters using a coefficient of variation of
0.02 is conducted. The optimal shape coordinates of the model are obtained by changing uncertainty
parameters and expanding the sample set from 100 samples to 2000 samples. In Table 9, the anticipated
enhancements in the maximum electric potential are presented, both pre and post optimization. Fig. 17
shows the electric potential distribution corresponding to the parameters in Table 9, and Fig. 18
displays the shape and control points of the model post-optimization, while in Fig. 19, the shape
and control points of the model after optimization are depicted. Fig. 19 gives the predicted values
of the electric potential of the optimal model in Scenario 4 using the different Young’s modulus Y ,
uniformly force F , and their combination. A noticeable trend is observed wherein an elevation in
Young’s modulus results in a gradual decline in the predicted electric potential values. Conversely,
the behavior exhibits the opposite trend for using different uniformly distributed forces. Even when
both of these parameters are altered simultaneously, the anticipated electric potential values of the
optimized model exhibit a consistent pattern, aligning consistently with our earlier discourse.

Figure 16: The control points of the truncated pyramid IGA model where the control points inside the
red dashed box are optimized using the CGAN method

Electric potential (V)

(a) Scenario 2 (b) Scenario 3 (c) Scenario 4

Figure 17: (a–c) Correspond to the electric potential distributions of optimization models of Scenario
2, Scenario 3, and Scenario 4

Mesh

(a) Scenario 2 (b) Scenario 3 (c) Scenario 4

Figure 18: The shape obtained by Scenario 2, Scenario 3 and Scenario 4 using the CGAN method
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Figure 19: The predicted values of electric potential obtained from the CGAN method under changes
in parameters Y , F , and Y + F , respectively

Table 9: Comparison of CGAN prediction results on the test set with the original model

Scenario Y F Electric potential Optimization effect (%)

1 1.00E+11 6.00E+06 3.70E−03 0
2 9.27E+10 6.00E+06 5.49E−03 48.33
3 1.00E+11 6.38E+06 5.65E−03 52.59
4 9.63E+10 6.28E+06 5.72E−03 54.61

6 Conclusions

This research introduces the CGAN-IGA method, a novel computational framework integrating
IGA with CGAN, for optimizing the shapes of dielectric solids and quantifying their mechanical
uncertainties. Key outcomes of our study include:

1. Efficiency and Accuracy: IGA’s integration minimizes repetitive meshing, significantly
enhancing the efficiency and accuracy of the computational processes involved in uncertainty
quantification.
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2. Optimization Acceleration: By incorporating CGAN, the optimization and uncertainty quan-
tification processes under uncertain parameters are expedited, demonstrating a leap in com-
putational speed and reliability.

3. Empirical Validation: The CGAN-IGA approach has been rigorously tested through several
numerical examples, validating its accuracy and confirming its robustness for practical appli-
cations.

To address these limitations and further advance the field, subsequent research will focus on:

1. Enhancing Analytical Techniques: More sophisticated methods will be developed for analyzing
materials that exhibit complex behavior due to multidimensional variable influences.

2. Advancing Surrogate Model Accuracy: Cutting-edge deep-learning strategies will be explored
to refine the accuracy and stability of surrogate models, thereby enhancing the dependability
of uncertainty quantification efforts.

These initiatives are expected to refine the methodology and extend its applicability to more
complex systems, thereby enriching the tools available for materials science and engineering research.
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