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ABSTRACT

Sintering, a well-established technique in powder metallurgy, plays a critical role in the processing of high melting
point materials. A comprehensive understanding of structural changes during the sintering process is essential for
effective product assessment. The phase-field method stands out for its unique ability to simulate these structural
transformations. Despite its widespread application, there is a notable absence of literature reviews focused on
its usage in sintering simulations. Therefore, this paper addresses this gap by reviewing the latest advancements
in phase-field sintering models, covering approaches based on energy, grand potential, and entropy increase.
The characteristics of various models are extensively discussed, with a specific emphasis on energy-based models
incorporating considerations such as interface energy anisotropy, tensor-form diffusion mechanisms, and various
forms of rigid particle motion during sintering. Furthermore, the paper offers a concise summary of phase-field
sintering models that integrate with other physical fields, including stress/strain fields, viscous flow, temperature
field, and external electric fields. In conclusion, the paper provides a succinct overview of the entire content and
delineates potential avenues for future research.
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1 Introduction

Sintering is a well-established technique in the powder metallurgy industry [1,2]. Some materials
with high melting points, such as ceramics and refractory metals like tungsten, are challenging to
process using conventional casting methods. However, they can be easily processed through sintering
technology [3,4]. Understanding the mechanisms behind structural densification and microstructural
evolution during the sintering process holds significant importance for evaluating the performance
of sintered products. To achieve this, various methods for simulating the sintering process have been
proposed [5–7]. On one hand, macroscopic finite element models based on continuum theory can accu-
rately predict the spatial distribution of stress and strain in the structure during the sintering process
[8–10]. However, these methods require direct tracking of grain interfaces during sintering, involving
solving coupled equations for grain boundary and surface diffusion. Due to the disappearance of
pores or grain boundaries during the sintering process, significant changes occur in the microstructural
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topology, adding to the complexity of the problem and imposing limitations on such models [11–13].
On the other hand, simulation methods that do not require direct interface tracking include molecular
dynamics simulations [14,15], Monte Carlo simulations [16–19], cellular automata [20,21], and phase-
field methods [22–24]. These methods have found increasingly widespread application in simulating
the sintering process, offering advantages in terms of not requiring direct interface tracking.

The phase-field method eliminates the need for direct interface tracking by indirectly reflecting the
evolution of microstructures through variations in order parameters. As a result, it possesses unique
advantages in simulating microstructural evolution [25,26]. The application of the phase-field method
has become increasingly widespread in various fields such as materials science [27,28]. Several review
articles have summarized the use of the phase-field method in the development of novel materials
[29,30]. Others have focused on its application in simulating material fracture behavior [31,32], and
some have elucidated its application in simulating microstructural evolution under complex conditions
[33,34]. However, there is a limited number of literature reviews specifically addressing the application
of the phase-field method in sintering simulations. With the continuous development of additive
manufacturing technologies like selective laser sintering, there is a pressing need for comprehensive
models in this area to provide theoretical guidance for advanced manufacturing techniques.

This article provides a comprehensive overview of the latest research advancements in phase-
field sintering models, as shown in Fig. 1. In Section 2, a summary of energy-based phase-field
sintering models is presented. Commencing with the introduction of the fundamental phase-field
sintering model, subsequent discussions address models that incorporate considerations for interface
energy anisotropy, anisotropic diffusion mechanisms, and the rigid motion of sintering particles.
Additionally, a compilation of phase-field sintering models is provided, exploring their coupling with
other physical fields such as stress/strain fields, viscous flow, temperature fields, and external electric
fields. Lastly, an overview is presented for multi-component and multi-physics coupled phase-field
sintering models. Section 3 introduces phase-field sintering models based on the grand potential.
Moving on to Section 4, an exploration of entropy-based phase-field sintering models is conducted.
Section 5 provides insights into the research progress of phase-field simulations in the additive
manufacturing field. Section 6 outlines the numerical solution methods for phase-field models. In
conclusion, Section 7 summarizes the article and outlines prospects for future research directions.

Energy-based 

PFM

Grand potential

PFM

Entropy-based 
PFM

Figure 1: Schematic representation of different phase-field models (PFM) for sintering
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2 Energy-Based Phase-Field Sintering Model
2.1 Fundamental Formulation of the Phase-Field Sintering Model

In the phase-field method, the evolution of microstructural changes is typically represented
through a set of continuous order parameters that vary over time and space. These order parameters
exhibit continuous and rapid changes within the interface region, implicitly capturing variations in the
geometric structure of the interface. This approach avoids the direct tracking of interface geometry.
The order parameters within the phase-field framework can be broadly categorized into two types:
conservation order parameters and non-conservation order parameters. In the context of phase-field
sintering models, the most common type of conservation order parameter is the concentration field
or mass density field. As illustrated in Fig. 2, a mass density value of ρ = 1 signifies a sintered solid
at that location, while ρ = 0 indicates a pore or air. Given the necessity to uphold the law of mass
conservation throughout microstructural evolution, this type of order parameter is referred to as a
conservation order parameter. Conversely, the other category, non-conservation order parameters,
exclusively convey structural and crystallographic orientation information at specific spatial locations.
For instance, in Fig. 2, the order parameter η1 = 1 indicates the presence of grain 1 at a given location,
whereas η2 = 1 denotes the occupation of that location by grain 2.

Figure 2: Schematic representation of two types of order parameters in the phase-field model [35].
Copyright (2014), with permission from Elsevier

The evolution of conservation order parameters is governed by the Cahn-Hilliard diffusion
equation [36], whereas the evolution of non-conservation order parameters is determined by the Allen-
Cahn equation [37]:

∂ρ

∂t
= ∇ ·

[
M∇ δF

δρ

]
(1)

∂ηi

∂t
= −L

δF
δηi

(2)

In the above equations, L denotes the kinetic coefficient associated with grain boundary migration,
M represents the material diffusion coefficient, and F signifies the system’s free energy. Typically, the
system’s free energy can be expressed as a function of these two types of order parameters [38,39]:
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F =
∫

V

[
f (ρ, η) + 1

2
κρ|∇ρ|2 + 1

2

N∑
i=1

κη|∇ηi|2

]
dV (3)

where f (ρ, η) stands for the free energy density of the system, κρ and κη represent the gradient energy
coefficients.

Based on this model, Kumar et al. [40] initially simulated the sintering process of two unequal-sized
circular particles. As shown in Fig. 3, the sintering process begins with the contact of the two particles.
In the initial stage of sintering (from normalized time 0 to 0.01), there is no significant change in the
sizes of the two particles; only the neck between them grows continuously. In the mid-stage of sintering
(from normalized time 0.01 to 0.5), the neck size remains constant while the size of the smaller particle
gradually decreases, and the larger particle coarsens. Once the normalized time 0.5 is reached, the grain
boundaries start migrating towards the smaller particle at a slower speed, causing an increase in the
shrinkage rate of the smaller particle. As the sintering progresses to the final stage (from normalized
time 0.5 to 1.0), the rapid movement of the grain boundaries leads to a rapid reduction in the sizes
of both the neck and the smaller particle until they disappear. The driving force for grain boundary
migration is jointly determined by the changes in the bulk free energy and the interfacial energy during
the sintering process. In the initial stage of grain boundary migration, the reduction in bulk free energy
generates the migration driving force, while the increase in interfacial energy with the growth of the
grain boundary size generates migration resistance, resulting in a low grain boundary movement speed.
As the grain boundary progressively encircles the smaller particle, the migration resistance gradually
turns into a migration driving force, leading to a rapid increase in grain boundary movement speed
during the later stages of sintering.

Figure 3: Sintering evolution of two circular particles with different sizes in phase-field simulation,
where red numbers indicate normalized time [40]. Copyright (2010), with permission from Elsevier

Choudhuri et al. [41] systematically investigated the influence of curvature on microstructural
evolution during the sintering process using models involving two, three, and four particles. They
pointed out that flat grain boundaries and solid surfaces do not affect the three stages of sintering.
Local curvature only impacts the degree of coarsening of the sintering neck, and the effect of
grain boundary energy on the length of the sintering neck is greater than that of surface energy.
Kang et al. [42] employed the phase-field method to explore the microwave sintering mechanisms of
different metal materials. They conducted microwave sintering simulations for two metal materials,
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Ti and Al, which exhibit distinct electromagnetic properties. They found that the sintering rate of Ti
is significantly higher than that of Al. Theoretical analysis indicated that the heat generated by eddy
current losses during the sintering process leads to differing heating efficiencies on the surfaces of
the two metal particles. This discrepancy results in a larger surface diffusion rate for Ti compared
to Al. Additionally, moving charges experience a Lorentz force directed toward the particle’s interior
in a magnetic field, which hinders bulk diffusion. As the induced current is greater for Al, its bulk
diffusion rate is slower. The combined effects of these factors result in a faster sintering rate for
Ti. Yan et al. [43] conducted simulations on the sintering mechanism of Ti6Al4V powder particles
during the preheating process in electron beam additive manufacturing. Initially, a heat flow model
was employed to simulate potential liquid-phase sintering during the preheating process. The study
revealed that partially molten particles retained their spherical shape due to surface tension, indicating
scarce occurrence of liquid-phase sintering during preheating. Subsequently, the phase-field method
was applied to simulate the solid-phase sintering process that might take place during preheating. It
was observed that the preheating temperature significantly influences the growth of the sintering neck.
The simulations highlighted that solid-phase sintering predominantly governs particle behavior during
preheating, aligning with experimental observations.

In phase-field sintering models, it is common to introduce various dynamic parameters, which
can impact the accuracy of simulation results. Mukherjee et al. [44] investigated the influence of grain
boundary mobility and material diffusion coefficients on the microstructural evolution of nanoporous
spherical aggregates. As depicted in Fig. 4, when the grain boundary mobility L is relatively low, stable
grain boundaries can form between grains on the exterior of the aggregate. The internal pores within
the aggregate remain interconnected, diffusing outward through surface diffusion. Individual grains
inside the aggregate gradually dissolve due to Ostwald ripening, ultimately giving rise to a hollow shell
structure. Conversely, with an increase in the grain boundary diffusion coefficient MGB, the rate of
grain boundary diffusion filling the pores becomes faster than Ostwald ripening. This leads to the
eventual formation of a completely dense inner sphere within the aggregate.

Figure 4: Comparison of sintering evolution morphologies of nanospherical aggregates with different
grain boundary mobilities and diffusion coefficients [44]. Copyright (2010), with permission from
American Chemical Society



1170 CMES, 2024, vol.140, no.2

Apart from dynamic parameters, the influence of pores on grain growth during the sintering
process has also been extensively studied. Ahmed et al. [45] investigated the effect of pores on
grain growth in porous CeO2. They highlighted that pores impose resistance at grain boundaries,
hindering grain boundary motion and thereby suppressing grain growth. As pores move with the
grain boundaries, their shapes continuously change. As shown in Fig. 5, pores may detach from
the interfaces and enter the interior of grains (enclosed within hexagonal frames) or convert from
internal voids within grains to pores at grain boundaries (enclosed within square frames). Pores at the
junctions of four grains or three grains tend to evolve into pores at the junction of two grains (enclosed
within diamond frames). Moreover, voids at the junction of two grains may combine with other grain
boundaries, forming multiphase boundary pores (enclosed within square frames). With an increasing
pore fraction, the growth rate of grain boundaries shifts gradually from being controlled by the grain
boundaries to being governed by pores. Therefore, for accurately determining grain growth rates, it
is crucial to consider factors such as pore fraction, pore size, and pore location of the microstructure
within phase-field simulations. Du et al. [46] investigated the deformation of pores during the sintering
process. They found that the presence of pores enhances grain coarsening in their vicinity, accompanied
by changes in the pore shapes. Circular and square pores initially evolve into approximately circular
polygonal pores, while rectangular and elliptical pores eventually transform into elliptical pores. Grain
boundaries intersecting with the pore surface gradually become perpendicular to the pore surface.
With an increase in the curvature radius of the pores, the influence of grain coarsening on pore
shape diminishes. Hötzer et al. [47] investigated changes in the pores between grain boundaries in
three-dimensional ideal hexagonal grain structures. They observed three relationships between pores
and grain boundaries during grain growth: constant attachment, partial separation, and complete
separation. These relationships are significantly influenced by the initial positions of the pores. Similar
to the two-dimensional case, in the three-dimensional scenario, voids at the junction of four grains
initially detach from one grain, then separate from another grain, forming pores at the junction of two
grains. These ultimately evolve into internal pores within the grains. The distance between the voids
does not affect this process. Liu et al. [48] simulated the grain growth in the later stages of sintering
for porous ceramics. Their results indicated that, when the number of voids remains constant, larger
voids lead to faster grain growth. On the other hand, when the pore fraction remains constant and
the number of voids increases, resulting in smaller voids, the grain growth rate slows down. These
conclusions align with Zener’s hypothesis of the critical grain size. In another study [49], they examined
the sintering process of a porous ceramic with a pore fraction of 25.6%. They found that in the initial
stages of sintering, grain boundary diffusion and surface diffusion are the dominant mechanisms. The
rate of sintering neck thickening obtained from the phase-field simulation also matched the results
of classical sintering theory analysis. Rehn et al. [50] conducted similar research and found that for
ceramics with low pore fractions, the number of pores dominates grain growth resistance. However,
at higher pore fractions, pore size becomes the primary factor in grain growth resistance. Compared
to pores with a uniform size distribution, pores with a random size distribution generate greater grain
growth resistance. This finding aligns with simulations by Berry et al. [51] in the context of solid-state
sintering of UO2.

Additionally, microstructures obtained through phase-field simulations can be imported into
other models to further simulate changes in their physical properties. For instance, Wang et al. [52] first
employed phase-field simulations to investigate the evolution of porous structures in two-dimensional
ceramic films under various sintering conditions. They then utilized resistor network models and
effective medium theories to calculate their electrical conductivity. They discovered significant changes
in the electrical transport properties of ceramic films under different sintering conditions, highlighting
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the significant role of phase-field sintering simulations in the development and optimization of
advanced ceramic structures. Abdeljawad et al. [53] combined the phase-field sintering model with
an electrochemical battery model to study the impact of sintering-induced coarsening of Ni in porous
anode materials composed of Ni and ZrO2 on the electrochemical performance of solid oxide fuel
cells. By obtaining the structural characteristics of the anode material through phase-field simulations
and using them as initial conditions for the electrochemical battery model, they assessed the cell’s
performance. The results indicated that the grain size and proportion of Ni and ZrO2 significantly
influence the stability of the microstructure and electrochemical performance of the cell.

Figure 5: Pore motion evolution at various times in phase-field simulation of porous CeO2 [45].
Copyright (2016), with permission from Springer

In addition to using the mass density field as a non-conserved order parameter, Asp et al. [54]
proposed a phase-field sintering model based on vacancy diffusion. This model, compared to the most
basic phase-field sintering model, does not have any fundamental differences. The key distinction lies
in defining the non-conserved order parameter as the vacancy content. In this model, the sintered
region is characterized by a low vacancy content, the surrounding pores have a high vacancy content,
and the vacancy content at interfaces varies continuously between these two extremes. The model then
employs the common thermal vacancy model found in crystals to derive the energy expression for the
structure. The results of dual-particle sintering simulations using this model demonstrate that it can
achieve consistent results with traditional phase-field sintering models.

2.2 Phase-Field Sintering Model with Anisotropic Interfacial Energy
During the sintering process, the anisotropy of grain boundary energy between grains with

different orientations can lead to significant variations in the final sintered morphology [55]. To
simulate the directional growth of plate-like Al2O3 particles, Shinagawa et al. [56] employed ellipsoidal
functions to calculate the gradient energy coefficients:

κi =

⎧⎪⎪⎨
⎪⎪⎩

1
1 + δ

· [1 − δ cos (2 (θ − θ0))] π i + (θm − θ0) ≤ θ ≤ π (i + 1) − (θm − θ0)

cos θ

cos θm

· [1 − δ cos (2 (θ − θ0))] π i − (θm − θ0) ≤ θ ≤ π i + (θm − θ0)

(4)

In the equation above, κi represents the gradient energy coefficient for the ith grain, θ0 = π i/N is
the orientation angle of that grain, δ is a constant indicating the degree of anisotropy, and θm = π/6 is
introduced to prevent structural instability caused by strong anisotropy. θ is the grain boundary angle
and can be expressed as:
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θ = tan−1

[
∂ηi/∂y
∂ηi/∂x

]
(5)

According to crystal growth theory, the grain boundary mobility L can be expressed as a function
of the driving force for grain growth 	g:

L =
⎧⎨
⎩

L0 h < 0, 1 ≤ h
L0 exp (2 − 2/h) 0.25 ≤ h < 1
0.01L0 0 ≤ h ≤ 0.25

(6)

h = 	g
	gc

= 2γ Vm

	gc

(
1
r∗ − 1

r

)
(7)

where 	gc is the critical driving force, r is the effective radius calculated based on grain area, r∗ is the
critical radius, and γ is the grain boundary energy.

Fig. 6 illustrates the grain growth morphology at the same time step with isotropic (δ = 0) and
anisotropic (δ = 0.4) grain boundary energies. In contrast to the uniform growth of polygonal grains
with isotropic grain boundary energy, the growth under anisotropic mechanism tends to occur in a
fixed direction, resulting in the formation of plate-like grains. Additionally, when the grain boundary
energy becomes anisotropic, the grain growth exponent changes from 2 to 5, indicating a significantly
reduced growth rate. Moreover, when the initial grain size distribution is broader, a larger number of
plate-like grains are formed. Li et al. [57] employed a three-dimensional phase-field method to simulate
the evolution of tungsten carbide (WC) grain morphology caused by interface energy anisotropy
during the sintering process. With progressing simulation time, spherical grains quickly transform
into polyhedra composed of multiple facets to minimize the system’s free energy. The lower interface
energy facets expand continuously, eventually forming prismatic grains. Furthermore, when the ratio
of interface energy σ0110/σ1010 is 1.6, prismatic grains with a truncated cross-section can be formed,
aligning with experimental results observed in low-carbon alloys. When this ratio exceeds 2, the
simulated grain morphology becomes fully prismatic, consistent with experimental results observed
in high-carbon alloys.

Figure 6: Phase-field simulation of polycrystalline morphology of Al2O3 at the same time step with (a)
isotropic and (b) anisotropic grain boundary energies [56]. Copyright (2016), with permission from
Elsevier

2.3 Phase-Field Sintering Model with Anisotropic Diffusion Mechanism
During the sintering process, material diffusion often occurs along specific directions. Deng [58]

proposed a phase-field sintering model that incorporates direction-dependent diffusion, suggesting
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that surface and grain boundary diffusion only occur along the tangent direction of the interfaces.
Specifically, they extended the scalar diffusion coefficient into a tensor form:

M = MsfTsf + MgbTgb + MatI (8)

Tsf = I − nsf ⊗ nsf (9)

Tgb = I − ngb ⊗ ngb (10)

where I represents the identity tensor, nsf = ∇ρ

|∇ρ| is the unit normal vector on the surface, and ngb =
∇ηi − ∇ηj

|∇ηi − ∇ηj| is the unit normal vector on the grain boundary.

Fig. 7 illustrates a comparison of sintering morphologies between the cases with and without
direction-dependent diffusion mechanisms for two hexagonal grains. It can be observed that under
the scalar diffusion mechanism, although the grain surfaces gradually smooth out, the overall grain
morphology deviates significantly from the sintering equilibrium state. In contrast, under the tensor
diffusion mechanism, both surface and grain boundary diffusion drive the interface curvatures to
become consistent, leading to the formation of the sintering equilibrium state. This alignment with
theoretical predictions highlights the significant importance of considering the tensor form of material
diffusion mechanisms for the accuracy of the phase-field sintering model. Chockalingam et al. [59] also
employed a tensor diffusion mechanism to investigate the sintering process of silver nanoparticles.
Fig. 8 compares the phase-field simulation results with experimental data from Asoro et al. [60].
It can be observed that the density field obtained from the phase-field simulation closely matches
the experimental results. However, the predicted grain dihedral angles deviate significantly from the
experimental results. In the experiment, the dihedral angle remains acute from 0 to 15 min, whereas
the phase-field simulation’s dihedral angle gradually increases from an acute to an obtuse angle. This
discrepancy can be attributed to the phase-field simulation not accounting for the potential influence
of carbon impurities on the silver particle surfaces in the experiment, leading to differences in diffusion
coefficients and resulting in deviations from the experimental results. Additionally, considering factors
such as silver particle size and sintering temperature, they obtained results that were consistent with
the experimental findings.

Figure 7: Sintering morphological changes of two hexagonal grains under (a) scalar and (b) tensor
diffusion mechanisms [58]. Copyright (2012), with permission from J-STAGE

Guo et al. [61] investigated the anomalous grain growth observed in the late stage of sintering
in porous UO2 pellets. They found that, under the tensor diffusion mechanism, the evolution of the
microstructure is also influenced by the volume fraction of pores and the size of pores. When the pore
volume fraction is high, grain growth is significantly inhibited, while at lower pore volume fractions,
grain growth remains unaffected. Additionally, smaller pore sizes may lead to more pronounced
anomalous grain growth at low pore volume fractions. Wei et al. [62] used the phase-field method to
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simulate the densification of Al2O3-ZrO2 ceramics during sintering. They simultaneously considered
three types of order parameters: density field, composition field, and grain orientation field. The
results showed that a higher initial relative density leads to larger average grain size and density in
the sintered ceramics. On the other hand, a higher volume fraction of ZrO2 results in smaller density
and average grain size of the sintered product. Overall, the average grain size is more sensitive to these
factors. Ahmed et al. [63] also statistically analyzed the grain growth exponent of porous CeO2 ceramics
during sintering under the tensor diffusion mechanism. The phase-field simulation results showed
that for fully dense CeO2 ceramics, the relationship between the average grain size and sintering time
follows a parabolic curve, consistent with theoretical predictions for grain growth controlled by grain
boundaries. When the pore volume fraction is increased to 1%, the obtained grain growth exponent
is 2.5, indicating a competition between pore-controlled and grain boundary-controlled grain growth.
When the pore volume fraction is further increased to 4%, the grain growth exponent increases to
4, indicating dominance of pore-controlled grain growth. Under the tensor diffusion mechanism,
with increasing pore density, the transition from grain boundary-controlled to pore-controlled grain
growth occurs. This phenomenon has also been observed in the phase-field simulation of UO2 particle
sintering [35,64]. Sun et al. [65] conducted further simulations of the sintering process for different
shapes of UO2 particles. They found that initial spherical morphology of ceramic powders is more
conducive to effective sintering. In a related study, Jing et al. [66] investigated the influence of the ratio
of surface diffusion coefficient to grain boundary diffusion coefficient, denoted as Msf/Mgb, on the
neck growth during sintering. They observed that a larger Msf/Mgb ratio leads to faster neck growth.
With prolonged sintering time, all simulation outcomes converge to a consistent level of densification,
indicating that the impact of Msf/Mgb on the degree of structural densification is minimal.

Figure 8: Morphological changes of two equally sized silver particles sintered at 400°C for 15 min:
(a–c) experimental results, (d–f) phase-field simulation results [59]. Copyright (2016), with permission
from Elsevier

2.4 Phase-Field Sintering Model with Particle Rigid Motion
During the sintering process, the free surfaces and grain boundaries serve as sources and sinks

for vacancies, respectively. The vacancy or mass diffusion caused by them leads to the rigid-body
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motion of grains, ultimately resulting in macrostructural contraction and densification. To address the
limitations of phase-field sintering models in simulating grain rigid-body motion, Kazaryan et al. [67]
were the first to consider the additional contribution of grain rigid-body motion to mass flux.
Specifically, they modified the Cahn-Hilliard equation that governs the evolution of the local density
field as follows:
∂ρ

∂t
= ∇ ·

[
M∇ δF

δρ
− ρv

]
(11)

In the above equation, v represents the local velocity. Within the grains, the local velocity is
equivalent to the rigid-body motion velocity of the grains, whereas at the grain boundaries, the local
velocity needs to be solved based on the steady-state condition (∂ρ/∂t)gb = 0. Fig. 9 compares the
evolution of an initial circular pore within two grains with and without the rigid-body correction term.
It can be observed that with the introduction of the rigid-body motion correction term, the pore size
continuously contracts, and the degree of microstructural densification increases, which aligns well
with the theoretical solution proposed by Pan et al. [12]. On the other hand, when not considering grain
rigid-body motion, the pore only relaxes into an elliptical shape without significant size contraction.

Figure 9: Variations in pore morphology: (a) without considering rigid motion and (b) introducing
rigid motion [67]. Copyright (1999), with permission from Elsevier

The model proposed by Kazaryan et al. [67] treats the local velocity as an independent variable
and does not explicitly couple the grain rigid-body motion with the phase-field order parameter. Wang
[68] further developed a phase-field sintering model based on both grain translational and rotational
rigid-body motion. Initially, he introduced an advection velocity field vtotal to describe the collective
rigid-body motion of all grains within the microstructure:

vtotal =
∑

α

vadv (α) =
∑

α

[vt (α) + vr (α)] (12)

where vt(α) and vr(α) represent the translational and rotational velocities of the α grain, respectively.
For each grain, the local effective force inducing its own rigid-body motion is given by:

dF(α) = κ
∑
α �=β

(ρ − ρ0) δ [∇η (α) − ∇η (β)] d3r (13)
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δ =
{

1, if η(α) · η(β) ≥ c
0, otherwise (14)

Here, κ represents the local effective force constant, ρ0 is the equilibrium value of the density field
at the grain boundaries, and c is the threshold determining the grain boundary region. From the above
expression, it can be observed that the local effective force is only generated at the grain boundaries,
with the magnitude of the force determined by the gradient difference of the order parameter at the
grain boundaries. The magnitude of the local effective force experienced by adjacent grains is equal,
but their directions are opposite, satisfying the principle of action and reaction.

By globally integrating the local effective force, the resultant force and torque experienced by the
α grain can be further obtained as follows:

F(α) =
∫

V

dF(α) (15)

T(α) =
∫

V

[r − rc(α)] × dF(α) (16)

where rc(α) is the position vector of the center of mass of the α grain. Due to the dissipative nature
of grain motion during sintering, the translational and rotational constants mt and mr are introduced,
and the translational and rotational velocities of the α grain can be obtained as follows, considering
the grain size V(α):

vt(α) = mt

V(α)
F(α)η(α) (17)

vr(α) = mr

V(α)
T(α) × [r − rc] η(α) (18)

Finally, the Cahn-Hilliard equation and the Allen-Cahn equation are modified as follows:

∂ρ

∂t
= ∇ ·

[
M∇ δF

δρ
− ρvtotal

]
(19)

∂η(α)

∂t
= −L

δF
δη(α)

− ∇ · [η(α)vadv(α)] (20)

Based on the aforementioned model, Biswas et al. [69] investigated the specific changes in the rigid
body motion velocities of two tungsten metal particles during the sintering process. They found that
the particle size, relative positions, and distribution of surrounding pores have a significant impact
on the translational and rotational velocities of sintering particles, leading to distinct microstructures.
For instance, Fig. 10 compares the distribution of rigid body motion velocities for two equally-sized
particles and two particles with different sizes at 1800 K temperature. When the particle sizes are the
same, the particles maintain equal magnitudes of translational velocities in opposite directions. The
translational velocities in the vertical direction and the rotational velocities around the center of mass
are negligible, while the translational velocities in the horizontal direction cause the particles to move
towards the grain boundary, promoting structural densification. When particle sizes are unequal, the
smaller particle exhibits a greater translational velocity, while the larger particle has a larger rotational
velocity around the center of mass. The translational velocities also consistently forces the particles to
move towards the grain boundary, accelerating the disappearance of the smaller particle.
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Figure 10: Comparison of particle rigid motion velocities between same-size particles and unequal-
size particles: (a and b) horizontal velocity component, (c and d) vertical velocity component, (e and
f) rotational velocity about the center of mass [69]. Copyright (2018), with permission from Springer

Seiz et al. [70], on the other hand, neglected the influence of rigid body rotational velocities and
simulated the sintering process of a finite-length, equally-sized linear particle chain. The results indi-
cated that simulations without considering rigid motion exhibited lower degrees of densification. With
increasing chain length, the extent of structural densification also changed, contradicting theoretical
analyses. In contrast, simulations that accounted for particle rigid motion displayed characteristics of
densification that were independent of chain length, aligning with theoretical predictions. Shi et al. [71]
systematically compared the effects of rigid body translational and rotational motion on different
stages of the sintering process for a system of three particles. They discovered that translational motion
could transport material from within the particles to the grain boundaries and pore regions, promoting
neck growth and pore shrinkage. The diminishing magnitude of the effective force driving this rigid
body motion throughout sintering led to an influence limited to the initial and intermediate stages.
In comparison to translational effects, particle rotation around their centers of mass had virtually no
impact on sintering outcomes, making it possible to disregard particle rotation in phase-field sintering
simulations.

Molecular dynamics simulations provide the most detailed insights into the solid-state sintering
process but are limited to simulating sintering of only a few particles, making accurate predictions
of microstructure densification challenging [14,72]. On the other hand, methods based on continuum
mechanics can predict changes in the overall geometry of the entire workpiece at a macroscopic scale
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but lack the ability to provide effective information about the grain shapes within the microstructure
[73]. Serving as a bridge between these two approaches, it is crucial to simulate the sintering process
within representative volume elements containing hundreds to thousands of particles using phase-
field simulations [74–76]. However, directly representing all particles with different order parameters
incurs significant computational costs. To mitigate these costs and accelerate computation speed,
in multiscale phase-field sintering simulations, the same order parameter is often used to represent
multiple particles that do not directly contact each other [77]. Specifically, akin to solving the graph
coloring problem, order parameters are initially assigned based on the particles’ initial positions.
During the evolution process, a grain tracking algorithm promptly reallocates order parameters to
particles with the same order parameter that may come into contact. By employing a very limited
number of order parameters, the solution for hundreds or even thousands of particles can be efficiently
achieved [74]. Termuhlen et al. [75] simulated the densification process of a large 3D structure
containing 2968 particles and found that the introduction of rigid body motion could promote
the coordinated coalescence of regularly packed particles, resulting in a significant increase in pore
tortuosity and accelerating structural densification.

In addition to the aforementioned models, alternative methods have been proposed by researchers
to calculate particle rigid body motion during the sintering process. For instance, Shinagawa [78] com-
bined the phase-field model with the discrete element method, utilizing the discrete element approach
to compute the rigid body motion term in the phase-field equation. The rigid body motion driving
forces required in the discrete element calculations were related to particle surface curvature and
sintering neck width, which could be evaluated through phase-field simulations. Ivannikov et al. [79]
also introduced another model based on the assumption of rigid particles and elastic contacts to
compute rigid body motion during the sintering process of two particles. By comparing the sintering
morphology of two titanium particles obtained from phase-field simulations with experimental results,
they validated the reliability of their model.

2.5 Phase-Field Sintering Model with Stress/Strain Field
During the sintering process, internal stresses often exist within the microstructure. To address this,

it is necessary to couple the phase-field sintering model with the mechanical equilibrium equations.
Initially, elastic strain εel

ij is defined as the difference between total strain εtotal
ij and the intrinsic strain

ε0
ij arising from lattice misfit, thermal strain, and other factors [80]:

εel
ij = εtotal

ij − ε0
ij (21)

Combining with Hooke’s law, the equilibrium equation can be further derived:

∇ · (
Cijklε

el
kl

) + bm = 0 (22)

In this context, Cijkl represents the position-dependent elastic constants, and bm corresponds to
the volumetric force term. Assuming an externally applied stress of σ a

ij , the elastic strain energy can be
derived as follows:

fel = 1
2

∫
V

Cijklε
el
ij ε

el
kldV −

∫
V

σ a
ij ε

el
ij dV (23)

Due to the distinct mechanical properties between the solid structure and the pores during the
sintering process, the overall elastic energy of the microstructure can be interpolated from the density
field considering both the solid and pore contributions:
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Fel = h(ρ)f bulk
el + (1 − h(ρ)) f void

el (24)

Subsequently, incorporating the elastic energy into the total free energy of the microscale system
and solving the phase-field equations alongside the mechanical equilibrium equations achieves the
coupling between the stress field and the phase-field.

Building upon the aforementioned model, Biswas et al. [80] conducted simulations of the sintering
morphology of pure metallic tungsten particles under the influence of pressure. To simplify the analy-
sis, they assumed the absence of intrinsic strain within the microstructure during the sintering process.
In the case of two-dimensional simulations, they applied loads by imposing displacement boundary
conditions at the microstructure boundaries, as illustrated in Fig. 11a. The normal displacements were
set to zero along the bottom edge and the lateral sides, while a time-dependent displacement boundary
condition was applied only along the upper boundary. Fig. 11b presents the evolving shape of circular
particles during the sintering process. The interplay of surface diffusion and grain boundary diffusion
leads to a gradual reduction in internal porosity within the particles. Since the particles on the sides
have larger surface areas compared to the central particle, the pores on the sides close earlier. Under
the compressive load, the initially circular particle shapes gradually transform into ellipsoidal shapes,
indicating the significant influence of external loads on the morphology of sintered particles.

Figure 11: Phase-field simulation of tungsten particles under pressure: (a) applied displacement
boundary conditions in 2D simulation; (b) sintering morphologies of tungsten particles at different
times [80]. Copyright (2016), with permission from Elsevier

Jiang et al. [81] investigated the impact of externally applied stress on pore size during the
sintering process of UO2. They observed that with increasing external stress, the pore size within
the microstructure tends to enlarge, indicating that stress promotes further absorption of vacancies
by nearby pores. Under the same external stress conditions, the pore sizes at grain boundaries
were significantly larger than those within the grains. This phenomenon is attributed to the higher
concentration of vacancies at grain boundaries, which accelerates the growth of inter-grain pores.
As the magnitude of external stress increases, stress concentration near the pores becomes more
pronounced. Jing et al. [82] further investigated the influence of elastic anisotropy on the growth of
ceramic grains in cubic crystals. When the anisotropy factor is positive (C12 + 2C44 < C11), the lower
elastic strain energy density along the diagonal direction disrupts the uniform growth mechanism
of grains, resulting in elongation along the 45◦ direction. Conversely, when the anisotropy factor is
negative, grains tend to form columnar structures due to the lower elastic strain energy density along
the axial direction. Dzepina et al. [83] proposed an effective contact force algorithm to simulate the
elastic deformation of particles in phase-field sintering simulations. Simulations involving multiple
diamond particles subjected to compression revealed that compressive stress causes spherical particles
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to undergo contact flattening. This leads to the transformation of elastic energy within the particles
into surface energy, further enhancing the degree of microstructural densification.

2.6 Phase-Field Sintering Model with Viscous Flow
Unlike solid-state sintering in crystalline materials, viscous sintering does not involve the forma-

tion of grain boundaries between particles. Instead, densification in viscous sintering occurs through
material viscous flow. In order to simulate the sintering process of amorphous materials, Yang et al. [84]
introduced the viscous flow term into the phase-field sintering model. Initially, the total free energy
of the system is given by:

� =
∫

V

[
1
2

mmix|v|2 + f (ρ) + 1
2

kρ|∇ρ|2

]
dV (25)

where ρ and v represent the phase-field order parameter and the velocity vector field of viscous flow,
respectively. mmix stands for the mixed mass density determined jointly by the surrounding medium
and sintered powder, while kρ is the gradient energy coefficient. Since the driving force for viscous
sintering arises from energy dissipation during the viscous flow process, the energy dissipation theorem
is introduced:

∂�

∂t
= −

∫
V

2μ(ρ)

∥∥∥∥∇v + (∇v)T

2

∥∥∥∥
2

dV (26)

Here, μ(ρ) represents the viscosity of the mixed system. Under the incompressibility assumption,
the governing equation for viscous sintering is derived using the energy variational approach as
follows:
∂ρ

∂t
= ∇ ·

[
M∇ δ�

δρ

]
− ∇ · (vρ) (27)

mmix

[
∂v
∂t

+ (v · ∇) v
]

= −∇p + ∇ · [
μ(ρ)

(∇v + (∇v)T
)] − ∇ ·

(
∂�

∂∇ρ
⊗ ∇ρ

)
(28)

∇ · v = 0 (29)

The first equation introduces a correction term for convective flux in the Cahn-Hilliard equation.
The second equation employs the incompressible Stokes equation with the inclusion of surface tension
effects to describe the motion of viscous mass flow. The final equation represents the incompressibility
of the evolving system.

Based on this model, simulations of the sintering process for polyamide 12 (PA12) particles were
conducted. As shown in Fig. 12, the phase-field simulation employed a multi-particle ring chain
consistent with experimental conditions. As the sintering process progresses, the stretching of the
ring chain leads to an increase in the distance between the two particles marked by white rectangles.
Simultaneously, the area of voids within the chain decreases, aligning with the observed experimental
outcomes. However, there is a discrepancy from the experimental results, as the simulation does not
exhibit pronounced mutual approach between the two bottommost horizontal spheres in the chain
during the sintering process. This difference may stem from varying initial contact angles between
closely spaced particles in the phase-field simulation and the experimental setup. Krivilyov et al. [85]
conducted simulations of the consolidation process of hydroxyl iron powder and found that viscous
flow leads to significant shear stress on the surface of pores, impeding their movement. This is in strong
contrast to the motion of pores in sintering of crystalline materials. By simulating the sintering process
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of complex geometrical structures, they further confirmed the reliability of the aforementioned viscous
sintering model.

Figure 12: Comparison of sintering morphologies of PA12 particles: (a) phase-field simulation and (b)
experimental observation [84]. Copyright (2018), with permission from the American Ceramic Society

2.7 Phase-Field Sintering Model with Temperature Field
During the sintering process, there may also be variations in temperature within the microstruc-

ture. As a result, thermal conduction during sintering needs to be taken into account:

∇ · (∇kT) + Q = ρcp

∂T
∂t

(30)

where T represents the temperature field, k and cp denote thermal conductivity and specific heat
capacity, respectively, ρ stands for density, and Q represents the heat source term.

Based on this model, Zhang et al. [86] simulated the influence of particle size distribution on
the structural porosity and density of aluminum powder particles during laser powder bed fusion.
Through simulations of sintering processes involving aluminum powder particles with varying initial
sizes, they observed that smaller powder particles contribute to the formation of sintering necks and
densification of the structure. Furthermore, blending smaller particles with larger ones in larger-sized
powders helps in reducing the structural porosity. Additionally, they investigated the motion of He
and Xe gas pores within the microstructure of UO2 under non-isothermal conditions [87]. Due to
the significantly lower thermal conductivities of these gases compared to UO2, large temperature
gradients were observed near the gas pores. Fig. 13 illustrates a comparison between simulations
considering and not considering the low thermal conductivity of Xe gas pores. The figure displays
the positions of gas pores and the distribution of the temperature field within the microstructure.
It can be observed that when not considering the low thermal conductivity of Xe gas pores, the
temperature gradients within the Xe gas pores and the UO2 matrix remain consistent. However,
in simulations accounting for the low thermal conductivity of Xe gas pores, larger temperature
gradients appear within the pores, leading to faster movement of the gas pores towards regions of
higher temperature. Furthermore, they also conducted simulations on selective laser sintering of 316L
stainless steel powder, titanium powder, and nickel powder, observing that increasing laser power or
reducing scanning speed promotes the growth of sintering necks [88,89]. Experimental comparisons
indicate that the phase-field model incorporating temperature field evolution accurately predicts the
distribution of temperature fields and variations in microstructural morphology during selective laser
sintering. Rizza et al. [90] simulated the morphological changes in electron beam-melted Ti6Al4V
powder under different temperature histories. They found that both temperature history and powder
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geometry influence the sintering rate and neck size. Moreover, the sintering neck size predicted by the
phase-field simulation differed by around 9% from the experimental values, which could be further
reduced through reasonable adjustment of calculation parameters. Nandy et al. [91] simulated the
process of selective laser sintering for AlSi10Mg powder, revealing that the growth rate of grains
increases with rising temperature gradient, highlighting the significant role of temperature gradient
in the evolution of sintering structures.

Figure 13: Position of pores and temperature field distribution: (a) without considering and (b)
considering low thermal conductivity of pores in simulation [87]. Copyright (2012), with permission
from Elsevier

2.8 Phase-Field Sintering Model with External Electric Field
Jiang et al. [92] incorporated an external electric field into the phase-field sintering model to

investigate the phenomenon of electrical migration of silver during the sintering process. When an
external electric field is applied, the free energy density induced by the electrostatic field is given by:

fem = NaeZρψ

Vm

(31)

In the above equation, Na represents Avogadro’s constant, e stands for the elementary charge of an
electron, Z denotes the effective charge, Vm represents the molar volume, and ρ and ψ correspond to
the mass density field and electric potential field, respectively. By incorporating the free energy induced
by the electrostatic field into the phase-field model, the evolution equation for the order parameter
under the influence of an external electric field can be obtained. The electric potential field can then
be determined by solving the Laplace’s equation:

∇ · [σ(ρ) · ∇ψ ] = 0 (32)

where σ(ρ) represents the local electrical conductivity determined by the mass density field.

Fig. 14 illustrates the morphological evolution of porous silver under the influence of a bottom-
up electric current, showcasing scenarios where the ratio of surface energy to grain boundary energy
is respectively 1 and 1.44. It is evident that the application of an external electric field induces upward
migration of both grain boundaries and pores along the direction of the current. As the ratio of these
two interface energies increases, the average grain size enlarges, and the velocity of pore migration
accelerates. A significant aggregation of pores near the cathode leads to mutual pore connectivity,
resulting in the separation of solid silver from the cathode. Analyzing the distribution of current density
in the two scenarios depicted in panels (b) and (d) of Fig. 14, it becomes evident that the current density
predominantly concentrates at the surfaces of pores and along the grain boundaries that connect these
pores. In the later stages of the sintering process, the accumulation of pores near the cathode narrows
the effective path for current flow towards the cathode, leading to a more concentrated cathode
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current density. This phenomenon may even lead to structural discontinuity, causing failures due to
the narrowing and disruption of the current pathway toward the cathode.

Figure 14: Microstructure evolution after applying current with the surface energy to grain boundary
energy ratio of (a) 1.0 and (c) 1.44, along with (b) and (d) current density distributions [92]. Copyright
(2022), with permission from Springer

Park et al. [93] investigated the influence of current on the sintering morphology of intermetallic
compounds Cu6Sn5 and Cu3Sn in Cu/Sn solder joints. In the absence of current, multiple fan-shaped
grains of similar sizes formed in the Cu6Sn5 layer, while the Cu3Sn layer exhibited elongated grain
structures. The morphology of these intermetallic compounds varied depending on the direction
of the applied current. For instance, when the current flowed from top to bottom, the growth of
certain Cu6Sn5 grains occurred, leading to more significant grain size variations. Additionally, the
layer thickness of the intermetallic compounds increased, indicating that local current could facilitate
grain growth. Conversely, when the current flowed from bottom to top, the growth of the intermetallic
compounds was suppressed.

2.9 Multiphase and Multicomponent Phase-Field Sintering Model
In addition to sintering models for pure substances, Zhang et al. [94] developed a phase-field

sintering model for multiphase powder systems. Assuming a microstructure composed of N distinct
phases and involving M different material components, the total free energy of the system can be
defined as follows:

F =
∫

V

[
N∑

i=1

h(φi)fi

(
Ci,1, ......Ci,M−1

) +
N∑

i=1

N∑
j>i

(
wi,jφiφj −

ε2
ij

2
∇φi · ∇φj

)]
dV (33)

In this equation, h(φi) represents the interpolation function of the order parameter, fi(Ci,1, . . . ,
Ci,M−1) denotes the free energy density of phase i composed of the component fields (Ci,1, . . . , Ci,M−1),
wi,j signifies the two-phase coupling energy coefficient, and εij stands for the gradient energy coefficient.
At each local position within the system, the chemical potential of the same material component in
different phases is equal:

∂f1

∂C1,p

= ∂f2

∂C2,p

= ... = ∂fN

∂CN,p

= μp, p = 1, 2, ..., M − 1 (34)
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The solute composition at that position is given by:

Cp =
N∑

i=1

φiCi,p, p = 1, 2, ..., M − 1 (35)

The evolution equations are given by:

∂φi
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= −
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Lij
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δF
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− δF
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)
(36)

∂Cp
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q=1

Mpq∇ δF
δCp

(37)

Based on this model, they investigated the sintering process of Fe-Cu powder. As shown in
Fig. 15a, iron particles are typically mixed with smaller copper particles, with copper particles adhering
to the surface of iron particles. As sintering progresses, copper particles gradually form necks with iron
particles and are eventually completely absorbed by the iron particles. Neck formation is observed even
between larger iron particles. The evolution of the copper concentration field in Fig. 15b indicates that,
initially, copper concentration is highest in the copper particles at the surface; as copper particles are
progressively absorbed by iron particles, copper concentration gradually diffuses from the surface to
the interior of iron particles. After a longer simulation time, the copper concentration becomes uniform
within the iron particles. These phenomena cannot be simulated by pure material sintering models.
Similarly, Ravash et al. [95] employed a similar model to study the evolution of grain morphology in
the late stage of sintering for binary liquid-phase systems in three dimensions. By varying the ratio
of solid-solid interfacial energy to solid-liquid interfacial energy, as well as the volume fraction of the
solid phase, they analyzed the dominant mechanisms for grain coarsening. When the ratio of the two
interfacial energies is 2.5, increasing the volume fraction of the solid phase significantly reduces the
thickness of the liquid film between sintered particles. The liquid phase forms a network structure
enveloping isolated grains, and grain coarsening is governed by Ostwald ripening of solid particles.
When the ratio of the two interfacial energies decreases to 2, the liquid phase extensively infiltrates
the solid phase, leading to mutual contact between grains. With increasing volume fraction of the
solid phase, the number of grain boundaries formed by grain-to-grain contacts increases. When the
solid-solid interfacial energy equals the solid-liquid interfacial energy, solid particles are almost fully
connected, with only a few isolated liquid regions at triple grain junctions. At this point, grain growth
is primarily driven by grain boundary migration.

Davis et al. [96] investigated the morphological evolution of metal catalysts in porous structures
of solid oxide fuel cell anodes. As the volume fraction of the catalyst increases, a transition from
isolated particles to semi-continuous network structures and ultimately to fully continuous percolating
structures between the catalysts is observed. This transition significantly impacts the performance
of fuel cells. Cheng et al. [97] conducted phase-field simulations to study the phenomenon of liquid
phase migration in WC-Co cemented carbide liquid-phase sintering. The results revealed that liquid
phase migration involves two processes: rapid separation of solid particles and substance diffusion,
both of which contribute to grain growth. When the ratio of solid-solid interfacial energy to solid-
liquid interfacial energy satisfies the wetting condition, rapid separation of solid particles occurs,
consistent with experimental findings. This serves to qualitatively validate the reliability of phase-
field simulations. Zhou et al. [98] investigated the growth of Al2O3 grains containing pores and
second-phase nanoparticles. They found that, with a fixed nanoparticle size, an increased number of
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nanoparticles favors the formation of finer and more homogeneous Al2O3 grain structures. However,
once the nanoparticle content reaches a certain threshold, clustering of nanoparticles within the grains
occurs, leading to a decline in material properties. When nanoparticle content is fixed, reducing the
nanoparticle size results in smaller final Al2O3 grain sizes. Yu et al. [99] simulated the precipitation
and microstructural evolution of over-saturated Al2O3/ZrO2 solid solution powders, observing the
formation of elongated Al2O3 precipitates interconnected within a ZrO2 matrix. This aligned well
with experimental observations. Liu et al. [100] simulated the sintering process of two-phase porous
structures, discovering that the addition of a second phase would act as a pinning effect on the grain
boundary migration of the matrix phase, hindering its growth. This effect strengthened with increasing
second phase content, and the closure of pores during sintering primarily depended on the diffusion
of the second phase. Villanueva et al. [101] introduced a velocity field representing liquid flow within
a multi-phase and multi-component phase-field sintering model, capturing the dynamic features of
the sintering process. By simulating the evolution of two solid particles connected by a central liquid
bridge, they found that rapid wetting induced two vortices in the bridge’s velocity field, resulting in a
weak attractive force between the particles. As sintering progressed, rapid wetting and capillary forces
led to the detachment of the liquid bridge between the particles, intensifying the attraction between
them. In the later stages of sintering, a weak repulsive force developed between the solid particles,
which did not significantly affect the overall densification of the microstructure.

Figure 15: Evolution of (a) sintering morphologies of Fe-Cu particles and (b) the distribution of Cu
concentration at different times [94]. Copyright (2014), with permission from Elsevier

2.10 Multiphysics-Coupled Phase-Field Sintering Model
In addition to coupling with individual physical fields as mentioned earlier, phase-field sintering

simulations can also readily couple with multiple physical fields. For instance, Yan et al. [102] extended
the classical thermo-mechanical-coupled diffusion equation from equilibrium to non-equilibrium
conditions. By combining it with the phase-field method, they simulated the fully coupled thermo-
mechanical-diffusion process during non-isothermal conditions. Through derivation, the free energy
density for fully coupled thermo-elastic-diffusion of isotropic materials is given by:

f
(
T , εij, c, {ηi}

) = f0 (c, {ηi}) + ρcp

2T0

T 2 + 1
2

Cijklεijεkl − β1δijεijT − β2δijεijc − aTc (38)

β1 = (3λ + 2μ) αT (39)

β2 = (3λ + 2μ) αc (40)
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In the above equation, f0 (c, ηi) represents the energy term determined by the order parameters in
the phase-field model, ρ, cp, and T0 denote density, specific heat capacity, and reference temperature,
respectively. a stands for the thermal diffusion constant, while λ and μ are Lame constants. β1 and
β2 represent the coefficients of thermal expansion and diffusion-induced expansion, respectively. By
solving the momentum equation expressed in terms of displacement ui, the coupled strain field is
obtained:

μui,jj + (λ + μ)uj,ij − β1T,i − β2ρc,i + Fi = ρ
∂2ui

∂t2
(41)

By solving the Fourier heat conduction equation, the coupled temperature field is obtained:

ρcp

∂T
∂t

+ β1T
∂εij

∂t
+ aTρ

∂c
∂t

= (
kT,i

)
,i

(42)

The evolution of the order parameter is determined by the phase-field equation.

Building upon the aforementioned model, Tan et al. [103] further investigated the influence
of driving forces induced by concentration gradients, strain gradients, and temperature gradients
on the sintering process of SiC particles. Fig. 16a depicts the boundary conditions applied in the
simulation, where the left and right sides experience constant compressive stress and linearly increasing
temperature over time, while the top and bottom boundaries are stress-free and adiabatic. Fig. 16b
illustrates the evolution of microstructural concentration fields and sintered particle morphology
during the hot pressing sintering process. As sintering progresses, the contact neck radius gradually
increases, leading to a reduction in neck curvature, and subsequently causing the intermediate pores
to shrink. Moreover, the study revealed that both the concentration gradient-induced and strain
gradient-induced driving forces decrease rapidly with sintering advancement. When the heating rate is
higher, the sintering duration is shorter, resulting in a faster reduction of these two driving forces. In
contrast, for temperature gradient-induced driving force, higher heating rates correspond to a greater
driving force initially, but as sintering proceeds, this force demonstrates a trend of increasing and then
decreasing.

Figure 16: Benchmark of the thermo-mechanical-diffusion coupled phase-field sintering model: (a)
boundary conditions of the simulation setup; (b) evolution of concentration field and SiC particle
morphology during sintering [103]. Copyright (2020), with permission from Elsevier
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Shulin et al. [104] established a thermo-mechano-electro-diffusion coupled phase-field sintering
model to investigate the sintering densification of SiC under current-assisted and stress-assisted
conditions. Simulation results indicated that higher heating rates lead to faster structural densification
rates, without significantly affecting the final degree of densification. During sintering, there was a
noticeable concentration of current density at the sintering neck, resulting in a much greater material
diffusion rate in the neck compared to other regions. These findings were consistent with observations
from sintering experiments. Liu et al. [105] proposed a multi-physics coupled model to simulate the
evolution of pores during the selective laser melting process of Ti6Al4V. The velocity field of the
liquid phase was described by the incompressible Navier-Stokes equations, while considering the
compressibility of the gas phase that leads to density variations, necessitating the introduction of
a variable fluid density in the Navier-Stokes equations. Unlike traditional sintering models, they
employed the Cahn-Hilliard equation exclusively to describe the evolution of the solid-liquid interface,
omitting changes in grain morphology within the solid phase. Simulation results from the phase-
field approach demonstrated that during the laser exposure, all pores exhibited significant movement
speeds. Pores in the middle of the molten pool congregated, while upper pores moved to the molten
pool’s surface and escaped. Following laser removal, solidification began at the molten pool’s bottom
and gradually extended upward. Due to rapid solidification, certain pores became trapped within the
solidified region as it grew.

3 Grand Potential Phase-Field Sintering Model

In energy-based phase-field sintering models, limitations arise due to the influence of excess
chemical potential on interfacial energy and interface thickness. Typically, this leads to very thin
equilibrium interfaces, which pose significant computational costs when simulating the evolution
of large-scale microstructures. Therefore, researchers have introduced phase-field models based on
grand potential minimization [106]. This approach decouples interfacial energy and interface thickness
by projecting the thermodynamic energy in the grand potential space. It allows for independent
adjustment of bulk and interfacial properties, rendering the interface thickness independent of the
driving force. As a result, this methodology enables efficient simulations of the evolution of large-scale
microstructures [106,107].

For a microstructure with n solid-phase order parameters 	η = {η1, η2, ..., ηn} and one gas-phase
order parameter φ, the grand potential functional of the system can be defined as follows:

� =
∫

V

[
ωb(	η, φ) + ωgb(∇	η, ∇φ) + hs(φ)ωs + hv(φ)ωv

]
dV (43)

where ωs and ωv are the grand potential energy densities of the solid phase and gas phase, respectively,
ωb and ωgb are the contributions from the bulk and the interface, and hs(φ) and hv(φ) are the
interpolation functions. Assuming the vacancy concentrations in the solid phase and gas phase are
cs and cv, respectively, we can further derive the chemical potential of vacancies [108,109]:

μ = Va

∂fs(cs)

∂cs

= Va

∂fv(cv)

∂cv

(44)

where fs(cs) and fv(cv) are the free energy densities of the solid phase and gas phase, respectively, and Va

is the atomic volume of the material. As a result, in addition to the non-conserved order parameters
	η and φ evolving according to the Allen-Cahn equations, the evolution equation for the chemical
potential with respect to time is given by [106]:
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∂φ

∂t

]
(45)

where c is the total concentration satisfying the law of mass conservation, χ is the sensitivity coefficient,
and D is the diffusion tensor.

Hötzer et al. [110] employed the grand potential phase-field model to investigate the neck
evolution of Al2O3 particles under different diffusion mechanisms. Fig. 17 compares the simulated
geometries of sintering necks with four diffusion mechanisms (volume diffusion: v; grain boundary
diffusion: gb; surface diffusion: s). It can be observed that the evolution of the neck during sintering
is significantly influenced by the diffusion mechanism. Simulations involving surface diffusion yield
longer sintering necks, while simulations involving only volume diffusion result in slower neck
growth. Furthermore, simulations involving surface diffusion achieve greater structural densification.
Comparing with simulations involving only volume diffusion, although grain boundary diffusion can
enhance structural densification, it is confined to the limited grain boundary regions, thus having a
limited impact on the degree of densification. Greenquist et al. [111] used the grand potential phase-
field model to simulate the sintering process of multiple UO2 particles in three dimensions. In this work,
they employed anisotropic diffusion tensors to represent different diffusion mechanisms, indirectly
reflecting the influence of rigid body motion on the sintering morphology. By simulating 113 randomly
distributed spherical UO2 particles with sizes consistent with experiments and using a sintering
temperature consistent with experiments, they observed that within the first 6 h, sintering necks quickly
formed between the UO2 particles. Larger particles continually absorbed smaller ones, leading to
changes in their own morphology. With increasing sintering temperature and simulation time, these
particles eventually aggregated into nearly spherical complete particles with a relative density close
to 100%. This result demonstrates that the grand potential phase-field model can accurately describe
the rate of structural densification during the sintering process without introducing rigid body motion
terms. By solely changing the diffusion mechanism, it offers clear advantages compared to traditional
energy-based phase-field models.

Figure 17: Comparison of grain geometries under different diffusion mechanisms [110]. Copyright
(2019), with permission from Elsevier

Aagesen et al. [112] showcased the capability of the grand potential phase-field model in simulating
the morphologies of second-phase particles at three-grain junctions and along grain boundaries.
As shown in Fig. 18, four parent-phase particles with a hexagonal structure are distributed with
periodic boundary conditions, and circular second-phase particles are situated at three-grain junctions
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and along grain boundaries. After a brief evolution, the second-phase particles at grain boundaries
transform into convex lens shapes, while those at three-grain junctions form triangular shapes
composed of curved arcs. These morphological differences arise from the energy balance between
interfaces. As the structure further evolves, the second-phase particles at three-grain junctions gradu-
ally coarsen, accompanied by the continuous reduction of second-phase particles at grain boundaries.
This selective coarsening is due to curvature differences that result in chemical potential gradients at
different positions, leading to the transfer of material from grain boundaries to three-grain junctions.
Additionally, the second-phase particles strongly pin the grain boundaries, hindering the growth
of parent-phase grains. Azizi et al. [113] utilized the grand potential model to simulate the grain
growth of binary AlSi alloy during selective laser sintering. Simulation results of single-layer powder
sintering indicate that the grains mainly consist of columnar dendrites, aligning well with experimental
outcomes. Greenquist et al. [108] employed a grand potential model to simulate the influence of
two dopants, Mn and Cr, on the sintering behavior of UO2. The simulation outcomes revealed that
compared to pure UO2 sintering, UO2 doped with Mn exhibited a faster densification rate and an
increased average grain size. Additionally, the simulated density ratio of UO2 doped with Cr compared
to pure UO2 sintering closely matched experimental results, thereby affirming the accuracy of the
model.

Figure 18: Morphology distribution of matrix and second-phase particles at different times [112].
Copyright (2018), with permission from American Physical Society

4 Entropy-Based Phase-Field Sintering Model

According to the Legendre transformation, the relationship between the free energy density
f (ϕ, T) and the entropy density s(e, ϕ) of a system at finite temperature is given by [114]:

f (ϕ, T) = inf
e

[e − Ts(e, ϕ)] (46)

s(e, ϕ) = inf
T

[
e
T

− f (ϕ, T)

T

]
(47)

where ϕ is the phase-field order parameter, and e is the internal energy density. Based on the above
relation, the free energy in the phase-field model can be rewritten as:

F(T , ϕ) =
∫

V

[
inf

e
(e − Ts(e, ϕ)) + 1

2
κ|∇ϕ|2

]
dV = inf

e
[E(e) − TS(e, ϕ)] (48)

E(e) =
∫

V

edV (49)
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S(e, ϕ) =
∫

V

[
s(e, ϕ) − 1

2
κ

T
|∇ϕ|2

]
dV (50)

When ϕ is a non-conserved order parameter, the Allen-Cahn equation can be rewritten as:

∂ϕ

∂t
= −L

δF(T , ϕ)

δϕ
= TL

δS(e, ϕ)

δϕ
(51)

When ϕ is a conserved order parameter, the Cahn-Hilliard equation is then rewritten as:

∂ϕ

∂t
= −∇ ·

[
M∇

(
T

δS
δϕ

)]
(52)

Yang et al. [115] derived a non-isothermal phase-field model based on the microstructure’s entropy
density functional to simulate the effect of temperature gradients on sintering structure evolution. To
be more specific, by extending the entropy functional into the sintering model, the microstructure’s
free energy functional can be represented as:

F =
∫

V

[
f (T , ρ, {ηi}) + 1

2
Tκρ|∇ρ|2 + 1

2
Tκη

N∑
i=1

|∇ηi|2

]
dV (53)

The evolution equation for the conserved order parameter ηi is given by:

∂ηi

∂t
= −L

δF
δηi

= −L
[

∂f
∂ηi

− κη

(
T∇2ηi + ∇ηi · ∇T

)]
(54)

The evolution equation for the non-conserved order parameter ρ is:

∂ρ

∂t
= ∇ ·

[
M · ∇

(
δF
δρ

)
− δF

δρ
M̃ · ∇T

T

]
(55)

In the given equation, M and M̃ represent the diffusion tensors for mass diffusion and thermo-
phoretic diffusion, respectively. The terms on the right-hand side, the first and second terms, corre-
spondingly depict the diffusion flux caused by Fickian diffusion and thermal-phoretic effects. The
heat conduction equation with the introduction of the heat source term Qe is expressed as follows:

cr

∂T
∂t

+ ∂e
∂ρ

∂ρ

∂t
+

N∑
i=1

∂e
∂ηi

∂ηi

∂t
= ∇ · (k · ∇T) + Qe (56)

where cr and k stand for the specific heat and the thermal conductivity tensor, respectively.

In the sintering process, various competing physical mechanisms exist within the microstructure.
Grain coarsening and densification are the two most significant mechanisms [75]. At the beginning
of sintering, atoms from the free surface and grain boundaries tend to migrate to the concave neck
regions between adjacent particles to reduce the system’s free energy. As sintering progresses, driven
by the energy difference on surfaces with different curvatures, atoms diffuse from surfaces of smaller
particles with high surface curvature to those of larger particles with low surface curvature, leading to a
phenomenon known as Ostwald ripening. For particles within the solid, atoms diffuse from convex to
concave surfaces of grain boundaries, resulting in an increase in average grain size, i.e., grain growth.
Ostwald ripening and grain growth are the primary mechanisms contributing to grain coarsening.
Due to the lower interfacial energy of grain boundaries compared to free surfaces, as the free surface
decreases, the system evolves to increase the grain boundary area. With an increase in the neck area
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between particles, local atomic flux causes mutual attraction between particles, leading to structural
densification. Additionally, under non-isothermal conditions such as laser selective sintering, the
mechanism of how local temperature gradients affect structural densification remains controversial.
Young et al. [116,117] were the first to discuss the driving effect of temperature gradients, suggesting
that thermophoretic diffusion is more conducive to mass transfer than curvature-driven diffusion,
promoting structural densification. Johnson [118] pointed out that temperature gradients parallel to
the grain boundary direction cannot drive material diffusion, rendering the impact of thermophoresis
on structural densification negligible. Biesuz et al. [119] evaluated the strength of these two mechanisms
during the sintering process. They noted that thermophoretic effects are not significant in the early
stages of sintering. However, in the mid and late stages of sintering, thermophoretic effects become a
key factor influencing structural densification.

Traditional energy-based phase-field sintering models encounter challenges in capturing the
intricate physical effects influenced by temperature gradients. Yang et al. [115] conducted simula-
tions of non-isothermal sintering processes for multiple particles in a three-dimensional scenario
and compared the results with conventional isothermal sintering simulations. Fig. 19 illustrates the
temporal evolution of local relative density along the temperature gradient direction for the sintered
region in both scenarios. In the non-isothermal sintering model, owing to the combined effects of
Fickian diffusion and thermal-phoretic phenomena, a noticeable material migration from the low-
temperature end to the high-temperature end occurred within the microstructure. This resulted in a
reduction of relative density to zero at coordinates 2–6 at the conclusion of sintering, while the relative
density at coordinates 34–38 approached nearly 100%. On the other hand, in the isothermal sintering
model, the local density of the microstructure remained stable throughout the entire sintering process,
experiencing only slight decreases at coordinates 10–14 and 30–34, and slight increases at coordinates
18–26. These variations in relative density were attributed to material migration induced by local
curvature effects. Liang et al. [120] addressed this issue by employing a thermodynamically consistent
non-isothermal phase-field model to investigate the impact of temperature gradients and curvature
on the direction of grain boundary migration during sintering. Fig. 20 illustrates the competitive
relationship between temperature gradients and curvature in influencing grain boundary movement
under non-isothermal conditions. In Fig. 20a, the locally significant curvature results in curvature-
driven forces causing the grain boundary to move to the left. In contrast, in Fig. 20b, with decreasing
curvature-driven force, temperature gradients induce the grain boundary to move to the right.

Furthermore, Yang et al. extended this methodology to simulate laser selective area sintering
and laser selective area melting additive manufacturing processes for 316L stainless steel powders.
They also considered the influence of capillary effects on molten flow and the reciprocal impact of
molten flow on heat conduction [121,122]. Wang et al. [123], building upon the aforementioned non-
isothermal phase-field sintering model, further considered the impact of locally varying velocity due
to the combined influence of particle rigid motion and molten flow during the sintering process.
Simulation outcomes demonstrated that using a thinner powder layer thickness was conducive to
reducing porosity in the sintered product. When particle size disparity was small, an increase in
overall thermal conductivity and a larger laser heating region were achieved, resulting in decreased
structural porosity. Li et al. [124] examined the effect of scanning laser beams on the heating and
melting rate of individual Ti powder particles. They found that higher laser power and narrower beam
size accelerated the melting rate of Ti powder. However, the choice of scanning speed needed to be
moderate; excessively fast speeds led to incomplete powder melting, while overly slow speeds caused
excessive vaporization due to elevated liquid-phase temperatures.
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Figure 19: Evolution of structural relative density with sintering time in (a) non-isothermal and (b)
isothermal phase-field models [115]. Copyright (2020), with permission from Elsevier

Figure 20: Mechanisms of grain boundary movement under non-isothermal conditions: (a) dominance
of curvature-driven forces leading to leftward movement, and (b) dominance of temperature gradients
inducing rightward movement [120]. Copyright (2023), with permission from Elsevier
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5 Phase-Field Simulation in Additive Manufacturing

Metal additive manufacturing involves multiple physical processes such as heat and mass transfer,
phase transformation, grain growth, and molten metal flow. The complexity of the influencing
factors in microstructure evolution poses challenges for alloy design and performance control in
additive manufacturing [125–127]. The phase-field method utilizes order parameters to describe
various complex microstructures, including gas/liquid/solid phases, grain shapes/orientations, and
can directly incorporate field variables describing various physical processes (such as stress/strain,
melt velocity, temperature, concentration, electric/magnetic fields, etc.). This method demonstrates
significant advantages in structural simulation and mechanistic exploration during the additive
manufacturing process. This is crucial for improving the quality of additive manufacturing products
and minimizing costs [85,128].

Flint et al. [129] incorporated the temperature gradient effect into a phase-field model to simulate
the evolution of grain morphology during the melting process of Ti6Al4V alloy induced by a high-
energy-density heat source in laser welding. They found that a sufficiently large temperature gradient
could drive grain boundary migration, leading to migration of the grain boundary towards the
direction of the temperature gradient. This model contributes to a better understanding of the
evolution of solid boundaries in powder bed fusion additive manufacturing processes. In the realm
of electron beam melting (EBM) for Ti6Al4V, Liu et al. [130] established a multiscale model to
explore the evolution mechanisms of grain structures in specific locations during the metal alloy
additive manufacturing process. The macroscopic heat response in the EBM process was simulated
using the finite element method. By inputting the extracted thermal information into a temperature-
related phase-field model, the authors accurately predicted physical processes such as grain extension
and selective growth at the mesoscale, showing good consistency with experimentally observed grain
textures.

In another study involving selective laser sintering of 200 stainless steel particles [131], the
researchers systematically explored the effects of laser power and scanning speed on structural
characteristics such as porosity, surface morphology, temperature distribution, and changes in grain
geometry. They validated the quantitative relationship between sintering rate, structural densification,
and laser input energy. Fig. 21 illustrates the distribution of powder morphology and temperature field
in the powder bed under simulated conditions with different laser powers and scanning speeds [131].
The temperature field distribution on the surface of the powder bed is highly non-uniform under laser
heating: at the leading edge of the moving beam, isotherms are densely packed, and once the beam has
scanned through, the isotherms become sparse. When both laser power and scanning speed are low
(15 W, 100 mm/s), there are numerous insufficiently fused particles in the microstructure, resulting in a
low structural density. In contrast, at lower scanning speeds and higher laser power (30 W, 100 mm/s),
the powder particles are completely agglomerated, forming a nearly fully dense structure. Additionally,
with a fixed laser power (20 W), lower scanning speeds (from 150 to 80 mm/s) lead to higher structural
density.

Developing a phase-field model to simulate the additive manufacturing process in a powder bed,
Lu et al. [132] provided insights into phenomena observed by varying laser power and scanning speed.
The work determined relationships between porosity, grain density, and process parameters, offering
valuable guidance for the precise control of defects in additive manufacturing. Wang et al. [123]
developed a multiscale framework to study the layer-by-layer densification behavior of powder during
solid-state metal laser sintering. Based on a three-dimensional heat transfer model of powder, they
first determined the macroscopic heat response during laser processing. Subsequently, by inputting
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the thermal response information into a non-isothermal phase-field model, they simulated the layer-
by-layer densification process of 316L stainless steel powder. They found that the lowest porosity was
achieved when the particle size ratio was 0.4 and the blending ratio was 0.6. Conducting phase-field
simulations of the laser selective melting process for porous materials, Zhou et al. [133] integrated
finite element methods to evaluate mechanical properties and residual stresses of the obtained
microstructure. The analysis revealed that under high laser power and low scanning speed, partial
melting of the powder occurred, reducing the microstructure’s porosity and ultimately enhancing its
mechanical properties. Azizi et al. [113] utilized phase-field simulations to investigate the influence
of print direction on the microstructural evolution of laser-sintered AlSi10Mg alloy. They found that
controlling the print direction could promote the transition of grain morphology from columnar grains
to equiaxed grains, aligning with experimental observations.

Figure 21: Distribution of powder morphology and temperature field in the powder bed under various
laser powers and scanning rates in simulation [132]. Copyright (2019), with permission from Springer

6 Numerical Solution of Phase-Field Equations

The phase-field model consists of a set of nonlinear partial differential equations (PDEs),
and these equations typically lack analytical solutions, necessitating numerical solutions through
various methods [32,134,135]. Currently, the most common numerical solution methods include finite
difference method, finite element method, and spectral method.

Finite difference method involves replacing the differential forms with difference forms to handle
the system of nonlinear PDEs. This method has a relatively simple discretization process, straight-
forward data preprocessing, ease of programming, and parallel computation. However, it demands
a high level of conformity to the simulation region shape, making it suitable mainly for simulations
with simple shapes. Additionally, it exhibits poor flexibility and boundary adaptability [136,137]. The
explicit and implicit formats are two commonly used formats in finite difference methods for solving
partial differential equations [138]. The explicit format has simple iteration and high computational
efficiency but is limited by grid and time step requirements, resulting in lower accuracy. On the other
hand, the implicit format has lower demands on grid and time step, with higher accuracy and stability.
However, solving a large system of higher-order linear equations significantly reduces computational
efficiency [139].
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Finite element method involves partitioning the entire region into a finite number of non-
overlapping grids, commonly referred to as finite elements. These elements are interconnected through
nodes, and the method proceeds by applying variational principles and partial interpolation to obtain
approximate solutions for each element. Subsequently, through iterative solving, the results of all
elements are combined to obtain the finite element solution for the entire region [140–143]. The
flexibility and adaptability of the finite element method are significant, but it poses challenges in
terms of program design and involves complexities in data preparation, along with potential issues
of data oscillations during computation [143,144]. For phase-field equations, the phase parameter
changes most rapidly at the interface, making it crucial to refine the finite element grid in these regions.
Adaptive recognition and refinement of these areas can be achieved by comparing the magnitudes
of the phase parameter gradients [145]. The time spent on adaptive grid refinement involves two
main aspects: the time for grid generation and the actual computation time. An ideal adaptive
grid refinement algorithm should minimize the time spent on grid generation and focus more on
computation. The grid should not be overly refined to avoid a substantial increase in computational
time due to a large number of grids. Additionally, regions far from the interface need timely coarsening
of the grid [146,147].

Spectral methods approximate the solution of partial differential equations by expanding it into a
finite series of smooth functions, known as the approximate spectral series of the solution. The number
of terms in the series directly determines the accuracy of this method [148]. For solving functions
with periodic boundary conditions, the use of Fourier series and harmonic series is more convenient.
Spectral methods share a similar solving philosophy with finite element methods, but their distinction
lies in the fact that spectral methods seek a smooth approximation of the true solution by summing a set
of functions defined across the entire domain, while finite element methods approximate the solution
by summing simple functions in segmented domains. With the development of fast Fourier transforms,
the computational complexity of spectral methods has been reduced, leading to a substantial decrease
in computational costs [149]. Particularly in the simulation of three-dimensional phase-fields, both
finite difference and finite element methods require a sufficient number of grid points to achieve a
solution. In contrast, spectral methods can achieve higher solution accuracy without the need for as
many grid points [150].

7 Summary and Outlooks

The phase-field method has undoubtedly become one of the core approaches for simulating
the microstructure evolution in sintering processes. Energy-based phase-field sintering models easily
achieve coupling with other physical fields by introducing additional energy terms into the free energy
functional. Meanwhile, phase-field models based on the minimization of the grand potential decouple
interfacial energy and interface thickness by projecting the thermodynamic energy in grand potential
space. This enables the independent adjustment of properties at bulk and interface regions, making
the interface thickness independent of the driving force. Consequently, these models are effective in
simulating the evolution of large microstructures. Additionally, phase-field sintering models based on
entropy increase can capture non-isothermal effects, such as local temperature gradients, playing a
significant role in simulations of additive manufacturing processes like laser selective sintering. The
following briefly outlines some challenges and opportunities in this research field.

Supplementing phase-field model parameters. The accuracy of phase-field simulations is closely
tied to the precision of various material parameters used in the model. In the context of additive man-
ufacturing simulations, the accuracy of thermodynamic parameters related to temperature becomes
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particularly crucial. Due to a lack of necessary thermodynamic data, current phase-field simulations
in additive manufacturing predominantly focus on pure metals and a limited set of binary alloys, to
some extent falling short of meeting the material requirements for metal additive manufacturing. For
various diffusion coefficients, it is essential to supplement measurements through experimental means
and complement them with methods such as first-principles calculations and molecular dynamics
simulations.

Quantitative validation of phase-Field simulation results. It is imperative to thoroughly utilize exist-
ing additive manufacturing experimental results to quantitatively validate the predicted microstruc-
tural morphologies from phase-field simulations. Conducting phase-field simulations with materials
and processing parameters consistent with additive manufacturing experiments and characterizing
the additive manufacturing samples through scanning electron microscope or transmission electron
microscope, among other techniques, facilitates the validation of the phase-field model. Through
quantitative comparisons between simulation results and experimental observations, there is an
opportunity for substantial improvement in the phase-field model, numerical methods, and model
parameters.

Multiscale simulation in phase-field modeling results. For additive manufacturing processes, there
exist multiscale challenges in both physical phenomena and the scale of the study, encompassing
micro, meso, and macro scales. Establishing a quantitative relationship between composition-process-
microstructure-performance is essential for developing high-performance additive manufacturing
alloys. Phase-field simulations can predict the crystal organization, grain size, orientation, and
various defects within additive manufacturing products, establishing a quantitative relationship
between composition-process-microstructure. However, these micro-scale characteristics may not
directly reflect the macroscopic performance of the additive manufacturing component. The results
from phase-field simulations can be employed as inputs for macroscopic scale simulations, enabling
accurate assessment of the mechanical performance of additive manufacturing products and deter-
mining the quantitative relationship between microstructure-performance.

Full-scale phase-field simulations. As mentioned earlier, the physically rich phase-field models can
quantitatively and accurately simulate the evolution of microstructures under highly non-equilibrium
additive manufacturing conditions, with a high degree of fidelity. However, this richness also results in
a substantial computational burden, making it extremely challenging to achieve full-scale phase-field
simulations on additive manufacturing components. Emerging exascale heterogeneous (CPU + GPU)
high-performance computing frameworks and enhanced computational methods can be utilized for
large-scale, high-fidelity simulations of microstructure evolution. This extends the applicability of
phase-field simulations beyond the scale of representative volume units to enable full-scale simulations
on the continuum of additive manufacturing components.

Integration of phase-field simulation with data-driven methods. In the metal additive manufacturing
process, considering only the melt pool involves multiple complex physical processes such as wetting,
capillarity, surface tension, Marangoni convection, melt pool dynamics, and phase transitions. The
accurate mechanisms and evolution laws of these physical changes need validation and summarization
through additive manufacturing practices, making it challenging to entirely predict and generalize
using phase-field control equations alone. In the future, leveraging methods like machine learning to
analyze additive manufacturing data can help infer unknown physical mechanisms.
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