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ABSTRACT

Glaucoma disease causes irreversible damage to the optical nerve and it has the potential to cause permanent loss of
vision. Glaucoma ranks as the second most prevalent cause of permanent blindness. Traditional glaucoma diagnosis
requires a highly experienced specialist, costly equipment, and a lengthy wait time. For automatic glaucoma
detection, state-of-the-art glaucoma detection methods include a segmentation-based method to calculate the
cup-to-disc ratio. Other methods include multi-label segmentation networks and learning-based methods and rely
on hand-crafted features. Localizing the optic disc (OD) is one of the key features in retinal images for detecting
retinal diseases, especially for glaucoma disease detection. The approach presented in this study is based on deep
classifiers for OD segmentation and glaucoma detection. First, the optic disc detection process is based on object
detection using a Mask Region-Based Convolutional Neural Network (Mask-RCNN). The OD detection task was
validated using the Dice score, intersection over union, and accuracy metrics. The OD region is then fed into
the second stage for glaucoma detection. Therefore, considering only the OD area for glaucoma detection will
reduce the number of classification artifacts by limiting the assessment to the optic disc area. For this task, VGG-16
(Visual Geometry Group), Resnet-18 (Residual Network), and Inception-v3 were pre-trained and fine-tuned. We
also used the Support Vector Machine Classifier. The feature-based method uses region content features obtained
by Histogram of Oriented Gradients (HOG) and Gabor Filters. The final decision is based on weighted fusion. A
comparison of the obtained results from all classification approaches is provided. Classification metrics including
accuracy and ROC curve are compared for each classification method. The novelty of this research project is the
integration of automatic OD detection and glaucoma diagnosis in a global method. Moreover, the fusion-based
decision system uses the glaucoma detection result obtained using several convolutional deep neural networks and
the support vector machine classifier. These classification methods contribute to producing robust classification
results. This method was evaluated using well-known retinal images available for research work and a combined
dataset including retinal images with and without pathology. The performance of the models was tested on two
public datasets and a combined dataset and was compared to similar research. The research findings show the
potential of this methodology in the early detection of glaucoma, which will reduce diagnosis time and increase
detection efficiency. The glaucoma assessment achieves about 98% accuracy in the classification rate, which is
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close to and even higher than that of state-of-the-art methods. The designed detection model may be used in
telemedicine, healthcare, and computer-aided diagnosis systems.
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1 Introduction

Ocular diseases include diabetic retinopathy, Glaucoma, and myopia. Detecting and monitoring
these diseases requires an accurate computer-aided diagnosis tool to avoid manual methods and to
save time [1]. These diseases can be detected through the observation of the optic nerve head, the optic
nerve fibers and intraocular pressure. Computer-aided systems are useful for performing an objective
and fast diagnosis. Related applications existing applications include optic disc and cup segmentation
and eye disease detection [2,3].

The optic disc is an area of interest used to analyze and detect the presence of anomalies for
constructing an automatic diagnosis system. There are two regions in the OD: the edge region and the
bright region. The later central one is known as the optic cup.

OD and retina appearance may vary significantly, even in healthy eyes. Various levels of reflected
illumination from the fundus are caused by the concave shape of the retina. Moreover, the melanin
concentration varies in the epithelium layer of the retina.

Pathological changes occurring at the optic disc (OD) can significantly alter its appearance, includ-
ing neovascularization resulting from diabetic retinopathy (DR) or modifications in the physiological
cup. Other anomalies can impact the OD form. ODs may also appear less distinct and blurry if the
retinal image is unevenly illuminated or poorly focused. A macular-centered photograph usually shows
more brightness on the temporal side than on the nasal side.

Developing an efficient digital technology for ophthalmic disease detection requires OD local-
ization and segmentation. Especially at the early glaucoma stage, the OD shape change is within the
first stage of pathology development before vision loss. The optic nerve shape change is caused by
the intraocular pressure, which causes irreversible damage to the nerve fiber. The damage is assessed
according to several morphological parameters such as the cup-to-disc ratio, the rim-to-disc ratio and
the neuroretinal rim widths: inferior, superior, nasal, and temporal [4–6].

The leading cause of irreversible blindness in the world today is Glaucoma and is also predicted
to affect millions of people. The disease starts without symptoms and causes peripheral vision loss
gradually. An early detection of this disease is inherent to preventing irreversible progress [7]. Available
fundus images allow one to examine the interior eye and are less expensive than optical coherence
tomography [8]. An enlarged cup-to-disc ratio indicates Glaucoma since the cup zone enlarges relative
to the optic cup. Determining this ratio can be time-consuming and inaccurate when performed
manually. Moreover, it requires expertise and quantitative measurements including the following
measurements and ratios: Dimensions of the OD, the height of the retinal nerve fiber layer, and the
ratio of the cup to the disc [9]. In a glaucomatous eye, the optic cup is enlarged, which increases the
cup-to-disc ratio to more than 0.5.
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Computer-Aided Diagnostic (CAD) systems have improved the detection rate and reduced the
screening time. Principally, the screening method is based on segmentation or learning capability to
recognize the glaucoma case.

Segmentation-based approaches require a segmentation phase to determine the clinical parameter
cup-to-disc ratio. The segmentation efficiency is easily affected by pathological regions and low-
contrast quality.

Learning-based techniques achieved high accuracy (90%–98%). However, the usage of hand-
crafted features or the scarcity of fundus images can limit the screening method’s generalization ability.

Machine learning-based diagnosis systems achieved remarkable accuracy. However, manual
feature extraction/election may increase the cost of screening computing. Deep learning techniques,
commonly utilized for image classification, have leveraged an automatic feature extraction but require
large learning datasets.

In this paper, we proposed a novel deep learning-based model for glaucoma detection. Two major
steps are presented: a deep localization of OD and a glaucoma assessment based on different deep and
machine learning architectures. Cascading OD detection and glaucoma detection are used to avoid the
traditional methods based on the calculation of clinical parameters and to overcome the limitation of
the cup-to-disc ratio calculation. The usage of different datasets and transfers will enhance detection
accuracy and overcome data scarcity and diversity. Below are the key findings of this study:

• Performing OD localization based on object detection deep neural networks.

• We will perform glaucoma assessment based on the OD region. The eye classification into
normal or glaucomatous will be based on several convolutional deep neural networks and
the support vector machine classifier. These classification methods contribute to producing
robust classification results. We apply data augmentation and transfer learning to enhance
the detection performance. Based on our current understanding, existing deep learning-based
research on glaucoma assessment used the whole fundus image, which is unnecessary as
Glaucoma can be assessed based on the OD. Moreover, excluding the remaining fundus area
will reduce the assessment error and the processing time.

• Two datasets are used for the experiments. In addition, these datasets are combined to create a
third combined performance appraisal dataset. This approach was suggested as a new technique
in medical data processing. As acquiring medical data is costly, merging datasets will provide
robustness and remedy the problem of data scarcity.

• We considered both the accuracy and the area under the curve to assess the performance of
the glaucoma detection framework, whereas existing works considered only the area under the
curve for performance assessment.

• A performance evaluation for the three deep models and the support vector machine (SVM)
classifier is provided in the three datasets.

• In classification tasks and as a baseline or feature extractor, pretrained models are widely used.
For deep model selection, based on area under the curve (AUC) and accuracy, previous research
concluded that the Inception-ResNet-V2 and Inception models have consistently exhibited
superior performance and emerged as the most promising models.

The background and related works for glaucoma assessment are discussed in Section 2. Section 3
details the proposed methodology for OD localization and glaucoma assessment. A comprehensive
description of the datasets, the dataset’s generation via the combination of original datasets, the
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object detection deep learning model, the clustering algorithm and the convolutional neural network
(CNN) architectures are provided within this section. An outline of the joint deep architecture, data
augmentation, transfer learning and fine-tuning is also provided within this section.

Section 4 reports the performance assessment for the OD localization step and the glaucoma
detection step. Several measurements are presented for classification validation and results compari-
son. Section 4 also reports the simulation results and a comparison with existing works in the field of
OD localization and glaucoma detection. Section 5 provides the research conclusions, main outcomes,
and limitations, as well as future work for practitioners based on CAD implementation.

2 Related Works Survey

Several effective methods exist for the segmentation of the optic disc and the optic cup. Optic
disc segmentation approaches can be divided into groups: characterization-based, model-based and
learning-based methods. Characterization-based methods use features including intensity, brightness,
appearance, and shape of the OD. Model-based methods use a template image to find the best
match [10].

The algorithm proposed in [11] started by locating the region of interest using the three channels
(RGB), and then used the circular Hough transform to measure the Shannon information content
per channel in the previously localized region. The first step includes the application of a Gaussian
filter to eliminate blood vessels and hemorrhages based on the approximate size of the optic disc in
pixels. The multispectral analysis using Otsu multi-level thresholds aims at eliminating the region of
excessive illumination. The second step, a morphological operation called closing, is applied to remove
the blood vessels, and a vote system in the accumulator array is used to estimate the center of the optic
disc. The main limitation of this work is the assumption of the circular shape of the optic disc, by
assuming that it is in the center of the image. Zahoor et al. [9] developed a similar approach dedicated
to the early detection of Glaucoma. They built a hybrid approach based on polar transform-based
adaptive threshold and circular Hough transform.

Retinopathy can cause large variations in optic disc shape, color, and size. An analysis of
local feature spectrums was proposed by the authors in [12]. Each candidate, in the training stage,
is reconstructed utilizing a collection of local features. The dictionary construction uses a sparse
dictionary selection approach, and the classification uses k-nearest neighbor (kNN) and the support
vector machine (SVM).

A template-matching approach is proposed in [13]. Optical disc detection relies on adaptive tem-
plate size design and blood vessel patterns on the optic disc surface. Prior to optic disc segmentation,
the algorithm includes a blood vessel removal process using alternating sequential filtering (ASF)
and bright region removal using morphological reconstruction. The proposed level set model for
the segmentation of the boundary combines the region’s information and the local edge gradient’s
information. The problem with the template matching methodology is that the optic disc size depends
on the image resolution and the camera’s field of view (FOV). Wankhede et al. [14] presented an OD
size estimation algorithm, used to adapt the template size according to the camera FOV and the image
resolution.

Main research works assume that the optic disc area provides rich information and that the
entropy in this area has a significant value. The author in [15] suggested an algorithm that recursively
constructs patches of varied sizes. Overlapping and non-overlapping sliding windows are used to locate
the optic disc.
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The paper in [16] described an OD localization method based on an improved algorithm of Harris
corner detection. The algorithm detects the corner points based on the corner response function (CRF)
value of each pixel. A sliding window is applied, and the window with the largest number of corner
points is considered to be the position of the optic disc.

The main target of the work elaborated by Cheng et al. [17] is producing new retinal images suitable
for further exploitation by other applications. A structure-preserving guided retinal image filtering
process is proposed to restore images based on the attenuation and scattering model. This improved
the contrast of retinal images in terms of histogram flatness, histogram spread and variability of local
luminosity.

The authors in [18] proposed transforming the usual 2D searching space into a 1D searching space,
which speeds up the localization process. The approach consists of encoding the x and y coordinates,
and obtaining two projections of the image features of the OD.

The authors in [19] used supervised superpixel classification using simple linear iterative clustering
(SLIC) and K-mean clustering. The statistical pixel-level (SPL) is used to differentiate the features
for the OD, optic cup, blood vessel, and background regions. The support vector machine (SVM)
classifier helps to determine the boundaries of both the optic disc and optic cup. The cup-to-disc ratio
(CDR) measurement is used to determine the presence of Glaucoma. A preprocessing phase includes
the implementation of anisotropic and illumination correction. A review of some clustering methods,
such as superpixel classification, fuzzy C means clustering and adaptively regularized kernel-based
fuzzy C means clustering, can be found in [20].

The authors in [21] focused on the detection of Glaucoma by using a region-based pixel-density
for optic disc localization. This phase includes multiple steps: the color channel selection extracts the
green channel from the RGB fundus images. Through morphological openings using line structuring
elements, small pathological distractions such as lesions, cotton wool spots, and exudates can be
removed.

Adaptive histogram equalization is applied to small regions of the image using contrast-limited
adaptive histogram equalization (CLAHE). To achieve the OD localization, the center point of the
region of interest is calculated, pixel density is calculated, and multilevel localization is performed.
Segmentation of optic discs was achieved using an improved circular Hough transform, Hough peak
value selection, and red channel superpixel segmentation.

The authors in [22] assumed an elliptical shape of the OD instead of a circular one. It is considered
as the bright part with the highest elliptical symmetry. Moreover, the proposed approach exploited the
high vessel density in the OD region.

The authors in [23] focused on imaging artifacts, diffuse bright areas that often occur in large
datasets and result from eyelash bats or lenses lubricants or reflections. The authors used a sliding
window in the x-axis and y-axis based on vessel tree orientation and the brightness information
to localize the OD center. Early diabetic retinopathy detection is investigated in [24], where the
authors paid particular attention to micro aneurysms and hemorrhages and focused on mathematical
morphology operators. An iterative morphological process, including several operations, such as
opening and closing, is applied to the preprocessing phase and blood vessel detection.

Advanced parametric, multidimensional, uncertain gradient-free, and gradient-based learning
algorithms have been actively developed in recent years [25]. Parametric learning algorithms, including
deep neural networks, convolutional neural networks, recurrent neural networks, and transformer
networks, have offered new feature learning for image and sequential data. Multidimensional machine
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learning algorithms were effective for handling high-dimensional data. Gaussian Processes can capture
uncertainty and provide a posterior distribution. Different optimization algorithms were proposed for
the optimal solution search. The Bayesian optimization uses a probabilistic model for the objective
function. Genetic algorithms use mutation, crossover, and selection operations to find optimal
solutions. For the training stage, different gradient-based optimizers were proposed: mini-batch based
training (Stochastic Gradient Descent optimizer), adaptive learning rate optimizer (Adam optimizer),
and Newton optimization optimizer (Limited-memory Broaden-Fletcher-Goldfarb-Shannon).

Abbas et al. [26] proposed a study in which they implemented a glaucoma deep learning model in
which an unsupervised CNN extracted the features. A CDR threshold of 0.5 discriminated between
normal and glaucomatous cases. The accuracy was 89.67%, the sensitivity was 83.33%, and the
specificity was 93.89%, while the AUC was 0.93. According to the research led by Alexander et al. [27],
a CNN architecture was utilized to automatically extract the image features, and the classification into
normal and glaucomatous images was performed by means of the SVM. The achieved accuracy was
88.2%, the specificity was 90.8% and the sensitivity was 85%. Training from scratch of a new deep
convolutional neural network (DCNN) for glaucoma detection was proposed by Chen et al. [28];
this method achieved an AUC and accuracy of 0.887 and 0.831, respectively. Among the training
optimization techniques, transfer learning has been used to train the model on general information
generated by a huge dataset. Orlando et al. [29] used a pretrained CNN model for glaucoma detection.
Various CNNs were compared in [30] to demonstrate the impact of the DCNN architecture, transfer
learning and the dataset. The results demonstrate that VGG-19 achieved an AUC of 0.89, a sensitivity
of 0.87 and a specificity of 0.89.

A novel method based on OD and optic cup segmentation was proposed in [31]. A generated
bespoke model, UNET++, was constructed, and a specific loss function corrected the diminutive optic
nerve size. The obtained accuracy was 96%. Another deep model named Unet-SNet was proposed
in [32]. First, UNET architecture is trained for OD segmentation. Then, a Squeeze Net is fine-
tuned, based on OD properties, to classify the images. The obtained glaucoma detection accuracy was
93.61%. The researchers in [33] proposed an architecture named Self-Organized Operational Neural
Networks that achieved higher detection performance and decreased the computational complexity,
as demonstrated in the experimentation.

Two deep models, M-Net and DENet, were proposed in [34], where the first model performs image
segmentation and the second one predicts Glaucoma from ultrasound fundus images based on four
deep streams. A two-stage framework presented in [35] started by cropping the OD according to graph
saliency. Then, the authors used three different CNNs and combined the architecture’s output using
different combination approaches.

3 Methodology and Materials

Deep learning models are specific networks designed to extract deep features and recognize a
particular pattern. Learning algorithms are implemented to adjust the network weights and biases to
achieve maximum network efficiency. Compared to traditional approaches, deep learning techniques
provide a more dimensional feature space and nonlinear mapping of the output labels. Different uses
of deep learning include image categorization and illness detection. We present a conceptually general
framework for CAD systems that handles two tasks: object instance detection (OD in our case) and
pathology diagnosis. Our approach is flexible and can be extended to other pathology’s diagnosis
systems.
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Several efforts have been made to develop automated approaches for OD and OC segmentation.
Such tasks optimized the recognition capability, the diagnosis time, and the diagnosis accuracy.
Various approaches have addressed fundus image processing and disease diagnosis, including DCNNs,
especially the OD detection task, namely U-Net [31], M-Net [36], C-Net [37], and GCN [37].
Developing an automated computer-aided ocular diagnosis system requires reliable OD detection.
Mask-RCNN, as a segmentation-object-based DCNN, has promising performance in object instance
detection. Considering the OD detection problem as object detection extends the object concept
and allows further improvements in CAD systems that should provide a suitable alternative for
deformable-models-based systems.

We addressed OD localization, segmentation, and glaucoma detection using decision fusion.
Fig. 1 illustrates the sequence of our proposed methodology. Our approach started with a focus on
deep object instance detection, where the Mask-RCNN model was employed to achieve the precise
prediction of object instance positions. The dataset underwent annotation using the VGG annotation
tool, with each image being categorized into normal and Glaucoma classes.
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Subsequently, the annotated data was utilized to train and fine-tune the Mask-RCNN model,
leveraging its pre-existing weights. The refined model was then utilized to segment the optic disc,
resulting in the extraction of relevant data patches. These patches were stored and employed to
classify optic discs into normal and Glaucoma classes. For this classification task, we employed
and retrained the VGG-16, Resnet-18, and Inception-v3 models. Furthermore, we utilized feature
extraction techniques such as Histogram of Oriented Gradients (HOG) and Gabor filters.

The accuracy of classification was utilized to assign weights reflecting the model’s confidence
level. These assigned weights, together with the decisions made by the models, were incorporated into
a decision fusion process. This process ensured that the final decision benefits from both the individual
models’ insights and their corresponding confidence levels.

We used a transfer learning-based approach for both OD localization and glaucoma diagnosis.
Using a pretrained DCNN from a large dataset has the advantages of removing the requirement of
having a large dataset [38,39], saving training time and improving the machine learning performance.
This key contribution ensures high accuracy and framework efficiency in CAD systems.

Using multiple DCNNs for glaucoma diagnosis in addition to handcrafted feature extraction
classification is promising in pathology diagnosis consolidation. When the pathologies are confused
and require further diagnosis and analysis, using the decision fusion approach may improve CAD
accuracy. In our case, glaucoma diagnosis can be confused with other pathologies or can be missed,
especially in the initial stages.

3.1 OD Localization and Segmentation Based on Mask-RCNN
The main objective of this step is to determine the OD object in retinal images independently of

the acquisition artifacts and the pathology cases. The optic disc contains different structures, including
the blood vessels, veins and the cup disc. The OD localization here was based on an object detection
deep network.

3.1.1 Data Augmentation

Due to the limited availability of fundus datasets, the images were augmented to reduce the
overfitting problem. Another purpose of the augmentation was to reduce the imbalance of sample
categories. The augmentation transformations included image rotation, scaling, cropping, horizontal
reflection (mirror) and flipping (vertical, diagonal and orthogonal). We limited the rotation degree to
a small interval (−15, −10, −5, 10, and 15) to maintain the vertical ellipse shape of the OD.

These augmentations may allow the OD detection system to detect more fundus images compli-
cations and image acquisitions transformations. The reason for using the augmentation method in
addition to the transfer learning method is that pretrained models mostly use natural images [40–43].
The existing DCNNs pretrained on fundus images were not considered in our framework, as we
aimed to use a deep network of object instance detection and to feed the cropped mask for glaucoma
diagnosis with multi-classifier fusion.

3.1.2 Deep Object Detection Networks

Object detection has witnessed considerable advancements [44,45] with the utilization of deep
convolutional neural networks (DCNN). These approaches can be applied for one instance detection
or a set of object detections, where a network is used for the region proposal generation and feature
extraction networks [46,47].
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Starting with the RCNN architecture [48], the classification was optimized in addition to a
bounding box regression task in Fast-RCNN architecture [49]. Faster-RCNN introduces a network
for region proposals [50], while YOLO is based on a fixed-grid regression. The proposal generation
identifies regions that may potentially be objects, while a classification network identifies the correct
region label.

Developed by the Facebook AI Research group in 2017, Mask-RCNN [51] is an extension of
Faster RCNN [52]. Similarly to Fast-RCNN, Mask-RCNN contains a backbone, a region proposal
network, and two head branches. The backbone performs feature extraction. ResNet [53] is a common
choice for the backbone in several studies. The Region Proposal Network (RPN) extracts the region of
interest that will be fed into the head’s branches. The first head allows bounding box regression, while
the second head performs classification. Mask-RCNN extends Faster-RCNN by adding an extra fully
connected network branch—for instance, segmentation—using the region of interest. It produces in
parallel a predicted object mask. Features are extracted from the entire image, while the branches are
extracted for each ROI. Related feature maps are cropped and aligned before going through the three
branches. Mask-RCNN has the advantage of providing the bounding box and semantic segmentation.
The training loss is adjusted using a total weight including the classification loss, the bounding box
regression loss and the segmentation loss.

Multiple regions are generated by the RPN, some of which may have significant overlap;
these regions are discarded, and regions of interest are produced using non-maximum suppression
algorithms. Considering that our main aim in this paper is retrieving the OD and then applying a
learning-based method for glaucoma detection, using Mask-RCNN on the entire fundus image will
provide an efficient localization.

3.2 Glaucoma Detection Based on Deep Classifiers
Detecting Glaucoma is a major challenge that needs to be faced to address the increasing disease

burden [54,55]. Clinically, Glaucoma is diagnosed by analyzing the optic disc. The wide variation
of the OD structure and size may impact the diagnosis process, especially with limited examiner
experience. Glaucoma can be confused with non-glaucomatous optic nerve neuropathy. Several factors
are determinants for an accurate glaucoma assessment. Traditional evaluation methods have focused
on the measurement of the size and shape of the optic cup and the neuroretinal rim [56]. These two
sizes vary with the optic disc size. Moreover, optic disc size estimation depends on the measurement
technique, and the disc size range depends on patients’ race (Black people have larger discs) and other
demographic characteristics (sex, age, etc.). A glaucomatous appearance is hard to detect in small OD.
Therefore, Glaucoma in patients with small discs is under-diagnosed, while Glaucoma in patients with
large discs is over-diagnosed [57]. Thus, to overcome the optic disc size bias in glaucoma detection and
to achieve accurate and automated glaucoma assessment, our approach was based on previous OD
region localization and automatic classification, namely DCNNs, and a handcrafted classification.

The three DCNNs were pretrained on the large dataset ImageNet (1000 categories) to acquire
generic and distinct features that were applicable to different image datasets. These features were then
applied to the OD region to extract specific, discriminative and high-level features that may contribute
to detecting glaucoma cases.

The reason behind using different DCNN architectures for glaucoma detection is that different
DCNN architectures can capture different descriptors. The glaucoma classification based on the
detected features provides more discriminative abilities. After that, decision fusion consolidates the
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glaucoma detection based on each DCNN’s prediction. The architecture of each DCNN is briefly
explained in the following paragraphs.

3.2.1 VGG-16

The VGG model is the most common deep learning architecture, including 13 convolutional layers
and 3 fully connected layers. Convolution layers are stacked depth-wise, with residual connections in a
modular architecture. The feature extraction is provided by 3 × 3 convolutional filters with stride
1. The first two layers have 24 filters each. The second two layers have 128 filters; the remaining
convolutional layers have 512 filters each. Max pulling layers always use 2 × 2 filters. This repeated
architecture allows us to learn hierarchical representations of visual patterns.

The ability of the VGG-16-based detection algorithm to generalize unseen data relies on the
diversity and representativeness of the training data. In our case, the training data adequately covers
the range of variations and scenarios encountered in the unseen data. The algorithm is more likely to
perform well.

3.2.2 Resnet-18

This architecture was designed to address the vanishing gradient problem in deep networks.
Convolution layers are stacked depth-wise, with residual connections in a modular architecture. 36
convolutional layers provide the feature extraction. Each layer, except for the first and last modules, is
structured into 14 modules with linear residual connections. One of the key characteristics is the use
of skip connections to propagate the information from earlier layers to later layers. Global Average
Pooling provides compact representation and helps avoid overfitting. Similarly, the ability of the
Resnet-18-based detection algorithm to generalize unseen data depends on the training data. The used
datasets present varieties of populations in age and ethnicity, as well as different image resolution.
Moreover, both image augmentation and transfer learning will be used to enhance the generalization
and the algorithm’s performance on unseen data and mitigate the detrimental effects of image quality
and lighting variations.

3.2.3 Inception

The Inception architecture was refined as Inception-v2 and Inception-v3. The current architecture
is known as Inception-Resnet [58]. Inception has been proven to provide superior performance and
is based on the Inception module, which is like a convolutional feature extractor but is capable
of learning richer representations with a reduced number of parameters. Using Inception, cross-
channel correlations and spatial correlations are decoupled. The key feature of the Inception-v3
architecture is the usage of a series of Inception modules that are designed to capture different scales of
spatial information and to learn rich and diverse representations. The factorized convolutional helps
to capture the spatial relationship and reduce the computational cost. Inception-v3 adds auxiliary
classifiers that help reduce the vanishing gradient problem. Batch normalization after convolutional
layers will accelerate the convergence. Inception-v3 has shown robust performance in detecting objects
in unseen data, especially when trained on large and diverse datasets.

The three models have been trained on the widely used ImageNet dataset. This extensive training
allows the deep models to acquire learning ability and gain generalizability. The learned features by
transfer learning can fit a wide range of objects and environments. However, the performance of deep
models on unseen data can still be influenced by certain factors including the low resolution, noise,
artifacts and light variations. Utilizing pretrained models can help mitigate the detrimental effects of
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image quality and lighting variations. Enhancement techniques can mitigate the detrimental effects but
may not eliminate these issues. The overall performance of deep models on unseen data will depend on
the severity of the variations and the model’s capacity to generalize. Fine-tuning can further improve
a deep model’s ability to handle image quality and lighting challenges.

3.3 Glaucoma Detection Based on Content-Based Feature Extraction and the SVM Classifier
The cup-to-disc ratio is the traditional measurement for Glaucoma optic-nerve evaluation.

According to research conducted in this field, optic disc rim tissue health and extent are the most
noteworthy features in glaucoma diagnosis. Following the ISNT rule, for a normal disc, the Superior
and nasal rims are thickest, followed by inferior disc rims, and then temporal and nasal rims. In
glaucomatous discs, the inferior or superior disc rims are thinning or notched, so ISNT is not
applicable. Another key diagnosis is the cup region pattern, which is the brighter region in the optic
disc. The cup region is enlarged in glaucomatous discs in a vertical oval pattern.

In summary, the subtle characteristics that should be examined for early glaucomatous damage
are the following:

• The size and shape of the neuroretinal rim, the optic disc, the optic cup, and the vessels in the
optic disc.

• The integrity, pattern, and configuration of the rim, the vessels and the peripapillary region.

• The cup-to-disc ratio.

• The color of the rim.

• The presence of dots in the cup.

To address the visual OD pattern, we will present a multi-feature analysis methodology in this
section.

3.3.1 Feature Extraction

Due to the diversity of OD appearances as presented in Fig. 2 in both normal and Glaucoma
cases, we combined multiple features to build a robust feature descriptor.

(a) (b)

Figure 2: (Continued)



1440 CMES, 2024, vol.140, no.2

(c) (d)

Figure 2: A variety of OD appearances. (a) Brightest OD. (b) OD is not as bright. (c) OD and
pathologies brightness. (d) OD with pathologies

We proposed a combination of several types of content-based features to capture glaucomatous
properties including texture, intensity, color moments, and histogram attributes.

Visual features offer a semantic and resilient representation for object recognition. In our case,
we extracted SIFT (Scale Invariant and Feature Transform), HOG and Haar-like. These features have
the advantage of producing representations associated with human brain cells.

3.3.2 SVM Classification

Using structural risk minimization, SVM performs well even when applied outside of the training
set and to small datasets. Finding an optimal hyperplane to separate data into two categories is the
principal idea behind SVM. Such a hyperplane g is given by the following equation: for the dataset
G = (xi, yi), where i = 1, . . . , N, x ∈ Rd, y ∈ {±1}. The parameters ω are the weight of inertia and b is
a constant.

g (x) = ωTx + b (1)

To maximize the distance between the hyperplane and the data, the extreme data are considered
and are known as support values. Using the relaxation variable ξi > 0 and the constraint factor C, the
SVM model is given in (2).⎧⎨
⎩

min (ω) = 1
2

‖ω‖2 + c
N∑

i=1

ξi
2

s.t yi

(
ωTxi + b

) ≥ 1 − ξi, i = 1, 2, . . . , N
(2)

A dimensional increase is applied to data to obtain the data separability, where original data,
inseparable in the original space, are mapped to higher dimensional space H using a kernel function
k

(
xi, xj

)
. By solving for the Lagrangian dual of the above problem, we obtain the simplified problem
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where αj is the Lagrange multiplier.⎧⎪⎪⎨
⎪⎪⎩

Q (α) = 1
2

N∑
i=1

αiαjyiyjk
(
xi, yj

) −
N∑

i=1

αi

s.t
N∑

i=1

aiyi = 0, 0 ≤ ai ≤ C, i = 1, 2, . . . , N
(3)

The radial basis kernel function, formulated in (4), is used within this study. The hyperparameter
γ is the interaction width.

k (x, y) = e−γ‖xi−xj‖ (4)

3.4 Ensemble Models
As presented in the methodology section, the main purpose of the second stage was glau-

coma detection based on combining all of the abovementioned classifiers: VGG-16, Xception and
Inception-v3.

Ensemble models rely on using multiple base algorithms or multiple variants of the same algorithm
to achieve higher performance compared to a single base algorithm. Furthermore, the ensemble
model achieves classification stability, as each model provides different knowledge and interpretations.
While majority voting seems to be the most commonly used method, multiple ensemble models are
considered in the literature, including the sum of the probabilities, the sum of the maximal probabilities
and the product of probabilities.

The decision principle is presented in Fig. 3. We aimed to obtain higher glaucoma detection
accuracy by considering the classifier performance obtained from the validation step. By combining
the predictions, the three deep models, an ensemble models can be created and helps reduce individual
model biases and errors and therefore improved predictions. Ensemble model can potentially outper-
form any single model by leveraging the diverse strengths of its constituent models. Considering the
validation accuracy for the classifier ci and di, the decision predicted by the classifier ci, each classifier
has a weight to the global classifier that represents the degree of confidence denoted wci. By considering
the weights and the individual decisions associated with each decision, a global index of decision d is
calculated as in (5). The classifier weights for VGG, ResNet, Inception and SVM are respectively wvgg,
wresnet, w inception and wsvm. The decision di is equal to 1 if the predicted result is Glaucoma, and 0
in the case of healthy OD. The validation accuracy is considered as the classifier efficiency in glaucoma
detection.

Figure 3: Decision system. w1, w2, w3, w4, and w5 are the classifier confidence values
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Based on the validation phase’s accuracy,

d = 0.25 ∗ (wvggdvgg + wresnetdresnet + winceptiondinception + wsvmdsvm) (5)

The final decision is considered as Glaucoma if d ≥ 0.5.

3.5 Evaluation Metrics
The validation of OD localization was performed by measuring the overlap between the identified

OD and the ground truth. Specifically, by assessing the area of overlap. When the retrieved OD center
was within the overlap with the area of the real OD, then the detection is successful. We considered
the pixels that match the ground truth. The evaluation metrics are provided below TP is the number
of pixels correctly predicted in the OD area. TN is the number of correctly predicted non-OD pixels.
FP is the number of wrongly predicted OD pixels. FN is the number of wrongly predicted as non-OD
pixels. Three evaluation metrics are considered: the accuracy, the Dice coefficient, and the Intersection
over Union (IoU).

The Dice score, Intersection over Union (IoU), and accuracy metrics are commonly used
evaluation measures for object detection tasks. These metrics provide different perspectives on the
performance of object detection methods. The Dice score and IoU focus on the spatial overlap between
predicted and ground truth bounding boxes, while accuracy provides a more general measure of
correctness. The Dice score measures the similarity between the predicted bounding boxes and the
ground truth bounding boxes for the OD. It is computed as the ratio of twice the intersection of the
predicted and ground truth bounding boxes to the sum of their areas. The IOU determines the overlap
between the predicted bounding boxes and the ground truth bounding boxes and is computed as the
ratio of the intersection area to the union area of the two bounding boxes. The last parameter, accuracy
measures the overall correctness of the predicted bounding boxes compared to the ground truth.

Accuracy = TP + TN
TP + TN + FP + FN!

Intersect Over Union = TP
TP + FP + FN

Dice Coefficient = 2TP
2TP + FP + FN

For glaucoma case detection, ophthalmologists use an ophthalmoscope or fundus camera to
detect abnormalities. This method is expensive and time-consuming and requires elevated expertise.
With the aim of achieving an accurate automatic glaucoma detection system, we investigate the
performance of our glaucoma detection classifier based on two performance measurements to provide
a comprehensive assessment of the model’s performance, which are the accuracy and the area under
the receiver operating characteristic (ROC) curve. The accuracy gives an overall measure of the
classifier ability, while AUC-ROC evaluates the model’s ability to distinguish between Glaucoma
and non-glaucoma cases across different classification thresholds. The ROC curve illustrates the
relationship between the true positive rate (sensitivity) and the false positive rate (specificity) at
different classification thresholds.

4 Results

In this section, we present the datasets and the results obtained for OD localization and glaucoma
detection.
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4.1 Datasets
Public glaucoma datasets have various aspects and display heterogeneity in their sizes, field of

view, luminosity, and resolutions. Table 1 presents a description of the databases, including their usage
and properties. The dataset samples are from various ethnic groups.

1. DRISHTI-GS: 101 fundus images with 70 glaucomatous cases and 31 healthy cases. This
dataset has homogeneous illumination and contrast. Dataset samples are presented in Fig. 4.
The dataset is available at the URL: http://cvit.iiit.ac.in/projects/mip/drishti-gs/mip-dataset2/
Home.php. The dataset was captured using the Fundus Imaging System (FIS) developed by
the Indian Institute of Technology (IIT) Bombay. The image resolution is 2896 × 1944. The
capture Field-Of-View (FOV) was 30-degrees. The dataset covers a wide range of age groups
and includes both male and female subjects.

2. RIM-ONE DL: 485 images with 172 glaucomatous cases and 313 healthy cases. This dataset
has enormous variation in the images’ illumination and contrast. Dataset samples are presented
in Fig. 5. The repository is accessible through https://medimrg.webs.ull.es. The fundus image
was acquired using the Topcon TRC NW6 non-mydriatic fundus camera. These images were
captured in three Spanish hospitals in Madrid. It includes subjects from different age groups
and various ethnicities. The dataset includes retinal images captured using the Topcon TRC
NW6 non-mydriatic fundus camera, which typically captures a wide-angle view of the retina.
The images do not have a fixed FOV for all images and can vary across different images in the
dataset.

Table 1: Dataset details

Dataset Glaucoma/normal Resolution Ethnicity

DRISHTI-GS 70/31 2896 × 1944 various ethnic groups
RIM-ONE DL 172/313 2144 × 1424 Spanish

(a) (b)

Figure 4: DRISHTI-GS dataset samples. (a) Normal; (b) glaucoma

http://cvit.iiit.ac.in/projects/mip/drishti-gs/mip-dataset2/Home.php
http://cvit.iiit.ac.in/projects/mip/drishti-gs/mip-dataset2/Home.php
https://medimrg.webs.ull.es
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(a) (b)

Figure 5: RIM-ONE DL dataset samples. (a) Normal; (b) glaucoma

The two datasets present different ethnicity and age ranges. The images were acquired using
different FOV and resolution. Furthermore, the images were captured from different ages. This may
help improve the learning performance and the model’s generalizability.

4.2 Preprocessing and Annotation
The method starts with contrast enhancement. In fundus images, the contrast tends to decrease

as the pixel becomes increasingly distant from the center of the image. To reduce this effect, adaptive
contrast equalization intensifies the contrast as well as limiting the problem of noise and oversaturation
among similar regions. Contrast-limited adaptive histogram equalization (CLAHE) is mainly used to
ameliorate the contrast for digital medical images. This method has proved to be more efficient in this
area than common histogram equalization and adaptive histogram equalization [13]. While histogram
equalization performs noise enhancement, CLAHE limits this enhancement. The function that maps
the contrast to a targeted contrast is limited by the height of the histogram, which is called as clipping
operation. The image is separated into tiles. The local contrast of the tiles is enhanced by evening out
the local histogram of the tile. Then, the clipping operation is performed. We perform CLAHE on the
luminosity channel to maintain shading distances. For this purpose, the picture is transformed into the
l ∗ a ∗ b space. The luminance is, therefore, ameliorated with CLAHE [14]. The preprocessing result is
presented in Fig. 6. The contrast enhancement performed on the image shows the optic disc’s details,
which is a basic step in the research process on the region of interest.

Fig. 6 shows the contrast enhancement’s impact on demonstrating the OD’s morphology.

The manual annotation process is presented in Fig. 7 for normal (a) and glaucoma (b) cases.

To update the pretrained Mask-RCNN model, we needed to train the model based on our custom
dataset. First, we prepared the custom dataset by annotating Glaucoma and normal images using the
VGG annotation tool. In this annotation process, we loaded the images into the VGG annotator and
selected the regions corresponding to Glaucoma and normal areas. These regions were then labeled
accordingly. The annotated dataset was exported in JSON format, and we used this dataset along
with the original images to retrain the Mask-RCNN model. The fine-tuned model helped the model
to improve its ability to detect Glaucoma in the vicinity of the optic disc.
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(a) (b)

Figure 6: Impact of preprocessing on contrast enhancement. (a) Before contrast enhancement; (b) after
contrast enhancement

(a) (b)

(c) (d)

Figure 7: Annotation of glaucoma (b, d) and normal optical discs (a, c). (a) Annotated region of the
normal optic disc in the DRISHTI-GS dataset; (b) annotated region of the glaucomatous optic disc in
the DRISHTI-GS dataset; (c) annotated region of the normal optic disc in the RIM-ONE DL dataset;
(d) annotated region of the glaucomatous optic disc in the RIM-ONE DL dataset
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4.3 OD Localization
OD localization was accomplished using a trained Mask-RCNN model, which underwent 100

epochs of training on each dataset, including DRISHTI-GS, RIM-ONE DL, and a combined dataset.
Initially, we set the learning rate to 0.001 and used a decay to gradually decrease the learning rate during
learning phase. We selected the stochastic gradient descent optimizer and the momentum was set to 0.9.
In Figs. 8 and 9, we present the results of OD localization on the DRISHTI-GS dataset. Specifically,
Figs. 8a and 9a showcase the successful detection of the OD for both normal and Glaucoma cases.
Subsequently, in Figs. 9b and 10b, we illustrate the segmented area, which serves as a mask for the
optic disc. This mask area is essential for precisely cropping the optic disc from the original image,
enabling us to utilize it as classification data for distinguishing between Glaucoma and normal classes.

(a) (b) (c)

Figure 8: Normal optical disc localization of the DRISHTI-GS dataset. (a) Detected normal region;
(b) mask of the normal region; (c) cropped normal optic disc

(a) (b) (c)

Figure 9: Glaucoma optical disc localization of the DRISHTI-GS dataset. (a) Detected glaucoma
region; (b) mask of the glaucoma region; (c) cropped glaucoma optic disc

Figs. 10 and 11 depict the outcome of OD localization for both normal and Glaucoma retinas for
the RIM-ONE DL dataset. The process begins with segmenting the ODc area using a trained Mask-
RCNN model, followed by selecting this segmented region. Subsequently, a mask representing the
optic disc’s coverage area is generated from this selected region. Finally, this mask image is employed
to extract and isolate the optic disc from the input image for further analysis.
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(a) (b) (c)

Figure 10: Normal optical disc localization of the RIM-ONE r3 dataset. (a) Detected normal region;
(b) mask of the normal region; (c) cropped normal optic disc

(a) (b) (c)

Figure 11: Glaucoma optical disc localization of the RIM-ONE r3 dataset. (a) Detected glaucoma
region; (b) mask of the glaucoma region; (c) cropped glaucoma optic disc

In the context of OD detection, the proposed model demonstrates comparable or superior
performance, particularly in terms of accuracy rate, when compared to baseline models. The proposed
model is evaluated in Table 2 using metrics such as the Dice score, Intersection over Union (IoU),
and accuracy. These metrics are commonly employed to gauge the effectiveness of localization and
segmentation tasks.

Table 2: Training and test set results; Dice score, IoU and accuracy

Test data
RIM-ONE DL DRISHTI-GS RIM-ONE DL + DRISHTI-GS

Dice score 0.9024 0.9488 0.9431
IoU 0.9246 0.9574 0.9295
Accuracy 0.9738 0.9893 0.9711

(Continued)
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Table 2 (continued)

Training data
RIM-ONE DL DRISHTI-GS RIM-ONE DL + DRISHTI-GS

Dice score 0.9642 0.9647 0.9544
IoU 0.9557 0.9764 0.9522
Accuracy 0.9738 0.9908 0.97.45

To prepare the data for OD localization, the Mask-RCNN model is utilized for the accurate
segmentation and localization of the OD in retinal images. Subsequently, the localized ODs are
cropped and preserved to train classification models, aimed at distinguishing between normal and
glaucomatous retinas. This approach capitalizes on precise OD localization favorizing the glaucoma
detection model.

The outcomes in Table 3 indicate a notable improvement in glaucoma detection across all of
the evaluated metrics. The three metrics for object detection are the Dice score, the IoU and the
accuracy. The three metrics are higher in the training sets than in the test sets. However, the value
reached is more than 0.9 for the test data, which demonstrates the efficiency of the object detection
and segmentation step.

Table 3: Classification of glaucoma cases based on optic disc segmentation in terms of accuracy

Dataset VGG-16 Resnet-18 Inception-v3 SVM Fusion model

DRISHTI-GS 98.14 97.39 98.66 96.18 98.52
RIM-ONE DL 97.23 96.41 97.65 95.22 97.83
DRISHTI-GS +
RIM-ONE DL

95.31 94.74 96.10 95.92 97.76

For the three test datasets, the Dice score exceeds 0.9 which presents a strong overlap between
the segmentation mask and the ground truth of the OD. The maximum Dice score is obtained for the
DRIDHTI-GS dataset. The overlap between bounded boxes, expressed by the IOU score, is maximal
for the DRISHTI-GS. The accuracy is higher than 97% for the tree datasets.

4.4 Glaucoma Assessment
The feature extraction part is based on three backbone components to enable an enhanced feature

extraction method. The classifier categorizes the cases into healthy or glaucomatous cases based on
the OD region.

The proposed model not only considers the knowledge of Mask-RCNN, but also uses the decision-
level fusion method to improve the performance of the model. In this experimental study, a selection
of deep learning models, namely VGG-19, Inception-ResNet-V2, and Xception, are employed. These
models are not trained from scratch but rather are fine-tuned using a two-step process with data
prepared using the Mask-RCNN model. This process involves utilizing pre-existing weights for these
models as an initial starting point. These pretrained weights were typically learned from a large dataset
on a related task, such as ImageNet classification.
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In the first step, these pretrained weights are used to initialize the deep learning models. This
initialization helps the models to already possess some level of knowledge about features and patterns
in images, which is beneficial and favors the learning of specific characteristics of the task at hand—
glaucoma detection in this case.

In the second step, the retraining and fine-tuning process begins. During this phase, the models
are exposed to the glaucoma detection data prepared using the Mask-RCNN model. They learn to
adapt and update their weights by minimizing the difference between their predictions and the ground
truth labels for this specific task. This fine-tuning process is essential because it tailors the models to
become highly proficient at recognizing the relevant features and patterns associated with Glaucoma
in retinal images.

To acquire high generalization, data augmentation can generate a vast number of OD images
based on the training sets. This augmentation enriches the dataset, considering the variation of the
fundus images due to the image acquisition conditions and the high variability in the OD pattern. As
the proposed method is based on glaucoma assessment, it is favored in cases of a scarcity of data,
meaning that rotations, shifts, and zooms, to avoid the overfitting problem, are applied to the training
set. After this, we resize the cropped image to 224 × 224.

Another noteworthy specificity of the proposed approach is the glaucoma assessment based on
the OD region, which will reduce the error generated when considering the whole of the fundus image.
This will essentially enable glaucoma assessment to exclude other eye diseases by excluding other
retinal structures. For real-time and offline assessments, this approach will provide fast diagnosis
due to the training mode. Depending on the first OD detection step, the glaucoma assessment may
provide inferior results when the OD localization is not successful. This case is highly likely for extreme
pathologies.

Two datasets serve as the foundation for our experimental procedures, assessing the effectiveness
of both the Mask-RCNN-based localization model and the decision-level fusion model. In the context
of decision-level fusion, our models are trained concurrently, and the final decision is obtained by
combining the outputs of these models based on their respective performance. When dealing with
deep learning models, the convolutional layers autonomously extract salient features from the input
data, while the fully connected layer, equipped with a SoftMax activation function, calculates class
probabilities. The architecture is detailed in Fig. 1 in the sub-block glaucoma assessment. On the other
hand, feature extraction techniques are a prerequisite for the effective classification of data for the
SVM classifier. These techniques are applied to obtain discriminative features that are subsequently
fed into the SVM classifier for classification. Detailed explanations of the feature extraction methods
and the SVM classifier are provided in the upcoming section of our study.

The feature extraction vector was based on the following components:

1. Histogram of Oriented Gradients: HOG is a feature descriptor technique that computes the
distribution of gradients (edge directions) in an image. It divides the image into small cells
and then calculates the histogram of gradients within each cell. The resulting histograms are
then used as features to represent the image. Figs. 12 and 13 present the HOG visualization
from the DRISHTI-GS dataset sample and RIM-ONE DL, respectively. Based on the gradient
magnitude, HOG allows retrieving the fundus images particularities, specifically the blood
vessels. Moreover, low-level and statistical features are also extracted using HOG.

2. Gabor Filters: Gabor filters are a set of bandpass filters that are used to analyze the texture
and frequency content of an image. They are often used for texture analysis because they can
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capture both local frequency and orientation information. By convolving an image with Gabor
filters at multiple scales and orientations, one can obtain Gabor filter responses, which serve as
texture features for classification tasks. Figs. 14 and 15 present the Gabor filter-based extracted
features from the DRISHTI-GS and RIM-ONE DL datasets.

Figure 12: HOG-based feature extraction from the DRISHTI-GS dataset

Figure 13: HOG-based feature extraction from the RIM-ONE DL dataset

The proposed decision-level fusion-based classification approach is assessed using four candidate
models: VGG-16, Resnet-18, Inception-v3, and an SVM model. Each of these candidate models is
trained independently on their respective datasets, and their individual decisions are later merged.
The outcomes, as presented in Table 3, display the accuracy of these independently trained models
alongside the fusion model.

Using the Adam optimizer, the learning rate was set to 0.001. The classification models were able
to learn briefly. This is due to the limitation of the OD zone for the glaucoma assessment. Moreover,
using transfer learning and augmentation has favored the learning ability in the first iterations and the
convergence.
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Figure 14: Gabor filter-based extracted features from the DRISHTI-GS dataset

Figure 15: Gabor filter-based extracted features from the RIM-ONE DL dataset

The highest accuracy is obtained for DRISHTI-GS using the fusion model. Overall, the fusion
model provides an accuracy higher than VGG-16, Resnet-18, Inception-v3 and SVM for the three
datasets. The main accuracy increase of the fusion model is obtained for DRISHTI-GS + RIM-ONE
DL where the fusion model accuracy increased by 2.45 compared to the SVM accuracy. Merging the
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two datasets has decreased the accuracy of all the classification models specifically for the classifier
VGG-16.

The results unmistakably demonstrate the superior performance of the proposed fusion model
when compared to the independently trained models. This improvement can be attributed to the
amalgamation of the weighted knowledge from all models, with each candidate model contributing
to the final decision. Furthermore, in Figs. 16a–16c, ROC curves are presented for the DRISHTI-GS
dataset, RIM-ONE DL dataset, and the merged data, respectively. Plotting the obtained TPR values
(x-axis) against the FPR (y-axis) creates the RPC curve. The area under the ROC curve provides a
summary measure of the discrimination ability. The curve is close to 1 for the fusion model and covers
a larger area under the curve, emphasizing its effectiveness in classification.

Figure 16: Area under the ROC curve for all three datasets

Models with higher confidence in their predictions are given more weight in the final decision-
making process. This approach ensures that the diagnostic outcome is influenced more by the models
with a strong record of accomplishment of accuracy, reducing the risk of incorrect or misleading
diagnoses. Advancements in learning models have significantly improved disease diagnosis and
ushered in a new era of intelligent medicine. Current research in disease recognition is indeed aligned
with this trend [59–61].
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5 Conclusions

Optic disc localization has been a focus of research for aided computer-aided diagnosis systems.
Researchers have made efforts in the area of retinopathy disease diagnosis. The primary objective
of the presented framework is to offer an efficient solution for glaucoma detection. It addresses the
pressing need to automate the diagnostic process, reducing the burden on ophthalmologists in terms of
effort and time. By automating the diagnosis, this system has the potential to significantly expedite the
identification of Glaucoma, which is crucial for early intervention. What sets this framework apart is its
unique approach: it begins by focusing on OD localization, which is a critical component of glaucoma
diagnosis. By accurately pinpointing the OD within retinal images, this framework eliminates the
noise and irrelevant background image data that can hinder traditional diagnostic methods. This
means that only the ODs, which are highly relevant for glaucoma assessment, are extracted and used
as the basis for classification. A combination of machine learning models is employed to build the
glaucoma detection system. Three deep learning models are selected for their ability to learn complex
features from the OD data. Additionally, a machine learning model, specifically the SVM, is chosen.
Each of these models is carefully trained on the extracted OD data to make informed glaucoma
predictions. A weighted fusion technique was introduced to enhance the reliability of the diagnostic
process. This technique assigns different weights to the models based on their confidence levels. The
proposed method produces meaningful results through simple computational steps. The datasets were
acquired from different standard datasets. The framework used to transfer learning approach to
overcome the availability limitation of fundus samples as well as the diversity of fundus pattern. The
suggested method achieved a qualitative and quantitative performance higher than or comparable to
the baselines for three different fundus datasets.

Our research will contribute effectively to identifying the OD area and reduce the time cost
of glaucoma assessment. Moreover, the proposed algorithm entails a simple technique that can be
combined with other algorithms. However, it entails more features than OD entropy, and so in future
work, combining entropy with vessel information in order to generate a robust algorithm is suggested
for OD localization. Relative information regarding the vessels’ properties will also contribute to the
rapid assessment of Glaucoma. Moreover, adapting large-scale datasets collected in real-time from
hospitals will increase the framework’s accuracy and usability.
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