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ABSTRACT

Accurately estimating blasting vibration during rock blasting is the foundation of blasting vibration management.
In this study, Tuna Swarm Optimization (TSO), Whale Optimization Algorithm (WOA), and Cuckoo Search (CS)
were used to optimize two hyperparameters in support vector regression (SVR). Based on these methods, three
hybrid models to predict peak particle velocity (PPV) for bench blasting were developed. Eighty-eight samples
were collected to establish the PPV database, eight initial blasting parameters were chosen as input parameters for
the prediction model, and the PPV was the output parameter. As predictive performance evaluation indicators, the
coefficient of determination (R?), root mean square error (RMSE), mean absolute error (MAE), and a10-index were
selected. The normalized mutual information value is then used to evaluate the impact of various input parameters
on the PPV prediction outcomes. According to the research findings, TSO, WOA, and CS can all enhance the
predictive performance of the SVR model. The TSO-SVR model provides the most accurate predictions. The
performances of the optimized hybrid SVR models are superior to the unoptimized traditional prediction model.
The maximum charge per delay impacts the PPV prediction value the most.
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1 Introduction

Controlling blast-induced ground vibrations is a crucial issue in geological and mining engineer-
ing. When an explosive is detonated in a blast hole, an enormous quantity of energy is instantly
released. However, only about 20%—-30% of the energy is used for granite fragmentation. The rest
of the energy is wasted, producing disturbances such as blast vibration, air shock waves, flying rocks,
noise, and other harmful effects [1-3]. Among them, blast vibration can induce a series of secondary
hazards, such as slope instability and structure damage [4], which is considered the most harmful effect
of rock blasting. Therefore, there is a need for accurate prediction of blast vibration in rock engineering
and mining [5].
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Blast peak particle velocity, as an essential indicator to describe the level of blast vibration, is
mainly influenced by various factors such as the blasting process, amount of charge, dosage, and
ground conditions. Chen et al. [6], through theoretical analysis of long-column charge blasting, found
that charge length and blast velocity only contribute to blast vibration velocity within a specific
range, while the longer the charge embedment length, the greater the blast vibration velocity at the
same ground surface. At the same time, the detonation method also affects the blast vibration speed.
Kan et al. [7] studied the factors affecting the peak particle velocity (PPV) of blast-induced vibration
through engineering tests and numerical simulations of underground roof pre-cracking blasting, and
the results showed that explosive unit consumption, maximum single-section charge, blast center
distance, and elevation distance all have a significant effect on PPV. Previous studies found that the
factors affecting blast vibration speed are numerous and complex, and it is essential to predict it
accurately.

The empirical formula of blast velocity prediction is usually based on many years of practical
experience and a large amount of test data, which is a simple and practical engineering calculation
method. The traditional Sadovsky empirical formula has high generality but needs better prediction
accuracy in different practical blasting projects. Khandelwal et al. [§] proposed a new blast vibration
velocity prediction equation based on the magnitude analysis. They verified the reliability of the
equation by comparing the measured values with the predicted values. Himanshu et al. [9] investigated
the effect of engineering rock properties on PPV modeling and proposed empirical equations for
estimating PPV. Himanshu et al. [9] used a multivariate statistical regression method to develop an
equation to predict PPV.

Due to the highly nonlinear relationship between most blasting initial parameters and peak
blast vibration velocity, empirical equations are often challenging to make accurate predictions. In
recent years, with the development of computer and artificial intelligence technologies, many scholars
have introduced advanced machine learning techniques into blasting engineering research [10-12].
Alvarez-Vigil et al. [13] established an artificial neural network model for open pit mine blasting
PPV and frequency. They compared the results with multiple regression predictions and found that
the correlation coefficients of the method increased by 0.48 and 0.80, respectively. Dindarloo [14]
used a support vector machine algorithm to predict PPV at different distances from the blasting
face. The results showed the method has high prediction accuracy and fast computational speed.
Dzimunya et al. [15] used random forest algorithm to build a model for predicting PPV using four
blast parameters as predictor variables, and the results showed that the method has strong potential in
predicting blast vibration velocity. Kadingdi et al. [16] based on random forest, Gaussian process, and
gradient augmentation machine to build an integrated model for predicting blast vibration velocity
with high accuracy by superimposed generalization method, which used seven parameters such as hole
depth, load, and spacing as independent variables and collected 196 observed data sets for training,
and the prediction performance of the trained model was significantly better than that of the base
algorithm, and the prediction accuracy R? was greatly improved.

The metaheuristic algorithm is an artificial intelligence-based optimization algorithm that solves
optimization problems by simulating the evolutionary process in nature, and it is more suitable for
dealing with high-dimensional and complex nonlinear problems than traditional algorithms. In recent
years, more and more meta-heuristic algorithms combined with machine learning have been proposed
for prediction methods [17-21]. Bui et al. [22] combined a swarm-based metaheuristic algorithm-
moth flame optimization algorithm with adaptive fuzzy inference neural network to build a model
to predict the blasting of open pit mine PPV of the project. They compared the prediction results
with those of other intelligent models and found that the model prediction results were more accurate.
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Cai et al. [23] obtained a model capable of predicting blast vibration velocity using the beetle antenna
search algorithm to find the optimal solution and bring it into the Elman neural network model
for training. This method prolonged the model running time but significantly improved the model.
Nguyen et al. [24] proposed a hybrid model combining artificial neural networks with a Hunger Games
Search Optimization algorithm. They applied it to blast vibration prediction, and the results showed
that the model is more robust than other benchmark hybrid models. Table | shows recent studies on
the use of intelligent models to predict PPV.

Table 1: Recent studies on the use of intelligent models for PPV prediction

Reference Model No. of datasets R?
Hasanipanah et al. [25] SVM 80 0.96
Hosseini et al. [26] XGBoost 162 0.99
Armaghani et al. [27] ANN 154 0.913
Zeng et al. [28] GMDH 117 0.942
Peng et al. [29] ANN 93 0.941
Iphar et al. [30] ANFIS 44 0.98
Fisne et al. [31] FIS 33 0.92
Monjezi et al. [32] ANN 20 0.93
Mohamadnejad et al. [33] GRNN, SVM 37 0.946
Lawal et al. [34] SVM, GEP 56 0.9702
Yu et al. [35] SVM 85 0.992
Present study SVR 88 0.9551

Group Method of Data Handling (GMDH); Support Vector Machine (SVM); eXtreme Gradient
Boosting (XGBoost); Generalized Regression Neural Network (GRNN); Gene Expression Program-
ming (GEP); Fuzzy Inference System (FIS); Adaptive Neuro-Fuzzy Inference System (ANFIS);
Artificial Neural Network (ANN).

In this paper, eight factors affecting PPV are comprehensively selected as input parameters of
the machine learning model, and the Tuna Swarm Optimization (TSO), Cuckoo Search (CS), and
Whale Optimization Algorithm (WOA) are selected to optimize the support vector regression model
to construct three hybrid optimization models based on the support vector regression method for
predicting blast PPV in an engineering context of open-stage blasting. In addition, four indexes are
selected to evaluate the prediction performance of the hybrid models and compare the comprehensive
prediction performance of different models. Finally, the sensitivity of various input parameters was
analyzed using normalized mutual information values, and the study results can serve as a guide for
the safety control of step-blasting rock excavation.

2 Methods
2.1 Support Vector Regression

Support Vector Regression (SVR) [36] is a machine learning technique based on statistical learning
theory. SVR is an important branch of Support Vector Machines (SVM) [37], commonly used in
regression analysis and function approximation problems. SVR uses a kernel function to project the
data into a high dimensional space and performs regression.
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SVR estimates the corresponding mapping by finding the optimal function:
fS)=Weox)+e (1)

where ¢(x) is the regression hyperplane, W is the weighting factor, and e is the intercept.
1 C < .
j=1

where C is the penalty factor, ¢ is the insensitivity coefficient and R, is the loss function. Regression
prediction can be converted to solving quadratic programming problems:

. 1 n n A
min Q (W,§) = §||W||2+CZ§/-+ C2 &
J=1 j=1
Wip(x) +e—y <e+§ 3)
=We(x)—e<e+g
Sj > O,Sj* > 0(]: 1929"'9’1)

where §;, & are slack variables.

SVR utilizes a nonlinear mapping algorithm to map low-dimensional linearly indistinguishable
samples into a linearly distinguishable high-dimensional feature space, and the functional expression
of SVR is:

S0 =2 (@ —a) K (x.x) +e @
j=1

where K(x,, x;) is the kernel function, SVR generally has a variety of kernel functions to choose from,

considering the prediction accuracy and convergence speed, the kernel function chosen in this paper

is the radial basis function, which has a good generalization ability.

2.2 Cuckoo Search

Cuckoo Search (CS) algorithm searches for the optimal solution based on the random search step
generated by Levi’s flight [38], which has a large randomness and can achieve the purpose of global
optimal search. The pseudo code of Cuckoo Search is shown in Table 2.

Table 2: Pseudo code of cuckoo search

Cuckoo search

Input: population N and maximum iteration 7,
Output: the location of optimal bird’s nest
Generate initial population of N host nests
while (1 < ?,,.,)
Get a random cuckoo by Levy flights
evaluate its fitness F;
Choose a nest among N randomly, which is said to be j
evaluate its fitness F;
if (F, > F),

(Continued)
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Table 2 (continued)

Cuckoo search

replace j by the new solution
end
Keep the best solutions
Rank the solutions and find the optimal solution
Update t = t+1
end while

Update the cuckoo’s location and search path:
X,(n+1)=X,(m)+npn-LA) (5)

where n is the number of iterations, m is the bird’s nest position coordinates, | is the step size
adjustment, and L()) is the randomly generated value obeying Levy distribution. The randomized
step size can be obtained according to the following equation:

1= o [X, (n) — X] (6)

where x4, is a constant and X is the optimal bird’s nest location.

2.3 Tuna Swarm Optimization

Tuna swarm optimization algorithm is a new intelligent optimization algorithm [39], which
simulates two kinds of cooperative foraging behaviors of the tuna population, namely spiral subject
to foraging and parabolic foraging. When spiral foraging is executed, the position of the population
can be expressed as:

o (Xrland + ﬁ ’ |Xrtand - Xt}) +a2 ’ A/Vir’i: 1 : t
) if rand <
/‘/iﬂrl — o - (Xrtand + ﬂ ’ |Xrtand - X’D + - ‘Xvit_fal = 2a 3a o ',N Lnax (7)
Oll-(Xl;esl-i-,B-'Xgest—X;’)-l-(XQ-X'I_’,l:l . !
if rand >
a - (Xl;esl + ﬁ ’ |Xl;esl - ‘X/it ) + Qs - sz’t’ = 2’ 3’ o .’N tmax
a=oa+(—-a)- ®)
t
e=>_01-a0)-(1-0a)- ©)

where ¢ is the current iteration number, the population number is N, X ;"' is the position of the ith
individual after the (z+1)th iteration, X", and X" ,..4 are the current optimal and random individuals,
respectively, «; and «, are the weight coefficients controlling the tendency of the individual to move
towards the optimal and previous individual, and B is the development parameter related to the
optimal or random individual. 8 is the exploitation coefficient associated with the optimal or random
individual.
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When parabolic foraging is executed, the position of the population can be expressed as:

o | X Hrand (X - X))+ TF-p*- (X, — X) ifrand <0.5 10)
TF -p*- X! if rand > 0.5

t (t/tmax)
p= (1 — ) (11)

where TF is a random number between —1 and 1 that determines the direction of population
exploitation, p is a crucial covariate that varies adaptively with the number of iterations and influences
the extent of population exploitation. The pseudo code of Tuna Swarm Optimization is shown in
Table 3.

i

Table 3: Pseudo code of tuna swarm optimization

Tuna swarm optimization

Input: population N and maximum iteration #,,,
Output: the location of food
Initialize the random tunas X'
while (7 < ?,,.,)
for each tuna do
Update a;, o, p, ¢
if (¢ < 0.5)
Update the position X ;"' using Eq. (7)
else if (¢ > 0.5)
Update the position X ;""" using Eq. (10)
end for
Update t = t+1
Calculate the fitness values
Update X'
end while

2.4 Whale Optimization Algovithm

Whale Optimization Algorithm (WOA) is a bionic-based heuristic search algorithm inspired by
the hunting behavior of humpback whales. In reference [40], the WOA algorithm assumes that the prey
captured by the whale is the optimal solution and the location of the whale is the potential solution.
At each iteration, the location update strategy of each whale is determined by the value of the random
number m and the mode of the coefficient vector 4. As the iteration proceeds, the whale population
continuously approaches the optimal solution. The pseudo code of Whale Optimization Algorithm is
shown in Table 4.

(1) The process of searching for predation is shown in the following equation:
A=2qr—q (12)
B=2r (13)
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ZW =Zyu—A-|BZ,, — Z| (14)

where ¢ decreases linearly between 2 and 0, and r denotes a random number between 0 and 1.

Table 4: Pseudo code of whale optimization algorithm

Whale optimization algorithm

Input: population N and maximum iteration ¢,,,,
Output: the best search agent Z..
Initialize the random whales Z/
while (1 < ?,,.,)
for each search agent do
Update «, A, B, [ and m
if im < 0.5)
if (|4 < 1)
Update the position Z,, using Eq. (15)
elseif (|4| > 1)
Choose search agent randomly, Z,,.q
Update the position Z,, using Eq. (14)
else if (m > 0.5)
Update the position Zbest using Fq. (15)
end for
Calculate the fitness values
Update Z,.,
Update t = t+1
end while

(2) Update position in bracketing mode:
1 Zhe.s't - A : ‘BZbe,s‘t - Z,I
B2~ Z| ¢ - cos @l + Zyr m =05

, m<20.5

(15)

where / ranges from 0 to 1, and b is a constant describing the shape of the spiral.

2.5 K-Fold Cross Validation

Cross-validation techniques are necessary to avoid overfitting the training data and enhance
the model’s generalization ability. This study introduces the K-fold cross validation technique
in the parameter optimization process of the hybrid model. K-fold cross validation, which is to divide
the original training set into K subsets equally, use one of the subsets for validation each time, and use
the remaining (K-1) subsets as the new training set, and cycle this process K times. The detailed flow
of K-fold cross validation is shown in Fig. 1. The root mean square error of all the validation results
is averaged to obtain the cross-validation error as shown in the following equation:
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MSE, = ﬁ g v, — )’ (16)
MSE., = % é:MSE, (17)
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Figure 1: K-fold cross validation

3 Materials
3.1 Data Preparation and Description

Eighty-eight sets of blast vibration data were selected from open-air step blasting [41], and
the distribution of PPV values ranged from 1.8 to 36.2 mm/s. Each set of data samples included
eight input parameters, namely, ratio of spacing to burden (S/B), ratio of bench height to drilled
burden (H/B), ratio of burden to hole diameter (B/D), ratio of stemming to burden (T/B), ratio of
subdrilling to burden (U/B), powder factor (PF), maximum charge per delay (W), distance from
the blasting face (DI). PF is the amount of explosive consumed per cubic meter or tonne of rock.
Drilling design of bench blasting is shown in Fig. 2. The PPV is used as the output parameter of the
machine learning prediction model. The distribution violin plots of each input variable and output
variable, as shown in Fig. 3, show that the data used in this study are widely distributed and more
uniformly distributed. In addition, the interrelationships among the parameters are evaluated by
Pearson correlation coefficients, as shown in Fig. 4. From Fig. 4, it can be seen that correlations exist
between all eight input parameters and PPV. Except for the significant correlation coefficient between
PF and B/D, the correlation between each input parameter is small. In the actual blasting process in
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the field, the PF and B/D are two uncorrelated initial parameters. Therefore, during the training of the
machine learning model, the PF and B/D are input to the model as input parameters simultaneously.
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Figure 3: Violin plots of blast velocity database

3.2 SVR-Based Optimization Model

In the kernel function of SVR, the penalty factor and kernel deviation of the radial basis
function are the most influential parameters on the prediction effect. In order to achieve better
blasting vibration velocity prediction, CS, TSO, and WOA are selected as the three group intelligent
optimization algorithms to optimize the penalty factor and radial basis function kernel deviation.
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Based on prior research, the penalty factor and radial basis function kernel deviation optimization
ranges for this work are set to (0.01,100) and (0.01,100), respectively. Randomly selecting 80% of
the database’s data as the training set and the remaining 20% as the test set [42]. Since the database
contains 88 data sets, 70 data sets were chosen as the training set, and 18 were chosen as the test set
for this study. The three hybrid models are independently trained on the same training set, the data
from the training set are used to construct the prediction models, and the test set is used to evaluate
the constructed hybrid intelligence prediction models. The parameter settings of the three swarm
intelligence optimization algorithms CS, TSO, and WOA are shown in Table 5, where six population
sizes are set in each hybrid model, and the population size parameter of the meta-heuristic algorithm is
adjusted using a 5-fold cross-validation technique. The three hybrid models’ fitness values are plotted
against the number of iterations in Fig. 5. The model with the fastest convergence speed and lowest
fitness value is the TSO-SVR model. Fig. 6 depicts the overall implementation process based on the
SVR model by CS, TSO, and WOA.

SIB| 1.0 034 ‘ 035 -0.14 /(034 -0016 -0.19 0.11
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Figure 4: Correlation coefficients matrix of blast velocity database

Table 5: Initial parameter values of CS, TSO, WOA in the blast PPV prediction models

Algorithm Paramters Value
CS Da 0.35

Population size 10 20 40 60 80 100
TSO z 0.05

o 0.7

TF 0.94

Population size 10 20 40 60 80 100
WOA r 0.5

q [2,0]

b 1

Population size 10 20 40 60 80 100
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Figure 5: Fitness value with number of iterations for hybrid models
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Figure 6: Flowchart of SVR-based hybrid models

3.3 Model Evaluation Index

The reliability of the hybrid model is effectively evaluated by utilizing the correlation evaluation
indexes such as the coefficient of determination (R?), the root mean square error (RMSE), and
the mean absolute error (MAE), which explains the relationship between the actual values and
the predicted values. The root mean square error represents the standard deviation of the error
between the predicted value and the actual value, the coefficient of determination represents the
percentage of the correlation squared between the predicted value and the actual value, the mean
absolute error is the average of the absolute error, which more accurately reflects the actual situation
of the error in the prediction value, and the al0-index can be used as an important indicator of a
model’s accuracy and usefulness in a prediction task. Each evaluation index has the following formula
[43-46]:

1 2
RMSE = | — > (i-») (18)
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N N2
Z (Yi _yi)
R=1-—"——\ (19)
—\2
; (,Vi _)’i)
1 N
MAE =+ > |3 = 7] (20)
i=1
al0 — index = % (21)

where y; is the actual measurement, j, is the model prediction, y, is the average of the actual
measurements, and 710 is the number of samples with a ratio of actual to predictive values between
0.90~1.10.

4 Results

To reasonably determine the population size of each hybrid model, five-fold cross-validation was
used to determine the optimal parameters based on the training set, the population sizes corresponding
to the number of cuckoos in CS, the number of tunas in TSO, and the number of whales in WOA,
respectively, are shown in Fig. 7, along with the MSEcv for various population sizes of each hybrid
model. As shown in the figure, the optimal population sizes for the three optimization algorithms are,
in order, 40, 40, and 80.
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Figure 7: Cross-validation confirms population size of hybrid models (a) CS (b) WOA (¢) TSO
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Fig. 8 displays the correlation between the predicted and actual values of PPV for the three hybrid
models. Each hybrid model has a solid predictive effect in both the training and test sets and the
distribution of training and test samples is near the ideal fit line. In terms of the three evaluation
indexes, R?, RMSE, and MAE, the R? of all three hybrid models is above 0.94, indicating that the
hybrid models based on SVR proposed in this study can achieve better prediction results. The TSO-
SVR model outperforms the other two hybrid models in terms of prediction accuracy, with R* of
0.9622, RMSE of 1.6019, MAE of 1.2001, and al0O-index of 0.6571 in the training set, and R* of

0.9551, RMSE of 1.3702, MAE of 1.1157, and al0-index of 0.7222 in the test set.
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To further compare and analyze the prediction performance of each hybrid model, a comprehen-
sive scoring method was chosen to evaluate the prediction performance of the three hybrid models
[47], and the comprehensive scoring results of the three hybrid models (CS-SVR, TSO-SVR, and
WOA-SVR) in terms of their performance indicators for the prediction of the PPV of the blasting
are shown in Table 6. The prediction ability of the three hybrid models is ranked as follows: TSO-SVR
> WOA-SVR > CS-SVR, and the TSO-SVR model can predict the blast PPV more accurately than

the WOA-SVR and CS-SVR models.
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Table 6: Hybrid models performance comparison

Model (Training)  R2 Score RMSE  Score MAE Score  al0O-index  Score  Total score
CS-SVR 0.9519 1 1.8073 1 1.3086 1 0.6143 1 4
TSO-SVR 09622 3 1.6019 3 1.2001 3 0.6571 3 12
WOA-SVR 0.9565 2 1.7204 2 1.2188 2 0.6286 2 8

Model (Testing) R? Score  RMSE  Score MAE Score  al0-index  Score  Total score
CS-SVR 0.9437 1 1.5344 1 1.2831 1 0.6111 2 5
TSO-SVR 09551 3 1.3702 3 1.1157 3 0.7222 3 12
WOA-SVR 09472 2 1.4858 2 1.2077 2 0.6111 2 8

To compare the prediction effectiveness of the hybrid prediction model of the swarm intelligence
optimization algorithm to that of the unoptimized classical SVR model, the prediction results of a
single SVR model were evaluated using the three model evaluation metrics. FFig. 9 depicts the various
evaluation metrics for the prediction outcomes of the CS-SVR, the TSO-SVR, the WOA-SVR, and
the sole SVR model. The hybrid SVR model is able to make more accurate predictions than the SVR
model. After implementing the swarm intelligence optimization algorithm, the RMSE of the SVR
model can be decreased from 2.5396 to 1.3702, the MAE can be decreased from 1.7803 to 1.1157, and
the R? can be increased from 0.8998 to 0.9551.
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Figure 9: Comparative chart of predicted effects (a) R* (b) RMSE (¢c) MAE

The Taylor diagram, depicted in Fig. 10, is employed for assessing the predictive performance
of hybrid models in relation to other machine learning models. This diagram provides a visual
representation of a model’s predictive ability by amalgamating the standard deviation, R?, and RMSE
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of numerous models. As evidenced by its closest proximity to observation locations, the TSO-SVR
model demonstrates the greatest level of prediction accuracy. Relative to the other three singular
models, the points associated with the three hybrid models reside closer to the observation points,
signifying a significantly enhanced prediction accuracy compared to the SVR, Random Forest (RF),
and XGBoost models.

TSO-SVR
WOA-SVR
CS-SVR
XGBoost
SVR
RF

Standard Deviation

o

o |
0 2 4 6 8 10

Figure 10: Taylor diagram on the comparison of the predictive performance of the models

5 Sensitivity Analysis

All eight parameters selected in this paper affect the PPV prediction results. However, each
parameter’s sensitivity needs to be clarified and needs further study. In order to study the sensitivity
of different parameters to the PPV, the normalized mutual information method is used in this section
to analyze the importance of different influencing factors on PPV. The mutual information method
is a feature screening method that measures the correlation between two feature data sets [48], and
the mutual information value indicates the amount of information that one feature variable contains
about another feature variable. Non-linear relationships between data sets can be mined by the
mutual information method. The value of mutual information is calculated as shown in the following
equation:
NI (v/x) = 2D T HE) (22)

H(Y,X)

where Y is the set of sample eigenvalues; X is the set of sample actual values; H(Y) is the measure
of uncertainty of Y, the larger it is, the greater the randomness of the random attribute; H(Y|X) is
the conditional information entropy of Y on X, where Y includes all possible values of the random
attribute.

Fig. 11 illustrates how the importance of each input variable to the PPV of blasting is determined
using the mutual information value in the normalized mutual information method. As shown in the
figure, the maximum charge per delay has the greatest influence on the predicted value of the blasting’s
PPV. The normalized value of each input variable’s mutual information is as follows: W > DI > PF
> H/B > T/B > S/B > U/B > B/D. In a study by Hasanipanah et al. [25], maximum charge per delay
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was also found to have the greatest influence on PPV. The W, DI, and PF have the greatest impact on
predicting the PPV of detonation and should be prioritized.

S/B Jo.589

H/B lo.776

B/D 10.464

T/B4 |0.606

U/B 4 l0.574

PF lo.g17

W+ lo.898

DI |0.873

0.00 0.25 050 0.75 1.00
Normalized Mutual Information Value

Figure 11: Sensitivity values of input parameters

6 Conclusions

In order to accurately estimate the blast vibration velocity of open-air step blasting, this study
combines SVR with three hybrid algorithms, CS, TSO and WOA, and establishes three hybrid models,
compares the effectiveness of the three hybrid models in predicting the PPV of blasting, and conducts
sensitivity analysis on each input parameter, and obtains the following conclusions:

(1) The prediction performance of the TSO-SVR model in the training stage and the testing stage
is superior to that of the CS-SVR model and the WOA-SVR model. The R? values of the training set
and the testing set are 0.9622 and 0.9551, the RMSE values are 1.6019 and 1.3702, the MAE values are
1.2001 and 1.1157, and a 10-index are 0.6571 and 0.7222, respectively. The prediction ability is ranked
as follows: TSO-SVR>WOA-SVR>CS-SVR, and the TSO-SVR model has the greatest prediction
performance.

(2) The three hybrid models can effectively improve the prediction ability of SVR model, and the
prediction accuracy can meet the demand of actual engineering blasting.

(3) For predicting the PPV of blasting, the maximum charge per delay is the most essential input
variable, and the sensitivity values of the input variables are as follows: W > DI > PF > H/B > T/B
> S/B > U/B > B/D. When predicting blasting vibration, the effects of W, DI, and PF on the PPV of
blasting must be taken into account.
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