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ABSTRACT

Manual investigation of chest radiography (CXR) images by physicians is crucial for effective decision-making in
COVID-19 diagnosis. However, the high demand during the pandemic necessitates auxiliary help through image
analysis and machine learning techniques. This study presents a multi-threshold-based segmentation technique
to probe high pixel intensity regions in CXR images of various pathologies, including normal cases. Texture
information is extracted using gray co-occurrence matrix (GLCM)-based features, while vessel-like features are
obtained using Frangi, Sato, and Meijering filters. Machine learning models employing Decision Tree (DT) and
Random Forest (RF) approaches are designed to categorize CXR images into common lung infections, lung opacity
(LO), COVID-19, and viral pneumonia (VP). The results demonstrate that the fusion of texture and vessel-
based features provides an effective ML model for aiding diagnosis. The ML model validation using performance
measures, including an accuracy of approximately 91.8% with an RF-based classifier, supports the usefulness of the
feature set and classifier model in categorizing the four different pathologies. Furthermore, the study investigates
the importance of the devised features in identifying the underlying pathology and incorporates histogram-
based analysis. This analysis reveals varying natural pixel distributions in CXR images belonging to the normal,
COVID-19, LO, and VP groups, motivating the incorporation of additional features such as mean, standard
deviation, skewness, and percentile based on the filtered images. Notably, the study achieves a considerable
improvement in categorizing COVID-19 from LO, with a true positive rate of 97%, further substantiating the
effectiveness of the methodology implemented.

This work is licensed under a Creative Commons Attribution 4.0 International License,
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1 Introduction

One of the deadliest pandemics in the form of Coronavirus infectivity (COVID-19) has stretched
across the globe and created the largest havoc for people and the healthcare system globally [1-3].
The very nature of COVID-19 infection penetrates the respiratory system and simultaneously leads
to certain cases like organ dysfunction caused by fatality. The use of CXR as a screening method,
thereby assisting in diagnosis, is relatively cost-effective [4—8]. In particular, CXR have been proven
to be helpful for monitoring prognosis [6,7]. CXR-based image intensity and morphology-based
characteristic features are helpful for physicians and radiologists in the diagnosis of various lung-
related abnormalities, lung opacity (LO), COVID-19, and viral pneumonia (VP) along with normal
categories [4,9].

The lower zones with bilateral involvement, spread across peripheral, consolidation and ground
glass opacity are various CXR image-based features related to pneumonia-related COVID-19 [7,8].
CXR-based investigations are also helpful in scheduling the treatment precedence of patients and
the use of various Artificial Intelligence (Al) techniques [10-12]. Hence, several studies have been
conducted on intensity-based feature extraction to capture image-based characteristics. Morphology,
texture, transformation, and histogram-based features have been used for feature extraction [13—
16]. Texture-based feature extraction and radiomics-based feature maps in conjunction with machine
learning (ML) techniques have been explored to aid in the identification of subtle variations in images
originating from various modalities, including computed tomography (CT), radiography, magnetic
resonance imaging (MRI), and ultrasound [17-25]. Image processing stages such as the pre-processing
and segmentation of lesions are required for well-organized strategies to define the organ or tissue of
interest [24].

2 Literature Survey

To extract image-based features, several image-processing stages need to be explored, such as pre-
processing to improve the visibility of intended regions, segmentation of the region of interest (ROI),
and obtaining features in different domains [26-33]. ML-based image analysis pipelines have been
rigorously investigated to enhance the diagnosis of breast cancer and brain tumor detection [34-38].
The expansion of deep learning (DL)-based tools and studies have further increased the utility of
artificial intelligence in biomedical informatics, along with CXR analysis [39-43]. In particular, Alex
Net-based DL-based categorization of normal CXR from other abnormalities, including COVID-19,
has been carried out [43,44]. Traditional approaches to feature extraction with transforms and texture-
based computations using ML-based models have recently been explored and implemented in CXR
image-based screening for COVID-19 [16,20]. Several approaches have been developed and explored
extensively, such as the feature extraction of images based on transform, texture, and key point-
based methods. Furthermore, several texture-based feature extraction techniques have been used, such
as Gabor filter-based texture extraction, fractal based techniques, Laws texture computation, and
grey co-occurrence matrix-based computations [28,30]. In brief, texture reveals information on how



CMES, 2024, vol.138, no.2 1983

regularly intensity patterns are repeated in an image observed experimentally. Texture may present
features similar to the intrinsic pixel arrangement of the image, which may be helpful in the analysis
[34]. Texture-based implementations have been found to be useful in content-based image retrieval,
object recognition, segmentation, various image processing applications, multimedia images, remote
sensing, and medical imaging [35,45].

Texture information associated with pixel intensity plays a vital role in the visual recognition of
patterns in a particular image, and the shear capacity of the human visual recognition organism to
sense this stimulus is a significant expertise to work together with the adjacent situation [34]. The
extensive literature review conducted in this study is presented in Table 1.

2.1 Role of Vesselness

Vesselness maps created using vesselness-extracting filters are popular for images of tubular and
vessel-like structures [46—48]. Popular and existing approaches in this paradigm depend on computing
the second derivatives of images, thereby approximating the local curvature information [49-52]. The
earliest and most widely known studies were by Frangi et al. [46] and Sato et al. [47]. The large amount
popular techniques in vessel filtering anticipate on degree of difference in sequence, and in meticulous
the second derivatives of the angiographic images. Indeed, due to the contrast and geometric property
of the vessels, it is generally assumed that the observation of the local curvatures via the Hessian
matrix analysis can allow for the determination of the position and orientation of the putative vascular
structures [46,47].

Their definition of vesselness was based on eigenvalue information in the scale-space domain.
Meijering et al. [48] developed a neuriteness function that could detect long and thin tubular structures
in fluorescence microscopy images. In this work, we attempt to fuse the three maps obtained using
vesselness detection techniques from the above-mentioned studies with GLCM features to extract
any plausible diagnostically relevant information from the CXR images that could differentiate lung
related abnormalities. Some studies on ML and image analysis are as follows:

Dourado et al. studied three medical databases that classified stroke types using melanocytic
and malignant lesions and image datasets of lung nodules, skin, and cerebral vascular accidents [37].
Liver diagnosis was performed using ultrasound images as proposed by Krishnamurthy et al. [3§].
COVID-19 was detected using CXR images by the transfer learning approach as proposed by
Ohata et al. [44]. Hasoon et al. used pre-processing, image thresholding, and morphological oper-
ations to categorize COVID-19 using ML techniques [40]. Deep learning-based categorization of
COVID-19. Bhattacharya et al. implemented [53]. Saleem et al. derived an approach using Situation-
aware BDI Reasoning for the early finding of the symptoms of COVID-19 using a smart watch [54].

Table 1: List of various recent works connected to our research

Author & Year [Reference] Method used Outcome
Saleem et al. & 2022 [54] Intelligent system based on System design mapping with
situation-aware and NetLogo

belief-desire-intention

(Continued)



1984 CMES, 2024, vol.138, no.2

Table 1 (continued)

Author & Year [Reference] Method used Outcome

El Asnaoui et al. & 2021 [20] Evaluation of Deep CNN Testing of accuracy with good
technique using VGGI16, performance in detection of
MobileNet_V2, VGG19, etc. infection

Hemdan et al. & 2020 [43] Usage of Deep learning Automated classification

COVIDX-Net frame work with ~ based performance in
VGG19 and DenseNet models in - COVID-19 diagnosis
radiology of CXR images

Bhattacharya et al. & 2021 [53] Review and survey of various DL Numerous challenges
techniques on medical images of  associated with DL based

COVID-19 derivations with COVID-19 to
control the stretch and to
achieve healthy city
phenomenon

Khan et al. & 2020 [39] Usage of Deep Neural Network  Increasing the accuracy

(DNN) based technique-Coronet during diagnosis through
in the detection of COVID-19 bulky training data

and Xception architecture on

ImageNet in the detection of

infection of COVID-19 and VP

by CXR images.
Oh et al. & 2020 [21] Patch-based Convolutional Deriving saliency maps during
Neural Network (CNN) and COVID-19 diagnosis with

Artificial Intelligence technique =~ CXR images

Influence of pre-processing and utility of threshold and level set-based segmentation along
with texture and key point analysis using fluorescence-based microscopic images and infrared-based
thermograms in two separate studies [55-58]. Laplace Beltrami (LB) eigenvalue features are used
to execute shape detection with MRI of the images discussed [59]. Basha et al. used a structure-
preserving denoising technique using WNNM for ultrasound images [60,61]. Compression models are
essential for efficiently retrieving data and for transmission to satisfy the requirements of multimedia
applications [62,63]. Early discovery of retinopathy due to diabetes by Thippa et al. employed a Deep
Learning model based on the PCA-Firefly process [64,65]. Recent studies have utilized radiomics
analysis and ML techniques to generate probability maps and radiomics-based feature maps to extract
diagnostic information from MRI-based brain tumor images [66]. Statistical analysis of the features
of an image was performed using machine learning (ML) models [67]. A fragile logo is implanted into
the cover images to facilitate early tamper detection [68].

Subsequent to a near-exhaustive literature survey, we devised an approach to fuse the texture and
vesselness features along with the aid of the ML approach to devise an ample strategy to differentiate
normal, LO, COVD-19, and VP using CXR images. The salient feature of this study is the fusion of
the features contained in the threshold region.
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The major outcomes of our research are as follows:
e Revelation of the vesselness maps.

e Determining the fusion of two different categories of handcrafted features for categorization of
the desired pathology.

The paper is organized as follows. Section | describes the introductory information of the
proposed work. A comprehensive literature survey is presented in Section 2, which includes a review of
existing techniques in categorizing COVID-19 with several types of medical images. The methodology
of the proposed work is explained in detail in Section 3. The results obtained are incorporated
in Section 4. Extensive discussions and analysis are framed as Section 5 with comparison through
performance measures. Conclusions and future scope are incorporated in Section 6.

3 Methodology

3.1 Segmentation Based Approach

The pipeline used in this study is shown in Fig. 1. CXR images consisting of normal, lung opacity,
viral pneumonia and COVID-19 images were obtained from the Kaggle repository [2,3]. The dataset
consists of 10,192 normal CXR images, 3617 images of COVID-19, 1345 images of VP, and 6011
images of LO. The purpose of this study was to extract and test the veracity of combining GLCM-based
texture features with vessel-detecting feature techniques to decipher normal CXR from different lung-
related pathologies, namely COVID-29, LO, and VP, using the ML model. Simultaneously, the same
features were used to design 3-class classifier model for categorizing the three pathological conditions.
Further, the binary classifiers were designed to categorize COVID-19 based on the LO and VP. The
input images were first subjected to pre-processing by converting the images to a gray scale, followed by
a median filter with a mask of 3 x 3. The median filter was chosen such that the edge-related details
were preserved. The images were subjected to multi-threshold segmentation using the Otsu method
to obtain three binary masks from the motivation derived from the work carried out [69] primarily
due to fewer approaches available in the literature to precisely delineate the diseased region. Hence,
this segmentation based approach is utilized here in order to investigate the veracity of the vesselness
feature to categorize COVID-19 from other conditions.

3.2 Extraction of Textures and Vessel-Like Features

The second stage is [26]. Among the three segmented masks, one mask that depicted the highest
mean intensity from the input image was chosen. The selected mask was considered the region of
interest (ROI) to extract the texture and vessel-like features. In particular, GLCM-based features,
namely homogeneity, energy, correlation, dissimilarity, and entropy, were extracted. The GLCM
features were extracted with a pixel distance of 1 and an orientation of 0, which is the default method
of extraction. The GLCM feature extraction mechanism employs the first computation of a two-
dimensional probability matrix from the neighbourhood of image pixels, called the gray-level co-
occurrence matrix. Using this matrix, the above-mentioned five features were computed, which depict
peculiar pixel intensity relations. In the case of vessel-like features, Frangi, Sato, and Meijering-based
vessel features were extracted, from which the mean, standard deviation, median, skewness, kurtosis,
95th, 90th, 5th and 10th percentiles were computed. Altogether, 30 features were considered as feature
vectors. These three techniques employ a special filter design process, which is sensitive to the detection
of vessel-like features. These features were normalized before use in the ML model design process.
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Figure 1: The block diagram representation of the pipeline implemented to extract and fuse texture
and vesselness features from CXR images and thereby building the machine learning model

3.3 Discussion of Decision Tree and Random Forest Classifiers with Mathematical Analysis

Among the datasets, 60% were the training set and over 40% were the test set. Using the training
set, tree-based classifier techniques, namely decision tree (DT) and random forest (RF), were used to
construct the classifier model for the different approaches devised in this study, namely multi-class
and binary classes. The performance of each classifier model was further validated using standard
approaches.
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In the above expression, ¢ > 0 influences the cross-sectional asymmetry, T > 0 tends to control

the sensitivity to blob-like structures, and 0 < p < 1 influences the sensitivity of the tubular object

curvature [47]. A classifier in machine learning is an algorithm that routinely orders or categorizes

data into one or more of an arrangement of classes. Classification algorithms are predominantly

familiar in machine learning since they map input statistics into predefined categories, making the

process easier for the user. They investigate data repeatedly, simplify operations, and attain functional
information [46].

The Frangi based vesselness detection can be expressed using the expression represented in Eq. (2)
below [46]:

0 if A > 0ori; >0,

vy (x) = | R R\ (; s 2
(1o (2)) o (55:) (o0 (0)
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Based on the Hessian matrix computed and the above expressions, the Frangi based filter is
instrumental in making the vessel like structures more obviously visible with respect to the background
information. The Frangi filter is classically used to perceive vessel-like or tube-like structures and fibers
in volumetric image data. Frangi vessel enhancement filter is one of the many methods for vessel
segmentation of lung infections. It is quick as well as competent.

3.4 Performance Measures

Random forests [RF] condense the threat of overfitting and accuracy is a large amount higher than
a single decision tree [DT]. In addition, decision trees in a random forest run in equivalent so that the
time does not become a problem or threat. The success of a random forest highly depends on using
uncorrelated decision trees. The random forest has complex visualization and accurate predictions,
but the decision tree has easy visualization and less accurate predictions. The importance of RF is
that it prevents over-fitting and is additionally accurate in predictions [67]. The RF and DT classifier
models were used to train separately with the above-derived feature vectors to investigate the influence
of features derived from the higher-pixel-intensity-based mask region, along with the ML model
performance. From the entire dataset, 60% of the data were used for training purposes and 40% of
the data were used to examine the performance of the approach. The performance measures used to
validate the ML models were presented in [67].

In the above expression, ¢ > 0 influences the cross-sectional asymmetry, T > 0 tends to control
the sensitivity to blob-like structures, and 0 < p < 1 influences the sensitivity of the tubular object
curvature [47]. The RF and DT classifier models were used to train separately with the above-derived
feature vectors to investigate the influence of features derived from the higher-pixel-intensity-based
mask region, along with the ML model performance. From the entire dataset, 60% of the data were
used for training purposes and 40% of the data were used to examine the performance of the approach.
The performance measures used to validate the ML models were presented in [67].

TP+ TN

A = 3

Uy = TP Y TN + FP + FN ®)
TP

S itivity = ———— 4

ensitivity = TEN 4)
TN

Specivity = ——— 5

pecivity P + TN &)

TP

Recall = ———— 6

“CU=TP + EN ©

Precision = TP (7

~ TP + FP
Floscore — 2 s Precision * Recall )

Precision + Recall

where FP = False Positive, FN = False Negative, TP = True Positive and TN = True Negative. Python
Compiler 3.7 used for the execution of the work with packages, together with Scikit-learn.
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3.5 Algorithm
The methodology executed with reference to the proposed algorithm is described as follows:

Algorithm:
Input: Image x
1. Apply pre-processing on the specified image using a median filter.
2. Segment each image using multi-threshold and obtain three (3) masks.
3. Consider the segmented mask of the brightest pixel Intensities.
4. Extract GLCM and vesselness features.
5. Construct ML model using a decision tree and random forest for classes 4, 3 and 2.
6. Execute the validation by means of test data.
Output: Prediction by trained ML model for Normal, Lung Opacity, COVID-19 and Viral Pneumonia

4 Results

Representative images belonging to the normal, COVID-19, LO, and VP groups are shown in
Figs. 2-5, along with their corresponding histograms. The images clearly depict variability in pixel
intensities, particularly in and around the lung regions. The visibility of the rib cages is very obvious in
the case of the normal and COVID-19 images as shown in Figs. 2a, 2b, 3a and 3b respectively compared
to the LO and VP images in Fig. 4a, 4b, 5a and 5b. The visibility of lungs in COVID-19 patients is
unclear. The histograms represent different perspectives, with varying distribution of intensities across
the four categories, particularly COVID-19, indicating a large presence of high pixel intensities.

(a)

Figure 2: (Continued)
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Figure 2: Representative image and its corresponding histogram depicting the distribution of pixel
intensities of a normal image

(c)

Figure 3: (Continued)



1990 CMES, 2024, vol.138, no.2

5000
o l l
i ---
0 50 100 150 200 250

Pixel intensity

(d

Figure 3: Representative image and its corresponding histogram depicting the distribution of pixel
intensities of a COVID-19 image
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Figure 4: (Continued)
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Figure 4: Representative image and its corresponding histogram depicting the distribution of pixel
intensities of a Lung Opacity (LO) image
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Figure 5: Representative image and its corresponding histogram depicting the distribution of pixel
intensities of a Viral Pneumonia (VP) image

These observations further motivated the implementation of this study with due emphasis on
including the features representing the texture-like features and vessel-like features and further evalu-
ating the fusion of features to categorize the normal and different pathologies using ML approaches.

The segmented masks considered in this study as ROIs for normal and different pathologies
are shown in Fig. 6. Four images revealed varying distributions of white pixels, and the objective of
selecting the highest pixel intensities representing the mask was to explore the textural and vessel-like
features in those regions and extract any useful diagnostic information from the region.

(a) (b)
Figure 6: (Continued)
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(c) (d)

Figure 6: Mask representing the highest pixel intensities from the multi-threshold CXR images.
(a) Normal, (b) COVID-19, (c) LO and (d) VP

The input images subjected to filtering using the Sato filter are shown in Fig. 7. Among the four
images depicted, it can be observed that the normal, LO, and VP images shown in Figs. 7a, 7c and 7d
show the bony structures.

In contrast, the same structures were not prominent in the case of COVID-19 (Fig. 8b). This
analysis further helped the objective of this study to explore the texture and vessel-like structures
in CXR images. The confusion matrices computed for 4-class, 3-class and 2-class classifier models
using RF and DT are shown in Figs. 8—10, respectively. In all the cases, the best accuracy measure was
associated with normal images for all three pathologies. The graphical comparison of the performance
Measures of 3-class and 4-class models is observed in Figs. 11 and 12, respectively.

(b)

Figure 7: (Continued)
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Figure 8: Confusion matrix derived for 2-class classifier model using two approaches, (a) RF —
COVID-19 vs. VP and (b) DT-COVID-19 vs. VP, (¢) RF-COVID-19 vs. LO and (d) DT-COVID-19
vs. LO
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Figure 9: Confusion matrix derived for 4-class classifier model using two approaches, (a) Random
forest and (b) Decision tree
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Figure 10: Confusion matrix derived for 3-class classifier model using two approaches, (a) Random
forest and (b) Decision tree

Major confusion appears to be categorized with respect to normal images and is observed using
the two techniques. The relative confusion in categorizing COVID-19 seems to be associated with

LO, as observed in both cases. The proposed approach outperformed the existing approaches are
graphically represented in Fig. 13.

The confusion matrices for 3-class ML models designed to categorize the three pathologies are
shown in Fig. 6. In this case, LO seems to be better categorized than the other two pathologies;
however, from Fig. 8a, RF can efficiently classify LO images. In addition, the categorization of
COVID-19 and VP was superior to that of RF Fig. 8b. Interestingly, the RF-COVID-19 images were
misclassified as LO, whereas the VP images were misclassified as COVID-19. In the case of DT,
the images of COVID-19 were still confused with those of LO, whereas VP seemed to be confused
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with both COVID-19 and LO. The confusion matrices derived from 2-class ML models designed to
categorize COVID-19 from LO and VP are shown in Fig. 8. As shown in Figs. 8a and 8b, COVID-19
feature sets were better differentiated from VP using both RF and DT, with the former outperforming
by improving accuracy. From Figs. 8¢ and 8d, LO was observed to be categorized with higher accuracy
than COVID-19, again with RF outperforming DT.

Performance measures (%) for the 3-Class classifier models
4 Random Forest M Decision Tree
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Figure 11: Performance measures (%) 3-class classifier model using random forest and decision tree
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Figure 12: Performance measures (%) 4-class classifier model using random forest and decision tree

Further validation and comparison of the ML models were performed using performance
measures, as shown in Table 1. It is clear that the RF-based model for both the 4-class and 3-class
categorization outperforms the DT models in almost all measures. A marginal improvement was
noticed in the case of the 3-class ML model performance in comparison with the 4-class classification
with the RF-based models. The time elapsed feature extraction is 19.46 min and to build ML model is
45s.
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The current study was further compared with previously reported studies, as shown in Table 2.
Several studies have been carried out using DL-based implementation strategies, and it can be seen
that with appropriate handcrafted feature extraction methods, ML models can be efficiently designed
to differentiate COVID-19 from normal and other pathologies.

Comparison of study of CXR images of COVID-19

Proposed approach Random Forest

70 80 90 100
Accuracy in Percentage(%)
Figure 13: Performance comparison graph with proposed approach

Table 2: Performance measures (%) for the classifier models
Classifier/Class Accuracy  Sensitivity Specificity F1-score
Random forest/4-class 88 70 90 91
Random forest/3-class 90 82 91 91
Decision tree/4-class 82 62 87 87
Decision tree/3-class 83 72 85 85

5 Discussions and Analysis

The devastation and havoc caused by the COVID-19 pandemic clearly emphasize the need
for effective screening and diagnostic approaches. More specifically, Al-driven approaches require
continuous improvement. Al, in conjunction with image analysis methods, seems to be one of the
many possible mechanisms to provide assistance to the medical fraternity for effective diagnosis and
treatment. Physicians use CXR images to infer the possible presence of COVID-19 or any other lung-
associated pathologies; sometimes, the extent of the infection spread is also imminent. This study
was conducted with an emphasis on investigating the high pixel intensity regions in CXR images for
possible textural and vessel-like information. The primary hypothesis was that the COVID-19 region,
based on severity and extent, diminishes the visibility of the host of bone-related information in CXR
images. In this study, we aimed to extract features using techniques that are sensitive to texture and
the identification of vessel information. GLCM for texture-based feature extraction and the Frangi,
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Sato, and Meijering filtering techniques were used to capture vessel-like information. The images
were filtered using a median filter and further segmented to obtain the region that best captured
the high pixel intensities prior to the feature extraction. In this process, a moderate to high degree
of over-segmentation might occur in certain subjects because multi-threshold-based techniques work
based on the intensity of the pixel rather than any anatomical structure of interest. Therefore, robust
segmentation approaches can enhance the feature-extraction process. Validation of the segmentation
was not performed in this study; rather, the importance of the effect of the devised features in
identifying the underlying pathology was investigated, and histogram-based analysis of the CXR
images belonging to the normal, COVID-19, LO, and VP groups clearly suggested varying natural
pixel distributions. This motivated us to incorporate features, including mean, standard deviation,
skewness, and percentile, based on the filtered images.

The Sato filter-based images clearly indicated that the COVID-19 images had high filter coeffi-
cients only at prominent boundaries such as the lungs, whereas other bone structures were only visible.
In contrast, the LO and VP versions of the Sato filtered images clearly revealed the spine and rib cages
but at different degrees of visibility. Qualitative observations were further substantiated using filtered
images during feature extraction and ML model training, as noted in this study. Feature selection
approaches were used in this study; however, the results did not improve with the finest features.
Hence, we restricted the study to ML training using complete 35 feature vectors for each subject. The
comparison and validation of binary and multi-classifications provided insightful inferences regarding
the textural and vessel-like features. In the case of 4-class classification normal images were more
efficiently classified than others, and all other pathologies were confused with the normal images.
This might be because of several reasons, one of which is the presence of a high number of normal
images supporting the training process and the rich texture and vessel information available in the
normal images. The RF ML model outperformed the LO classification with higher accuracy during the
3-class classification of LO, VP, and COVID-19, which might reflect the inference that the LO might
represent contrasting texture or vessel information or both combined than the other two pathologies.
Sato filtered images of COVID-19 were revealed all structures, while the VP revealed prominent
structures only. In the case of 2-class classification, it was noticed that COVID-19 was differentiated
from VP with high TPs with both ML models and even higher with the RF model. This might be due
to the clear variation in the Sato-filtered images of COVID-19, which had a relatively low presence of
coefficient values and very rich information structures in the VP images of the filtered version. The
COVID-19 comparison with LO seems to be affected by fewer TP’s as Sato-filtered images do not
reveal significantly rich structures as those seen in VP images, leading to a greater number of FP’s with
COVID-19. In the 2-class classification the RF model seems to be categorized more efficiently than
the DT model.

Recently, segregation of COVID-19 from other pathologies, including normal, using CXR images
has been performed using DL methods in a wide range of studies [13]. An Unscented Kalman
Filter was used for epidemiological parameters belonging to the COVID-19 data to differentiate
COVID-19 by addressing non-Gaussian nature and nonlinearity effects [25]. The transfer learning-
based DL approach was attempted with the aid of pre-trained networks, such as Inception, VGGI19,
and ResNet. A DL technique that requires a large amount of labeled information for training purposes
has also been proposed [24]. The results of this study and related comparison studies are cited in
references [27-30]. These studies were primarily implemented using DL techniques, and all images
were considered.

The primary focus of this work is the investigation of handcrafted features from high-pixel-
intensity regions using the fusion of GLCM and three categories of vessel identification techniques.
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The results, especially from the ML-based categorization of different classes, clearly demonstrate that
CXR images of normal and other pathologies manifest peculiar identities or require fusion with other
inherently sensitive information. Although the two categories of ML models considered in this study
were based on the same basic principles, the search initiated by the RF technique provided superior
results in almost all comparisons. The RF model employed with the extracted feature set outperformed
DL-based approaches, as shown in Table 3. The computing of the different stages of the proposed
pipeline was done using a Desktop with Intel Core 15, Python 3.7, and SK-Learn ML packages.

Table 3: Comparison of study of CXR images of COVID-19

Author & Reference  Type of images Accuracy Approach used

Ohetal. [21] CXR images 88.9% Pre-trained models
El Asnaoui et al. [20] CXR images 84% Pre-trained models
Hemdan et al. [43] CXR images 89% COVIDX-Net
Proposed approach CXR images 91.80% Random forest

6 Conclusions and Future Scope

The efficient design of feature extraction and ML models with image analysis techniques could
assist physicians and radiologists in accurately screening for COVID-19. Information revealing high
pixel intensity regions in CXR images with the aid of texture and edge-like structures revealed by vessel
identification feature extraction techniques is insightful. However, exploring the nature of handcrafted
features is time-consuming and can be treated as a limitation of this study. In the future, researchers
can explore hosts with other texture features to categorize pathologies. Hence, the fusion of texture
and vessel information may be viable for the design of efficient and effective diagnostic tools.

Transfer learning techniques can be applied to leverage pre-trained models on large-scale medical
image datasets. By fine-tuning these models using the proposed CXR dataset, the classification
performance can be further improved. Transfer learning can also help address the challenge of
limited annotated COVID-19 data by leveraging knowledge learned from other medical imaging tasks.
The future scope of the paper includes expanding the dataset, exploring deep learning techniques,
integrating multiple imaging modalities, ensuring interpretability, conducting clinical validation and
developing user-friendly tools. Collaboration between researchers, radiologists, and medical profes-
sionals is essential to ensure the successful implementation and adoption of the proposed technique.
Collaboration can help in refining the methodology, addressing practical challenges, and validating
the results in clinical practice.
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