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ABSTRACT

One of the biggest dangers to society today is terrorism, where attacks have become one of the most significant
risks to international peace and national security. Big data, information analysis, and artificial intelligence (AI) have
become the basis for making strategic decisions in many sensitive areas, such as fraud detection, risk management,
medical diagnosis, and counter-terrorism. However, there is still a need to assess how terrorist attacks are related,
initiated, and detected. For this purpose, we propose a novel framework for classifying and predicting terrorist
attacks. The proposed framework posits that neglected text attributes included in the Global Terrorism Database
(GTD) can influence the accuracy of the model’s classification of terrorist attacks, where each part of the data
can provide vital information to enrich the ability of classifier learning. Each data point in a multiclass taxonomy
has one or more tags attached to it, referred as “related tags.” We applied machine learning classifiers to classify
terrorist attack incidents obtained from the GTD. A transformer-based technique called DistilBERT extracts and
learns contextual features from text attributes to acquire more information from text data. The extracted contextual
features are combined with the “key features” of the dataset and used to perform the final classification. The
study explored different experimental setups with various classifiers to evaluate the model’s performance. The
experimental results show that the proposed framework outperforms the latest techniques for classifying terrorist
attacks with an accuracy of 98.7% using a combined feature set and extreme gradient boosting classifier.
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1 Introduction

Terrorism is the most critical threat to human life at any time. It can affect the quality of life
for individuals and society. Fear of terrorism restricts people from contributing to the country’s
development. In every country, dealing with terrorism is a top priority. Unfortunately, terrorism
has evolved through time and space, taking many forms. Contemporary terrorism affects a larger
geographic area and operates on a fundamentally new scale. There is an unprecedented threat to peace,
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security, and development. No country can claim to be immune from terrorism. The scale and scope
of terrorist attacks have increased over the past decade, destroying entire societies and wreaking havoc
in parts of the world. More than 200,000 terrorist attacks have been recorded from 1970 to 2020 [1].
The world has witnessed that most of them were successful over the past decade, as shown in Fig. |
according to statistics from the GTD. Thus, the threat posed by terrorism is real and severe, sadly, it
will remain so in the future [2]. The danger of terrorism also increases given the enormous numbers of
terrorist organizations that practice terrorism involving unlimited violence and is not restricted by law
or morality, and because of the complexity of the organization and personal activities of these terrorist
organizations, in addition to the development of weapons and equipment used by these organizations.
Terrorist crime has several effects, as it crime affects the building of society. Whether the loss of
innocent victims or the suffering of families, which threatens the cohesion of society. The increase
in the scope and spread of terrorist organizations’ operations has led to the success of terrorist groups
and terrorists in general in achieving their goals, in whole or in part. With the high rates of terrorist
crimes, the number of victims and the number of deaths has increased (Fig. 2). In a world that is
increasingly dependent on technology, it is necessary to study the issue of the role of Al and its extent.
Some researchers suggested systems based on Al that the intelligence officer or strategic decision-
maker might conduct a multi-dimensional analysis in an interactive way to benefit from in the fight
against terrorism. Security services can make the most of the outputs of those systems that depend
on them [3]. The application of methods based on it has recently been applied to develop Al-based
counter-terrorism technologies. Some of the previous studies applied machine learning (ML) and deep
learning (DL) techniques to make an Al-based model of terrorists. Recent research papers have offered
several strategies to study the causes of terrorism and are based on analyzing the pattern of terrorism.
In several areas of informatics, including recognizing and forecasting terrorist attacks, there has been
extensive research on countering terrorism by comparing the data with the prior histories of suspected
organizations or persons. They evaluated information about the operations under investigation, such
as the type of operation, location, weapon, and target [4]. Several models were used to improve
other particular filtering and classification criteria to attain great accuracy. Despite the efforts of
the research community to develop models that help in the war on terrorism, research still makes
a meagre and insufficient contribution to the fight against terrorism. The work done still needs to
be more effective and needs more effort. There is a research gap in using ML to model and forecast
future terrorist operations. This study emphasizes using Natural Language Processing (NLP) tools
to extract helpful information from terrorism events to categorize different types of assaults. The
proposed framework blends ML and NLP techniques [5]. Early classification techniques relied on
the “bag of the word” feature and Term Frequency-Inverse Document Frequency (TF-IDF) [6]. These
techniques depended on counting the words/frequency appearing in the text and treating them as text
representations without considering the context [7]. Deep neural networks have made tremendous
strides in extracting text information during the last ten years. Recent advancements in Al research
have led to the widespread usage of numerous neural network-based models for text classification.
Pre-trained word vectors such as Word2V provide better initial decoration for sentence tokens. In
semantic vector extraction, bidirectional encoder representations from Transformers (BERT) have
also been demonstrated. Recent years have seen a rise in interest in the BERT [§]. The BERT model
obtains feature representations containing semantic and contextual feature information about the text,
which significantly increases classification accuracy [9]. This study aims to improve the classification
of terrorist attacks by applying the BERT model in the context of text feature extraction. As a result, a
novel strategy incorporating text features and key features has been proposed, focusing on the textual
feature attribute. We advocate using BERT-extracted elements as well as additional features in GTD.
The former depicts the attacks’ semantic content, while the latter is a representation that takes into
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account the text’s structural elements. As far as we are aware, no other works have merged full-text
features with the primary features (numeric and categorical features) in GTD to classify terrorist
attack types as we have done. The suggested framework combines various GTD aspects with textual
(summary) features. The most promising characteristic qualities, chosen based on several prior studies,
are being found after a thorough pilot investigation of a wide range of traits in the terrorism-based
GTD data set. In this regard, seven features used regularly were found based on the related studies
to be combined with the textual features. Collecting a word list from text data and turning it into a
feature set the classifier may use is known as “text feature extraction”. The compiled summary text
features encompass all conceivable attack-related detail that helps with terrorist attack prediction.
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Figure 1: Rate of success/failure attacks by years based on GTD
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Figure 2: Rate of killed/wounded by years based on GTD

In contrast to earlier works, we also incorporated a joint interest module to address the issue
of feature interaction. We conducted several experiments to combine features, which can improve
the ability of the extracted features to be represented. Our contribution can be summarised in two
main points. Firstly, to represent text, our model may extract features with increasing levels of detail
from a trained language model. It accounts for semantic and structural information, enhancing the
effect of the acquired text representation. Secondly, to avoid the separation of the two traits during
the classification process, we created and tested various clustering approaches that can fully exploit
the interactions between the two representations to improve classification skills and tests on shared
interest units.

This paper explores these techniques to understand and classify the behavior of terrorist activities.
These predictions are essential to comprehend counter-terrorism performance; with the help of these
tools, terrorist activity can be stopped before it occurs. The research aims to classify and predict
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terrorist activities based on factors such as success, suicide, type of weapon, and region. In addition to
studying the effect of features elicited from summary narration on the performance of ML classifiers,
the proposed model is suitable for classifying and predicting future terrorist activities [10].

1.1 Problem Description

Al has provided opportunities to analyze big data and predict the future. Among the most
promising tools based on Al are search engines, recommendation systems, and NLP. These provide the
ability to manage content over the Internet, especially regarding the languages in which small groups of
people communicate, thus contributing to the fight against terrorism and extremism. Recently, many
academics have focused on multi-label classification, which is now widely utilized. In the real world,
applications for data analysis and data instances are linked with levels of semantics [11].

1.1.1 Problem Formulation and Notation

In recent years, there has been increasing interest in multi-label classification that can be applied to
many applications. A typical ML routine is dividing the data into training and test sets; the first set is
used to learn the attributes of the data, and then these acquired attributes are evaluated on the unseen
test set [12]. We expect the correct class to be named for a given input value in classification. We can
define the classification problem mathematically as follows: We formulate the task as a classification
problem so that our goal is to learn a function f : x — y, where x is a set of input features and y output
represents the type of attack. Let Tn be a set of terrorist attack types: 7y, T3, Ts,..., T,, where n is the
number of attack types. Let C, be a set of labels characterizing each class of attacks (T), C, = C,, C,,
C;,...,C,, where k is the total number of labels. The problem is finding the correct class (C,) for each
terrorist attack (7). To address this problem, we need an exact (f) classifier to map 7n to one of Ck
based on some specific parameter or feature. This paper aims to construct a model to classify terrorist
attacks using the GTD dataset. The proposed system focuses on extracting and integrating textual and
critical features within the benchmark dataset to preserve the knowledge base without duplication
or loss of information. The research aims to address the problem mentioned above. To effectively
identify and classify terrorist attacks using a rule-based approach to reduce under-represented or
uncharacteristic entities obtained from the database. We applied ML classifiers to classify incidents
of attack types obtained from object termination and to measure the effects of scripted features on
hyperparameters to improve the performance of these classifiers. In our experiment and validation
process, we explored different experiments to compare the performance of classifiers. Our research
concludes that platform features and other features improve the accuracy of defined collections.

1.2 Objective and Contributions

The following contributions and objectives are included in this research work: By using the
Global Terrorism Database (GTD), the study has provided two significant contributions: BERT is
used for exploratory analysis of terrorist attack trends, text-based feature generation, and textual
feature extraction. BERT is a recently created language model that uses a transformer-encoder-
based architecture to comprehend text semantics deeply and learn contextual representations from
raw text. It is trained using a mixture of 800 million-word novels and 2,500 million-word English
Wikipedia [13]. In our study, we fine-tune the pre-trained distilled version of the vanilla BERT
named DistilBERT to learn and extract contextual representations from attack summaries. The
extracted feature is concatenated with key features to improve the overall framework performance
and enrich the attack representation, an ML model for classification exploits. By merging other
characteristics and attack summaries, features can be made richer. Many methods have enhanced the
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models, including implementing more intricate categorization schemes and thorough model validation
measures (F,-score, Accuracy, and ROC). To achieve these objectives, we use a text-mining method to
analyze the data set’s primary variable, the terrorism incident summary. From the synopsis, we try
to glean information regarding the kind of terrorist incident. We demonstrate through experiments
that classification approaches can gather additional data from news feeds to identify the type of
incident. Several classification methods employed in the studies demonstrated that we could extract
this information from the free text summary in the database. We used eight fields from GTD for each
incident, including Summary (a text field), which describes the incident, and common domains, which
are used in state of the art and have as their target domain the kind of incident that derives value from a
particular kind of terrorist incident. Text mining is used to process the summary field further because it
contains the text. Steps in text mining, including encoding, stop word removal, feature weighting, etc.,
need this extra preprocessing. Finally, the framework employs a novel method for locating pertinent
textual aspects and combining them with other features. Depending on how well our suggested model
performs, it may enhance the speed and precision with which attacks are categorized and identified.
This demonstrates the promise and efficacy of Al-based models when used in the fight against crime
generally and terrorism specifically.

This article uses GTD as a data source to explore several terrorist attack types. The rest of
the paper is organized as follows: Section 2 discusses related works, presents a detailed review, and
reveals their limitations. Section 3 provides a detailed methodology of the proposed work, covering
data exploration and feature preprocessing, including text preprocessing. Section 4 demonstrates the
feature extraction model used to prepare the features. Section 5 discusses the creation of classifiers,
an experimental setup that includes the data set and evaluation metrics, and a discussion of the
outcome. Section 6 presents a comparative analysis with recent techniques. Finally, Section 7 presents
the conclusion, work limitations, and future research directions.

2 Background and Related Work

This section aims to provide an overview of work in terrorism, integration, and knowledge
representation based on Al. Recognizing patterns of terrorist attacks is one of the most critical
steps in combating terrorism. Current studies include predicting and identifying conventional terrorist
attacks, email tracking, phone signal information, and social network analytics. Although significant,
prediction requires more reliable and intelligent techniques that can handle the complexities associated
with each terrorist act while simultaneously allowing for extracting knowledge and predictions from
various digital data sources [14]. Terrorism has been of interest to many researchers in many fields.
A literature review showed that the field of terrorism studies has changed a lot. Communities from
various fields have been involved in one or more ways to provide tools that facilitate counter-terrorism.
Tables 1 and 2 outline the research progress in the terrorism domain.

Table 1: Summary of the related survey

Studies Focus of review Main contribution
[14] Overview of the open source intelligence Examined how OSINT can be used to
(OSINT) cycle in the context of extract textual information on terrorism

terrorism-related information from various from sources that are openly accessible.
data sources.

(Continued)
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Table 1 (continued)

Studies Focus of review Main contribution
[15,16] Introduced to databases and datasets on Reviewed the layout and properties of
terrorism information. terrorism datasets concerning their use for
terrorism and counter-terrorism research.
[17] Terrorism on the dark web. Review methods for identifying and

handling terrorist websites’ content on the
dark web, such as data mining and text
analysis techniques, highlighting
difficulties and gaps, including DL and

ML.
[18] Studied the techniques of practical analysis They studied technology providing
of terrorist activity data on Twitter. accurate predictions of terrorist activities

using sentiment analysis for
terrorist-related tweets based on 17 articles
and presented their findings.

[19] Reviewed computational techniques to An overview of computational strategies
counter-terrorism on social media. based on the phases of a terrorist attack.
20] Created new avenues for research into From 2015 to 2020, only 64 studies were

online extremism detection, categorization, included for the survey. Studies retrieved

validation techniques using large datasets,  from libraries, including SCOPUS, ACM,

and tools for detecting extremism that is Web of Science, and IEEE, were manually

not restricted to a few ideologies. screened. As a result, the survey is subject
to a bias risk because of the search query
utilized. The research focused on the
alt-right, jihadism, and white nationalism
were just a handful of the ideas or groups.

[21,22 Studied social network analysis techniques  Analyzed data collection methods and

to counter-terrorism on social media. tools used in counter-terrorism and social

network analysis.

2.1 Related Survey

Since the U.S. tragedy of September 11, there has been an increase in public awareness of terrorism.
It has brought attention to the absence of terrorism-related information. The war on terrorism has
sparked a renewed search for more effective methods of obtaining and analyzing intelligence data.
The capacity to evaluate large amounts of data using different Al tools to detect possible threats
is often an important activity in counter-terrorism. The body of literature devoted to intelligence-
surveillance data has grown significantly recently. But when the information is dispersed across various
departments and comes in multiple formats, such as phone tap scripts, internet usage logs, emails,
seized hard drives, CCTV video, images, etc. Many research articles summarized the technological
issues in obtaining terrorist data and outlined many essential solutions. Researchers such as [14-22]
reviewed current AI methods in terrorism domain. Table | summarizes some of this research work by
examining different Al approaches in counter-terrorism.
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2.2 A Machine Learning Approach for Enhancing Defense against Global Terrorism

According to literature studies, systems that use data mining and ML techniques may instantly
detect, track, and predict potential terrorist behavior in real-time. This section describes how terrorism
has been countered using Al approaches like data mining, ML, and DL. Among these works are
predicting the crime category, anticipating the perpetrator, geographic and socio-economic features,
predicting the future trend and quantifying risks, and predicting and classifying attacks. ML tech-
niques such as classification and clustering are at the core of the solutions that computer scientists and
statisticians provide to detect patterns of terrorism attacks [23]. Sarda et al. [24] developed a classifier
that divides diverse non-situational tweets into several groups. Different types of tweets have been
categorized into specific categories by ML models. Only English-language tweets uploaded during
the horrific events of the Gurudapur terrorist attack and the Nepal earthquake were deemed non-
situational tweets based on Twitter’s selected language. This method eliminates group tweets, which in
the event of specific crises, might worsen the problem. By categorizing tweets into three groups those
that address terrorism, those that do not, news, and tweets that are not tainted by other information.
Fraiwan [25] attempted to discern between themes connected to terrorism. Twitter posts that address
terrorism and those that have not been divided into categories using algorithms. The accuracy of
their model ranged from 78% to 83%, which is typical when examining the hundreds of tweets that
supported and endorsed the Islamic State (commonly known as ISIS). Using Wikipedia, Wikidata, and
semi-supervised learning, Zajec et al. [26] created a system that tests earthquakes and terrorist attacks.
The study automatically generated a small noisy, labeled dataset and a large unlabeled dataset using
Wikipedia and Wikidata. The study applied a semi-supervised event argument extraction system. The
dataset comprises event clusters with multilingual Wikipedia articles. Semi-supervised learning and
probabilistic soft logic are used to label the unlabeled data iteratively, and each example’s pseudo-label
is inferred from the predictions of numerous base learners. In a multilingual situation, the suggested
approach is applied to Wikipedia entries regarding earthquakes and terrorist incidents. Their tests
indicate that using the proposed technique improves the outcomes. When trained using the method
that combines probabilistic soft logic with semi-supervised learning, the system gets an F,-score of
0.79% when just the automatically labeled dataset is utilized and an F,-score of 0.84% when both
datasets are used. Kant et al. [27] proposed a method for evaluating the informative quality of topic
models. The study used ML classifiers to categorize geocoded tweets from the social networking site
Twitter according to the location of the message by feeding them an LDA model and STM out-
of-sample topic predictions. The performance of a state-of-the-art ANN is then compared to the
prediction performance. The ANN employed one of the best pre-trained word embeddings, GloVe.
GloVe was trained explicitly on Twitter data and all relevant tweet information. Bridgelall [28] used two
Al approaches to determine perpetrators’ motives from a massive database of terrorist acts globally.
First, they categorize attackers’ motivations into six categories using NLP and ML techniques: hate,
protest, revenge, vulnerability, strength, and intimidation. Next, they developed an empirical course
of action for classifying subjects using NLP methods to extract text features from narratives of the
motivations of terrorist incidents. Then they used extracted features from a brief narrative of each
event in the GTD dataset to train 11 different ML models. According to the results, the Extreme
Gradient Boosting model achieved the best prediction performance. Pan [1] proposed a paradigm
for predicting terrorist organizations with the highest attack frequency. The framework includes five
classifier prediction models, data splitting, model evaluation, and data preprocessing. Based on a
quantitative statistical examination of the activity of terrorist groups in GTD from 1970 to 2017. The
SelectK Best feature selection method was used with five ML models. Experiments showed that the five
models significantly improved at predicting the 32 terrorist groups responsible for the most attacks.
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Olabanjo et al. [29] created an ensemble ML model incorporating an SVM and KNN. To predict
continents susceptible to terrorism from GTD, two feature selection techniques, Chi-squared, Infor-
mation Gain, and a hybrid of both, were applied to the dataset. According to their findings, hybrid-
based selection characteristics generated the best outcomes among feature selection strategies for
forecasting terrorist sites. Abdalsalam et al. [30] introduced a framework for predicting terrorist attacks
on the GTD dataset. The research used textual features extracted through different text representation
methods (Bow, TF-IDF, and W2vec) and combined them with other features. Nine different classifiers
are used. The results show that the proposed framework improves the prediction accuracy significantly.
To obtain early warning of terrorist acts and to increase model stability and classification accuracy.
Feng et al. [31] and Feng et al. [32] proposed two frameworks to provide information for decision
support and early warning of terrorist attacks. In their suggested methodology, features are chosen
using a unique method that combines random forest (RF) and principal component analysis (PCA).
The XGBoost hyperparameters are tuned using a genetic algorithm (GA) on the GTD dataset, where
their suggested approach is assessed. Experiment results show that the suggested method works well
for the dataset of terrorist attacks in China and can be widely used. In their other framework, a
multilayer depth Neural network (NN) Graph convolutional networks (GCN) model (NNGCN). A
multi-layered deep neural network is employed to categorize terrorist incidents. Five datasets, namely:
Cornell, Texas, Washington, Wiki, and terror attacks, were the subjects of experiments. The NNGCN
model introduces the idea of a correlation index between event nodes, and it is merged with important
information. According to the findings, correlation prediction accuracy increased by roughly 33
percentage points, while classification accuracy increased by about three percentage points. The new
model performs better when analyzing the actual circumstances of terrorist attacks than the previous
model in node categorization accuracy and association prediction.

Huamani et al. [33] used classification models, decision trees, and RFs to visualize and forecast
future terrorist strikes. An organized database of terrorist attacks from 1970 to the most recent year of
record, 2018, was used as the input. The probability results from 75.45% to 90.414% of the bundles are
the same for the decision tree and RF models, respectively. These findings show that ML approaches
are perfect for adding to research pertinent to current global events.

Hu et al. [34] and Zhenkai et al. [35] proposed two risk assessment models for terrorist attacks
using the GTD. The results of the experiments show that the suggested method can be used to analyze
and predict information about terrorist attacks thoroughly and accurately.

Saiya et al. [36] used a specific kind of algorithmic analysis known as C4.5 classification trees to
examine social and political violence. Their proposed method has been applied based on four unique
outline techniques for comparing classification models for the C4.5 classification method. Their state-
level research shows that religious and secular terrorists have distinct target choices. This study shows
how classification trees can help to comprehend terrorism and help countries and governments develop
strategies and search for new ways to face this emerging challenge. Meng et al. [37] presented a novel
framework for predicting terrorist attacks using a hybrid classifier and the GTD data set. Additionally,
the genetic algorithm is used to optimize the weight of each classifier, thereby combining multiple
classifiers. They found that the proposed model with a hybrid classifier outperformed the single
classifier when predicting the kind of terrorist attack.

As an overview, Al can predict terrorism by analyzing metadata and inaccessible patterns.
Communications and information about financial transactions, travel patterns, surfing activities, and
publicly available information such as social media activity enable the identification of terrorists by
distinguishing what characterizes the activity of a particular subgroup on these media [38]. These
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methods include analyzing relationships between entities or using more complex tools for an image or
sound recognition [39,40]. Through advanced data analytics and ML techniques, Al can help identify
potential terrorists and prevent or mitigate the risks associated with terrorist activities. As outlined
in the related works, several types of research have been published in the counter-terrorism domain,
as shown in Table 2. As a result, there are concerns over the limits of its predictive uses in the fight
against terrorism and the associated dangers and potential. The literature survey demonstrates the use
of single- and ensemble classifiers. However, the difficulties of small sample sizes and unbalanced data
sets are some of the drawbacks of the current investigations.

According to the state-of-the-art survey that deals with terrorism attack classification, the study
found that most of the previous studies dealt with the classification of terrorist attacks in the GTD
dataset. Classification is one of the most common machine-learning problems. The best way to
approach any classification problem is to start by analyzing and exploring the dataset in exploratory
data analysis (EDA). The purpose is to generate as many insights and information about the data as
possible. It is also used to find any problems in the dataset. One common problem in GTD datasets
used for classification is the problem of imbalanced categories. Data imbalance usually reflects the
unequal distribution of categories within a dataset. Many traditional ML techniques are less successful
due to the skewed distribution, particularly when anticipating minority class cases; however, the
study demonstrated that some researchers did not care about it when dealing with terrorism attack
classification. There are other issues when a class disparity is not only prevalent but also anticipated.
The question is, how can models that handle unbalanced data be evaluated? accuracy is not the best
statistic to use in this situation. However, several studies that looked at the same issue employed
only accuracy measurements [41,42]. Looking at performance metrics, the metric to use should not
be limited to accuracy when working with an unbalanced dataset. There are more efficient metrics
that can give insight into model accuracy than traditional classification accuracy when working with
unbalanced categories. An example is a recall measure: Scale of Completeness of classifiers, F1 Grade
(or F Grade): a weighted average of accuracy and recall. ROC curves: Like accuracy and retrieval,
accuracy is divided into sensitivity and specificity, and models can be chosen based on the equilibrium
thresholds for these values. A variety of algorithms are used. Moreover, researchers discussed using
data mining technologies to increase the accuracy of global information to fight terrorism. However,
previous research has not fully exploit additional elements, such as association information present in
the events and the association between terrorist attacks based on the graphical structure.

Table 2: State-of-the-art on the research progress

Ref. Techniques Aim of work Dataset Limitation

27 ML Classifiers such as Classify Twitter posts that Twitter The outcomes of an LDA model that
Naive Bayes, KNN, have been geocoded into was trained using the text of tweets
SVM, and XGBoost categories based on their could not be used by the ANN to
classifiers and ANN location outperform ML classifiers. In

addition, topic model output and a
neural network acting as the
classifier could be combined.

(Continued)
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Table 2 (continued)

Ref. Techniques Aim of work Dataset Limitation
[43] Hybrid DL platform Determine the traits of GTD Have little interest in incorporating
based on convolutional future terrorist operations the regional geographic
neural network (CNN) characteristics of terrorist actions to
and long-term memory obtain a deeper understanding and
(LSTM) model forecast terrorist activities in the
future. The suggested hybrid method
performs well with similar data sets
but could be better with more varied
data sets. Numerous issues with the
GTD dataset exist, such as data
imbalance not being discussed and
mentioned.
[44] Remote sensing, ML, and Predicts the presence or GTD ACLED The study utilized a hexagonal grid
spatial technologies absence of terrorism in ICEWS cell technique, covering an area of 25
Europe on a previously square kilometers, to identify the
unexplored spatial scale most probable locations for terrorism
occurrences. However, it did not take
into account the adjacent pixel values
in the raster used for sampling the
features. Future studies should
incorporate a more comprehensive
analysis of the spatial-temporal
aspects of terrorism by considering
the neighboring pixel values within
the raster datasets.
[28] Descriptive Analysis: ML Aims of the attacks are GTD Manual effort required for empirical
models used for topic identified in six topic modeling.
modeling and text categories: Protest,
classification to identify retaliate, intimidate,
the perpetrator’s aim of weaken, force, and despise
the attacks
[ Five ML classifier Predicting terrorist GTD The method can be extended to
prediction models organizations with the predict a broader range of terrorist
highest attack frequency organizations. The model could
handle only a small number of
terrorist organizations; however, the
study did not mention the effect of
increasing the number of
organizations.
[20] ML and NLP with Classification and GTD The difficulties related to training
textual features predication of attacks ML models due to high dimensional
types data.
[29] Ensemble ML model Prediction of continents ~ GTD The study predicted which continents
which combines SVM susceptible to terrorism would be vulnerable to terrorism.
and KNN Even though it is believed that

predicting countries will be better,
this was avoided because it would
result in too many categories. Models
may perform better when there are
fewer categories.

(Continued)
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Table 2 (continued)

Ref. Techniques Aim of work Dataset Limitation

[5] DNN and ML models Prediction of terrorist GTD excludes predictions based on
(LR, SVM, and NB) activities, including the behavioral analysis of terrorist

likelihood of suicide organizations.
attacks succeeding, the

type of weapon to be

used, the location of the

attack, and the type of

attack

[31] ML-based model, XG Determine whether Terrorist attacks ~ The strategy ignores qualitative
Boost that is based on the terrorist strikes will result  in China and the elements in favor of a quantitative
RF is used in predictive in the deaths of innocent ~ GTD analysis of the features.
analysis

[32] Multi-layered deep neural To study classification Cornell, Texas, GCN’s internal structure must be
network (NNGCN) and early warning of Washington, changed to improve the
model of GCN. A terrorist attacks Wiki, terror representation of node features. For
multi-layered deep neural attacks instance, it is possible to set up
network various convolution layers with the

required filtering functions in
between.

[45] Ontology-based Constructing a Online news LDA cannot show correlations
knowledge graphs were framework to develop a sources resulting in uncorrelated themes.
established between knowledge base that LDA implies that words may be
entities, such as places, includes crime entities interchanged and do not represent
people, and organizations, and relationships between sentence structure.
using links and verbs them
based on violence, such as
“attack,” “killed,” etc.

[34] The K-means clustering  Risk assessment models GTD One major limitation caused by
algorithm and for identifying hidden or k-means are that it constrains all
quantitative research developing terrorist groups. This means k-groups do not

organizations and work well when groups have irregular

networks of terrorist shapes. It is also challenging to

organization alliances integrate categorical variables. As it
is familiar with many clustering
algorithms, it is sensitive to outliers
and has difficulty with
high-dimensional data.

[36] The C4.5 classification The analysis GTD Many real-world ML applications in

approach used to examine
terrorism

demonstrates how
classification trees might
deepen knowledge of
terrorism and even
provide politicians with
advice on preventing
further attacks

the industrial, finance, and medical
areas still favor tree-based ensemble
techniques like RFs and
gradient-boosting machines. The
drawback of tree ensembles is that it
is difficult to comprehend the
internal workings of complicated
models.

Accordingly, there is a need to pay more attention to the imbalance of categories that express the

type of attacks, which makes most of the findings of these studies questionable, especially since they use
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accuracy scale to measure the model’s performance. This research sheds light on the role of Al-based
technologies role in the counter-terrorism domain [46]. The suggested methodology for classifying
terrorist attacks takes linguistic elements into account. If we train the classification model without
fixing this problem, the model will be completely biased. This bias also impact the relationships
between features. However, the overall performance of ML models built on unbalanced datasets will
be limited by their ability to predict rare and minority points. Identifying and resolving imbalances
at these points is critical to the quality and performance of the generated models. Balancing the data
before splitting may lead to bias in the test set as some data points in the test set are synthetically
generated and are well-known from the training set. Low classification accuracy is a problem that the
model can address. The suggested approach enhances the performance of the classifiers by integrating
textual features with the features employed intermittently in state-of-the-art studies. It is likely to
improve the research that is already being done on how to use predictive Al to fight terrorism.
Moreover, the research focus should be on analyzing the integrated performance of the new test data
using various ML algorithms. DistilBERT, which more accurately reflect the semantic aspects of the
text than other embedding methods like Word2vec and Glove, was used to extract the semantic features
of the text [47]. Based on some of the existing pitfalls of the previous study, this research presents a
unique hybrid method using automatic feature extraction from text features based on DistilBERT. It
combines these features with existing features in state-of-the-art to classify terrorist attack events.

The Proposed Study Contributions vs. the State of Arts

Compared with the state of arts mentioned in this study, the main contributions of this paper
are as follows: This study represents a first step in testing the possibilities of using text features
extracted from GTD summary attributes with the other features to test the effect of various feature
combinations that can be used to help distinguish terrorism types. Textual features play an important
role in distinguishing terrorism types, which motivated us to utilize summary textual representation.
This kind of representation using the BERT model is robust in extracting high-level text-based features,
including semantic, contextual, and syntactic features. Irrelevant or partially relevant features can
negatively impact model performance, so to make a judgment of our model and for more validation,
we have to take a random sample as an example from test data to present various cases and scenarios
to understand which features are contributing positively and negatively to the model’s performance.
This can give us more confidence in the model’s performance. The main contributions of this work are
summarized as follows:

(1) To the best of our knowledge, this is the first terrorism classification framework based on BERT
and ML and using NLP techniques.

(i1) The proposed framework combined various features extracted from the GTD dataset to
classify terrorist events. Additionally, we employed 15 ML models to identify a suitable model
for the GTD dataset. Our proposed model enhances classification performance by combining
textual and related features with various metrics, providing further validation.

(iii) Experiments are carried out on publicly accessible (GTD datasets) datasets. The results show
that our proposed model outperforms state-of-the-art models in classifying terrorist attack
types.

3 Research Methodology

This section provides an overview of the proposed framework and explains how textual features
are utilized (Fig. 3) to classify the types of terrorism attacks. The framework consists of the following
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steps: gathering the data, preparing it, representing the features, selecting features, building the model,
and testing it. In early studies, statistical features of the text were employed to analyze and extract
text data for specific objectives. These statistical features were then used as training data to classify
sentences or documents. Common word-based representation techniques include “bags of words”
(BOW) and “n-grams” [48], which express a sentence using a group of words or n-gram sequences that
are included in it. When used with ML models like SVM [49], these features have produced positive
results. However, because ML relies on domain expertise and substantial feature engineering, it is
challenging to generalize the features of one task to other aspects. DL-based methods have addressed
the shortcomings of manual feature engineering. The main reason why DL-based frameworks have
gained so much popularity recently is that they do not rely on hand-crafted functionality [50].
The model automatically maps the text to a low-dimensional vector to extract text features. Pre-
trained language models have significantly increased in a study recently. Models like BERT have
garnered significant attention in NLP research [51]. Accordingly, in this study, the textual features,
namely summary attributes, are represented using Distill-BERT. The BERT-extracted features from
the text are integrated with the other key features. In this research, we demonstrate how the format
and characteristics of the data are used to augment the data provided by the feature vectors of
the training samples. The performance of a classification task is influenced by the training of the
model. The pre-processed input text can be transformed into useful feature vectors using the hybrid
feature combination proposed in this research. This enables effective, reliable, and robust analysis. The
results show that the hybrid strategy significantly enhances classifier performance compared to other
techniques.
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Figure 3: Proposed framework for terrorist attack classification based on a combination of features

3.1 Explore Data
3.1.1 Terrorism Attack, and Alternative Types

GTD has shown different sorts of attacks besides bombing and blasting: assassination, armed
assault, kidnapping, two types of hostage-taking, facility and infrastructure attacks, and unarmed
attacks. It is essential to distinguish these techniques from bomb attacks. The three categories of anti-
human bodies, anti-material objects, and hybrids can be used to categorize all eight species. Armed
assault attacks under GTD aim to Kkill or hurt people using weapons or other lethal equipment [52].
Assassination and hostage-taking (of two varieties) are also targeted human attacks. Contrary to the
first category, hijacking is an attack on a physical object whose primary goal is to seize control of
the target facility’s infrastructure and vehicles. The “9/11” incident is an example of the first type,
whereas the bus attack in Angola in August 2001 exemplifies the latter. Explosive attacks serve a
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variety of goals in contrast to other varieties. Targets can be both individuals and objects. For instance,
coordinated assaults in Iraq in August 2007 selected and destroyed towns while making minorities the
number one target [53]. Aside from the difference in aim, the main distinction between explosives and
other methods is that explosives are frequently very destructive, small, cheap, and simple to make.
Terrorists have also gained a “force multiplier thanks to improvements in the affordability, portability,
and concealment of weapons. In contrast to other strategies, kidnapping is regarded as” one of the
more difficult acts [54]. The needs of terrorists appear to be best met by explosives. Although explosives
can launch attacks with various advantages, the prevalence of particular attacks is influenced by
several coupling variables and not only the advantages of the weapon itself, such as convenience,
affordability, and concealment. The aim is one of the most crucial factors, along with weapon choice,
from the perspective of a situational crime prevention study. Specific terrorist attacks are brought on
by target exposure, vitality, destructibility, and originality [53]. Then, suppose the terrorist group’s
expertise is limited to attacks on vulnerable or poorly fortified targets. In that case, it is unlikely
that it will serve as a learning ground for terrorist groups that operate against vital, even military
targets. At the same time, the institutional framework in which the target is located frequently relates
the level of defense to several political, military, and economic elements. As a result, comparatively,
unarmed offensive attacks aim to accomplish the same using different methods, such as biological,
chemical, and radioactive. It is essential to consider larger contexts and where various terrorist attacks
can be categorized in the same category base on the similarity of attacks. In this context, it should
be noted that the unknown type of attack was excluded. According to the explanation above and a
case study conducted using the GTD database, attack methods can be classified into three categories:
assassination, armed attack; bombing/explosion; and hijacking (hands-free attack and others) [53].
The outcomes of various attacks vary dramatically, and armed attacks and hijackings cause the highest
number of casualties. Although assassinations are the most common type of attack, they do not result
in many deaths because they frequently have a precise target figure and do not result in many bystander
casualties. Weapons fall into three categories: the first category (biochemical, nuclear, missile, and
radiation weapons), the second category (light weapons, explosives/bombs/explosives, and burning
weapons), and the third category (light weapons, light weapons, explosives/bombs/explosives, and
burning weapons) (fake weapons and vehicles) [55]. Accordingly, we also decided on a class grouping
that merges similar-looking classes into single merged classes, the merged class namely Hostage
Taking (Kidnapping) and Hostage Taking, which have the same general meaning, were combined
with maintaining the balance of data which reduced the number of classes and slightly reduced the
class distribution imbalances. Finally, eight attributes and 40720 records, and seven types of terrorist
attacks with complete data were preserved during the experiment.

3.2 Data Preparation and Preprocessing
3.2.1 Dataset

Terrorism databases have gained significant importance by providing a security vision on a sound
scientific and technical basis. Security plans to combat terrorist crimes cannot be developed without
accurate and updated databases of terrorist operations. Terrorist databases play a critical role in the
fight against terrorism, with an increasingly important role in identifying and preventing terrorist
fighters from crossing borders [10]. The Global Terrorism Database (GTD), which provides details
on terrorist attacks worldwide, is one of the most significant databases (with annual updates). Unlike
many other event databases, the GTD presently contains more than 180,000 cases and regularly
updates data on domestic and international terrorist acts that took place throughout this time. The
University of Maryland developed GTD as an open-source project featuring data sets on international
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terrorism from the 1970s through 2020. It details the incident’s date and place, the weapons used, the
targets, the number of victims, and guilty groups. In-depth, trustworthy, and open-source data from
GTD is available to researchers to help them identify and foretell terrorist acts [56]. Assassination,
Assault with a weapon, bombing or explosion, Hostage taking (Barricade Incident), kidnapping,
attack on a facility or infrastructure, Assault without a weapon, and unknown are the eight main
categories of terrorist acts currently in existence, according to the GTD. The following information
pertains to the attack:

1. Assassination: An action carried out to kill one or more public figures or celebrities.

2. Armed Assault: [s any attack that uses a weapon, such as a gun, an incendiary, or a sharp
instrument like a knife, with the primary intent of harming or killing someone.

3. Bombing/Exposure: An attack in which the main effects come from a substance that breaks
down quickly and sends out a pressure wave that hurts the surrounding area.

4. Hijacking: An assault on human freedom if the offender assaults the victim by moving him
from one place to another against his will and without legal basis; Alternately, an act in which
the offender pursues hidden ends and goals such as forcing the government or authority to
release people or achieve another political goal.

5. Hostage Taking (Barricade Incident): A person commits the crime of Hostage taking if they
arrest or detain another person and threaten to kill or hurt him or keep him detained to force
a third party, such as a state, an intergovernmental organization, a natural or legal person, or
a group of people, to do or not do a particular act as an explicit or implicit condition to release
the Hostage.

6. Hostage Taking (Kidnapping): An act in which the main goal is to get control of hostages in
exchange for concessions or to stop normal operations.

7. Facility/Infrastructure Attack: An action is done with the main goal of hurting something that
is not human, like damaging civilian buildings and critical infrastructure facilities, like homes,
schools, places of worship, etc.

8. Unarmed Assault: An attack whose primary goal is to cause physical harm or death to another
person with a weapon other than an explosive, firearm, incendiary, or sharp tool (like a knife).

3.2.2 Correlation in Dataset Attributes

There are up to 134 attributes in the GTD dataset. Accordingly, the features of the dataset are
analyzed. Then we evaluated the correlation between the features base-on the literature research.
Which studied the classification of terrorism attacks process on the GTD dataset. The interpreted
result found that most studies such as [30,37,57-59] often employed the seven features in their
work. These attributes are shown a demonstrated effect. Accordingly, the seven attributes are kept
to make the prediction process more straightforward, and then they are encoded using a label encoder
before being combined with textual data. Based on characteristics utilized in the state-of-the-art,
seven attributes closely related to terrorist attacks are kept in the preprocessing stage to support
classification. These attributes include the city (where the terrorist attack happened), the specific area
(a category variable that represents the specific area where the terrorist attack happened), the type
of attack (a category variable that includes assassinations, kidnappings, armed attacks, hijackings,
roadblocks, infrastructure damage, unarmed attacks, explosions, and unknown), the name of the
terrorist organization (the group that made the terrorist attack), the date of the terrorist attack, the
amount of loss sustained, and whether the attack includes a ransom request.
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3.2.3 Data Preparation

Real-world data is often cluttered, contains missing values, and may be in an unusable format,
making it incompatible with ML models [60]. In addition, it makes acquiring knowledge during the
training phase more complex. Preprocessing data may affect how the final data processing results are
interpreted. Data preprocessing is an essential step in the data mining process. This often leads to
the presence of missing and out-of-range values in the collected data. Failing to carefully examine the
data to address these issues before analysis can result in misleading and illogical results [61]. Therefore,
ensuring data representation and quality should be prioritized before performing any analysis. Often,
data preprocessing is the most critical stage in ML. The steps involved in preparing and filtering
data can be time-consuming to process. Cleaning, deleting missing values, selecting features, and
digitizing data are all examples of data preprocessing, and to improve prediction or classification
accuracy, it is important to ensure that the data source is complete, continuous, and noise-free [62];
As a result, the processing of the data source involves various steps such as cleaning the raw data,
selecting relevant features, optimizing, transforming, and extracting properties, among others. The
output of the data processing stage is the final training set. This section describes the two-stage data
preprocessing process. The first stage, consisting of general preprocessing, was applied to all features,
while the second stage, consisting of text preprocessing, was applied to textual features. This section
discusses the data preprocessing steps used by the proposed framework.Data cleaning involves the
removal of invalid, insufficient, and inaccurate data from datasets, as well as replacing missing values
[63]; Several data purification techniques are used to prepare the GTD dataset.

Pre-Processing of Textual Data (Summary Attributes) Big data is the fuel that powers Al. The diverse
amount of big data enables ML applications to acquire and master skills. NLP is an Al application
that enables computers to understand and process human languages. NLP is critical for analyzing text
data. Text processing is an essential part of NLP. It has many sub-fields, such as text compilation,
classification, machine translation, and human-computer interaction. The idea behind all of them is
to turn text into data that a computer can easily understand and use [64]. Text pre-processing is a stage
of textual processing limited to the summary’s text attributes. ML models methodically search the data
for patterns that illustrate how the characteristics of the input attributes of the model connect to the
label of the output. The input attributes’ data representation directly impacts the final model’s quality.
Handling structured numerical inputs is relatively simple, but the data needed to train a machine-
learning model can come in many forms, such as category variables, text, pictures, audio, time series,
etc. Prior to utilizing the summary feature, it is necessary to apply preprocessing techniques to clean
the text and convert it into a vector format that ML classifiers can utilize effectively. As a result, this
summary is an essential feature of the proposed framework. It is informative and briefly describes
the terrorist attack, including when, where, who, what, how, and why. Before the summary feature
can be used, some preprocessing techniques must be used to clean up the text, as shown in Fig. 4.
NLP tools are employed to process text data, and consistent criteria are applied to all data fields
to ensure accurate results. Completing these steps is crucial before integrating text data into a new
model. In this process, words are identified and encoded based on their parts of speech, such as nouns,
verbs, adjectives, adverbs, and pronouns. Additionally, word derivation is employed to reduce words
to their root forms. During encoding, the text is broken down into smaller semantic units or individual
sentences. Stop words, including phrases that do not provide new information (e.g., prepositions), are
eliminated. Pre-processing is crucial in turning raw text data into a structure that can be used [65].
These preprocessing techniques remove redundant data and transform the textual input into a more
comprehensible feature extractor format. Finally, the textual features are further processed for analysis
and modeling.
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Figure 4: Text preprocessing techniques used for preparing summary text attributes

Removing outliers, replacing missing values, symbols, word filtering, and memes are all standard
preprocessing techniques used by the proposed framework. The high-quality data leads to more
accurate models and classification. Tokenization breaks down a group of texts into their words by
removing punctuation and substituting the white space between them. In English text classification,
stop-word filters are essentially always used. The term “spelling correction” refers to correcting
misspelled words. For instance, “attackrr” rather than “attack.” In addition, word lengthening is a
spelling mistake in which the letters that make up the word are mistakenly repeated, as in “awwsome”
rather than “awesome.” The root words of the inflected words are then revealed via lemmatization
by doing a morphological analysis of the inflected words using a dictionary. The word is changed
back to its original form [66]. As shown in Fig. 3, data pre-processing is divided into two parts to
make the procedure easier. A textural pre-processing stage is used in the first stage to condense the
features described in the text. Since the abstract feature is a textual feature, various pre-processing
methods must be employed to tidy up the text and turn it into a vector so that ML classifiers can
use it (Fig. 4). These pre-processing techniques seek to eliminate extraneous data and transform the
input into a more understandable structure for the feature extractor. Words and memes are filtered
out, missing numbers and symbols are replaced, and outliers are eliminated, as shown in Fig. 4. It also
breaks down a text block into its words by replacing the white space between words with punctuation.
One fundamental process is converting the retrieved features into digital form after pre-processing
and extracting the features from the GTD dataset. The proposed framework’s categorical features are
converted to numbers using nomenclature coding with scaling. As shown in Fig. 3, text representation
techniques are used to turn the entered text into features to create feature vectors. The processed text
features are routed via the BERT model and transformed into vectors.

These traits are kept for simple prediction before combined with the text data and encoded with a
label encoder. Data in the chosen attributes are both categorized and numerical. ML models frequently
incorporate many data sources, handling various data kinds. Vectors representing several qualities are
gathered into a single composite vector in traditional clustering algorithms. ML must incorporate
these properties into a single model to use this characteristic, including GTD text functionalities as
optional extras. A hybrid data frame that combines features collected using essential features and
representation techniques results from the data transformation. Since they function independently
from the classification models in the experiments, each is evaluated separately for comparison.

Pre-processing of Main Features (Key Features) After the data is acquired, the raw data must be
prepared, explored, visualized, and transformed. These steps are repeated until the data is ready to
create the model. Data preparation includes the revision and processing of raw data before analysis.
Understanding the available data before creating any ML model is necessary. Raw data may be
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cluttered, redundant, or inaccurate. Data should be cleaned by eliminating external noise and missing
value information by identifying, replacing, or deleting corrupt, inaccurate, and incomplete data; data
merging; data transformation; and data reduction without compromising the outcome. The primary
objective of this stage is to eliminate terrorist attacks with missing values and to maintain the classifi-
cation of terrorist attacks. GTD consists of 135 features. Many of them have many missing values, with
132,947 records missing. After this step, seven features are closely linked to terrorist attacks, and a text
summary feature was chosen. As a result of that, a total of 47,053 records are considered. Literature
reviews indicate that seven attributes are regularly applied throughout numerous studies. Specific
attributes are selected to improve classification before encoding with a label encoder and textual data.
The attack’s city, region, and attack type classify attacks, including assassinations, kidnappings, armed
attacks, hijackings, roadblocks, infrastructure damage, unarmed attacks, explosions, and unknown
attacks. These are examples of attributes that contain both categorical and numerical data types, as
shown in Fig. 5. Additional information includes the type of weapon used in the terrorist attack, the
quantity of property destroyed, and whether ransom or not. The terrorist organization name feature
also reveals the name of the terrorist organization that committed the attack. Table 3 shows the data
set attributes considered when the proposed framework was made. It should be noted that the group
of non-textual attributes selected at this phase will be referred to as “significant features.” Scientific
data sets often only include one sort of data, such as text, pictures, or numbers. ML models, however,
usually incorporate data from several sources, dealing with various data. A composite vector is often
created by combining several feature vectors. ML must merge these properties into a single form to use
this property. Text features for GTD should be added as a supplement. Text representation techniques
are used to transform text data into feature vectors. When data is modified, data frames are created
by fusing the primary features with features generated using textual representation approaches. The
performance of NLP is integrated with ML for accurately classifying terrorism attacks based on text
features. DistilBERT aims to extract features from the text data in GTD.

iyear country_txt summary ransom city weaptypel_txt gname attacktype1_txt
United 1/1/1970: Unknown African ) ] . )
1970 States Aehisrs i S 0.0 Cairo Firearms Black Nationalists Armed Assault
United 1/2/11970: Karl Armstrong, : ; Facility/Infrastructure
1970 States o ambier GEE NeW. 0.0 Madison Incendiary New Year's Gang Attack
United  1/3/1970: Karl Armstrong, £ . Facility/Infrastructure
1970 States et hel o 0.0 Madison Incendiary New Year's Gang Attack
’ 1/6/1970: Unknown -
1970 United perpetrators threw a 0.0 Denver Incendiary Left-Wing Militants Facsty/infastcuee
States Attack
Molotov...
: 1/9/1970: Unknown .
United . . ) - Facility/Infrastructure
1970 Siates perpetrators set off a 00 Detroit Incendiary Left-Wing Militants Aftack

fireb...

Figure 5: Example of selected features in GTD
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Table 3: An overview of the GTD dataset features utilized in the proposed framework

Features name  Description Data type

Iyear Includes the incident’s year of occurrence Numeric

City The location’s name, whether it be a town, village, or city Categorical
occurred

Country Indicates the nation or region where the incident happened Categorical

Gname The identity of the attackers’ organization, or the attack Textual
perpetrators’ group

Weaptypel A description of the terrorist attack’s weaponry Categorical

Ransom A demand for a monetary ransom may or may not have been  Categorical
made during the attack

Summary An overview of the incident that includes a brief narrative Textual

Attack type The strategies and methods used in terrorism attacks Categorical

4 Transformer-Based Model for Feature Extraction

This section details the textual feature extraction used in this study to learn more meaningful
textual representations based on a Transformer model. The BERT model offers a generalized
numerical representation of text that can be used for various tasks in NLP [67]. For instance, we use
the DistilBERT model to extract the embedding of the text after fine-tuning the pre-trained model for
several epochs. It is worth mentioning that we only fine-tune the top layer (sixth) of DistilBERT for a
fast training process. Later, the extracted features are concatenated and used as input to a classifier to
predict the attack type. DistilBERT uses the BERT Transformer architecture to distill the canonical
model using knowledge transfer and produce a new model with a smaller size and similar performance
to the original. Fig. 6 shows the distillation process, which relies on the BERT base model (BERT-base-
uncased). The main differences between the original BERT model and the distilled model are:

(i) DistilBERT has fewer parameters than BERT base (less by 40%)
(i1) DistilBERT possesses a 60% inference speedup
(iii) DistilBERT uses dynamic masking rather than static masking during the inference phase

(iv) DistilBERT omits next sentence prediction (NSP) and segment embedding learning during the
training phase

(v) DistilBERT uses six transformer layers (encoders) instead of 12 such in the BERT base
(vi) DistilBERT can be trained in 3.5 GPU days (instead of 12 GPU days)

Concerning the training data, DistilBERT shares the same datasets for training as the BERT
base, which are the Toronto books corpus and English Wikipedia. As shown in Fig. 6, we replaced
the classification layer in the DistilBERT model with two layers for feature extraction and attack
classification, respectively. The model receives an input sentence X represented as a sequence of tokens
X = x,...,x, and outputs a single semantic vector [CLS] of each sentence. Before processing the
raw sentence having tokens, DistiIBERT applies a sequence of sub-word tokenization and word-piece
tokenization [68] to produce a set of embedding vectors named input embedding (S1). The tokenization
maps each token to three different embeddings: word, segment, and positional. The tokenizer places
special tokens at each sequence’s beginning and end, namely [SEP] and [CLS], respectively. The [CLS]
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token helps the model understand that the sequence is being used for classification and allows it to
learn the relevant patterns. The second special token is [SEP], which stands for “separator”. It is used to
separate multiple sequences when they are concatenated together. Later, each token’s word, segment,
and positional embedding are summed up using a multi-layered RNN, which uses a self-attention
mechanism named the lexicon encoder to produce a single contextual vector S2. The S3 semantic
embeddings are generated by concatenating all the contextual vectors S2 learned by the [CLS] token.
The [CLS] token embeddings are fed to a fully-connected layer for feature extraction. The output of
the feature extraction layer is a single vector F of size d = 128, where d is the number of neurons. This
layer serves as a dimensionality reduction phase which maps the [CLS] token embedding of size 768
to a lower dimension equal to 128. The extracted features with dimension d = 128 are later combined
with the key features and fed to the ML model for classification. The feature extraction layer uses
the GELU [69] as a non-linear activation function to improve the model’s performance, defined as in
Eq. (1).

GELU(m) = x x ®(m) (1)

m is the output of the fully-connected layer, and @ (m) represents the Cumulative Distribution
Function for Gaussian Distribution. The classification layer is used to fine-tune the model and update
the pre-trained model weight matrix W on the terrorism attack detection task represented as a multi-
class classification problem. The classification layer is a fully-connected layer with » = 2 neurons
representing the number of classes. The Soft max activation function defined in Eq. (2) maps the output
of the classification layer to the probability distribution of X being classified as class ¢ (i.c., the attack
type). The classification layer is trained using the Cross-Entropy loss function.

P.(c|X) = Softmax(W" - X) (2)
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Figure 6: The proposed feature extraction model

5 Experiment

The experimental setup and results are summarized in this section. It starts by doing a series
of tests on each set of features separately, and it ends by discussing the impact of combining two
sets of features (textual features and key features). It also examines how merging text features from
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collected data affects the classifier’s performance. The experiments are divided into three scenarios.
The first experiment used the seven key features to determine the type of terrorist attack without
considering the textual summary features in the proposed approach. The second experiment shows
how the performance of the proposed framework changes when textual features extracted from
summary features are used. Finally, experimental three show the enhancement of the performance of
the classifiers based on the combination between the textual features and the other features. Due to the
objective of determining the proposed framework’s performance in various terrorism attack classes,
the framework was evaluated using accuracy, F,-score, precision, and recall measures. Additionally,
we examined overall classification performance using average measures such as micro and macro
averaging, which are widely accepted and frequently used in many multiclass classification studies [70].

5.1 Experiment Setup
5.1.1 ML Models

This study applied various ML models to determine the most appropriate classifier for a terrorism
classification framework. It examined the probability of having an effect when using textual features
with the most commonly used features in the state of the art, depending on the classifier used. To
determine the most appropriate classifier for a given set of features, we must understand the properties
of the available classifiers. This section describes the machine-learning classifiers used in this study.

(1) The K-Nearest Neighbors (KNN) fall under the category of supervised learning used for
classification (the most common) and regression. It is a versatile algorithm to calculate missing
quantities and reconfigure data sets [71,72].

(2) The Support Vector Machine (SVM) is a supervised learning algorithm that can be used in
classification and regression problems. It is usually used in classification problems due to its
effectiveness and excellent accuracy with most data [73].

(3) Decision Trees (DT) are a predictive modeling method used in statistics, data mining, and ML.
This algorithm aims to create a model that predicts the value of the target variable by learning
simple decision rules inferred from the data features.

(4) Logistic regression (LR) is a straightforward supervised learning algorithm. Compared to
other algorithms, it does not require complex mathematical operations, making it suitable to
classify data into separate classes [74].

(5) Linear discriminant analysis (LDA) is one of the linear classification algorithms. That creates
a probabilistic model for each class based on the data distribution. Thus, new samples are
classified by reference to the conditional probability of belonging to one of the classes [75].

(6) Additionally, various ensemble techniques are used. Ensemble methods in ML combine
different learning algorithms so that each algorithm supports the other to strengthen the
prediction process. A group of weak decision classifiers outperforms a single large decision
classifier [76]. The RF uses the random method to generate samples for training and then
generates a decision tree for each sample in the last step. The algorithm collects all the results
from the decision tree to make a prediction based on the voting mechanism. RF can combine
weak and strong variables and handle outliers. Besides, it is not affected by overfitting. A
popular boosting algorithm, similar to a RF, Gradient Boosting (GB), is a collaboration
method that combines several weak tree learners to create a significantly stronger learner.
This algorithm works by adding prediction models sequentially. Each model corrects the
previous model instead of adjusting the weights of examples at each step, as in AdaBoost.
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The XGBoost Gradient Boosting Algorithm (XGB) is one of the most popular and widely
used boosting algorithms because it is so powerful. It is similar to Gradient Boost but has
some additional features that make it more powerful. Training is swift and can be balanced
or distributed across groups [77]. Another gradient-boosting approach that employs a leaf-
wise algorithm to generate trees vertically is the Light Gradient Boosting Machine (LGBM).
LGBM uses an exclusive feature bundling approach to tackle dataset sparsity. It reduces the
number of characteristics while maintaining the most informative ones by combining mutually
incompatible features in a virtually lossless manner. LGBM also demonstrated proficiency in
handling high-dimensional and imbalanced data [78]. A boosting algorithm is a descriptive
group whose primary function is to reduce bias and variance in supervised learning. It is also
considered a group of ML algorithms that transform weak learners into strong ones. The
classification accuracy of the resulting robust classifier depends on all the weak classifiers. Ada-
boost can significantly improve learning accuracy, whether applied to synthetic or accurate
data. The Bagging algorithm (Bag) is also known as Bootstrap clustering and can be used to
solve classification and regression problems. Its idea is to assemble several predictions about
our data and find the best results after collecting them. It is used if we want to reduce the
contrast. In addition, filling algorithms improve the accuracy of the model. An ensemble ML
model called Extra Trees (ETs) aggregates the forecasts from numerous decision trees. It has a
connection to the standard RF algorithm [79].

(7) The GaussianNB (NB) model has a consistent classification efficiency derived from the Bayes
theorem. It performs effectively with modest amounts of data, can handle several classification
tasks, and can be trained significantly further when data exceeds the memory. The NB model
should have the lowest mistake rate compared to other classification techniques [80].

5.1.2 Performance Evaluation

Numerous models and applications in various spheres have used classification techniques. For
comparing various learning algorithms, such metrics’ analysis and significance must be interpreted
correctly for evaluating different learning algorithms. Some of these measurements use graphical
techniques, but most use scalar metrics. The dataset is observed to be unbalanced; therefore, the
classification system’s precision cannot only be used as a model performance metric. AUC ROC can
be used as an additional metric. In addition, various metrics were used to evaluate the multiclass
classification performance of the proposed model. The preliminary metrics are accuracy, recall,
precision, and F,-score. To extend our metrics to multiclass classification, micro-average, macro-
average, and ROC AUC were also calculated [81]. The area under the receiver operating characteristic
curve (AUC-ROC) has been utilized in the literature to evaluate the model’s performance. The F1
measure is widely employed in most ML application domains for binary and multiclass scenarios. In
multiclass cases, researchers can use the F1 micro/macro averaging methods [82].

Various benchmarking studies have also recommended this metric’s application. Additionally, the
literature suggests using the area under the precision-recall curve (AUC-PR) as a model evaluation
metric. This study examines whether the AUC-PR curve provides specific information about model
performance. This study ranks the existing models based on AUC-ROC, AUC-PR, and other
evaluation metrics to accomplish this. Using AUC-PR to evaluate the models helps avoid the extra cost,
time, and effort of testing functional modules. Finally, seven evaluation metrics are used to evaluate the
performance of the proposed framework, including the Accuracy,,, Precision,,, Recall,;, F — score,,,
Macro — average,,;, Micro — average,,;, and ROC — AUC,,, (3)—(6), respectively.



CMES, 2024, vol.138, no.2 1449

TP+ TN
Accuracy = (3)
TP+ FN +TN+ TP
TP
Precision = ——— 4)
TP+ FP
TP
Recall = ———— (5)
TP+ FN

2 % Precision x Recall
F1 — score = — (6)
Precision + Recall

where TP is True Positives, TN is True Negatives, FP is False Positives, FN is False Negatives, TP is True
Positives, TN is True Negatives, FP is False Positives, and FN is False Negatives. The receiver operating
characteristic (ROC) curve is frequently used to evaluate the predictive ability of the current method
across the entire range of algorithm decision value [83]. The ROC demonstrates the relationship
between the true positive rate (TPR) and the false positive rate (FPR). The area under the ROC curve,
or AUC, has been used to evaluate the model’s performance.

6 Experimental Results

Many tests were executed to compare various ML techniques and analyze the impact of adding
script features on performance. Several well-known classifiers, including Naive Bayes, SVM, RF (with
100 random trees), and other ML models, are tested as part of the ML technique to determine the
impact of the chosen features. The same dataset is used for training and testing the classifiers.

6.1 Experiment Series 1. Main Features Used on The State of Art Result

Table 4 summarizes the first experiment’s outcome, which used only the essential features (stan-
dard features used in state-of-the-art). In the multi-classification of terrorism attacks, models showed
approximately similar accuracy, precision, recall, and F,-score. It was noted that LGBM achieved the
highest rating report values across all scales. The report on the classification test shows that learning
models like LGBM and RF perform better than other models. Table 4 shows that the performance
of the XGB is closely similar to the SVC and ExtraTrees models, which gave an average of 80%. It is
also clear from Table 4 that models such as Bag, KNN, LinearSVC, LDA, SGD, and LR produced
very similar results. With a relative difference in the time taken to build the model due to the nature
of each model and its characteristics in learning and training. The AdaBoost algorithm showed the
lowest performance results. Overall, performance value is more consistent than other models across all
metrics. Comparing all models, AdaBoost has the lowest value of 0.62%, closely followed by Extra Tree
with a value of 0.67% LGBM outperformed all other models with a value of 0.81%, 0.81%, 0.79%,
0.78% in accuracy, precision, recall, and F,-score, respectively. AdaBoost had the lowest accuracy,
precision, recall, and F,-score values of 0.63%, 0.61%, 0.63%, and 0.63%, respectively. Therefore, it is
the lowest-performing model. The model performs well and ranks attacks based on critical features
well, with an overall average accuracy of over 0.75%, very close to the results of studies that dealt
with the same topic and used the same features for training. The performance of the classifiers can be
improved if the features are enhanced by those taken from the text, taking into account the time and
complexity of the proposed model.
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Table 4: Model performance with main features

Model name ACC  Precision Recall F,-score
LGBM 0.81 0.81 0.79 0.78
RandomForest 0.81 0.80 0.79 0.78
SvC 0.80 0.80 0.79 0.75
XGB 0.80 0.79 0.78 0.78
ExtraTrees 0.80 0.79 0.77 0.77
Bagging 0.79 0.78 0.77 0.77
KNeighbors 0.78 0.78 0.77 0.75
LinearSVC 0.77 0.76 0.76 0.69
LinearDiscriminantAnalysis 0.77 0.76 0.73 0.72
LogisticRegression 0.76 0.74 0.74 0.70
GaussianNB 0.74 0.74 0.74 0.70
QuadraticDiscriminantAnalysis 0.74 0.73 0.72 0.70
DecisionTree 0.72 0.70 0.72 0.72
ExtraTree 0.67 0.67 0.67 0.66
AdaBoost 0.63 0.61 0.63 0.63

6.2 Experimental Series 2. Textual Features with Target

The second experiment involved applying various classifiers to the features collected from the
summary text and comparing their outcomes. Table 5 includes the other performance measurements.
We wanted to demonstrate through this experiment that terrorist acts might be classified using the
traits taken from the text. This experiment can also show that the features extracted from the text
represent the context of the summaries, which can improve the performance of the classifier and help
detect the semantic relationship between input and target classes. Thus, instead of relying on raw text
or sparse text representations as the input of the classification model. The extracted text features
using fine-tuned DistilBERT can rely on the transformer architecture, which employs an attention
mechanism to encode semantic features and learn excellent text representation from the context. To
monitor and track our ML experimental status, test, and performance of the models, algorithms with
similar accuracy rates were again compared using other metrics like accuracy, recall, and F,-score.
Based on the accuracy, precision, recall, and F,-score values, the XGB and LGBM perform best
among other classifiers, followed by the Bagging, RF, and ExtraTree classifiers. Classifiers such as
Bag, LR, DT, RF, GB, and LDA perform exceptionally well, correctly classifying more than 0.75% of
attack types. Intriguingly, the best experimental results presented by Bag for various experiments are
approximately in line with RandomForest and ExtraTrees. While KNN performed well and remained
consistent across all experiments, the key aim was to demonstrate that ensemble modeling can result
in more accurate predictions. This is due to the model’s design, which makes it simpler to train than
models of other types and yields superior outcomes with fewer data. Additionally, group models
comprise several poor learners-models that are bad in and of themselves. However, when used together,
they compensate for each other’s shortcomings and outperform when used separately. As seen from
Table 5, SVC and LinearSVC perform better than other classifiers such as LogisticRegression, KNN,
QuadraticDiscriminantAnalysis, LinearDiscriminantAnalysis, GaussianNB, DecisionTree ExtraTree,



CMES, 2024, vol.138, no.2 1451

and AdaBoost. In terms of recall and measure accuracy, we attribute this to the widespread use of
SVC for text classification; using linear kernels for text classification is recommended, as linear kernels
work well when there are many features. Hence, linear SVC is used in experiments as well. It is also
intriguing that less than 0.60% of terrorist attack types are accurately classified by AdaBoost, which
has the lowest accuracy. The algorithms can train well and attain high accuracy, precision, recall,
and F1-scores using text features derived from the attributable summary, as evidenced by the overall
accuracy performance reported in Table 5.

Table 5: Model performance with extracted textual features only

Model name ACC Precision Recall F,-score
XGB 0.886  0.886 0.879 0.879
LGBM 0.881  0.881 0.880 0.880
Bagging 0.799  0.797 0.798 0.796
RandomForest 0.788  0.789 0.786 0.786
ExtraTrees 0.780  0.780 0.782 0.782
SvC 0.778  0.779 0.772 0.773
LinearSVC 0.752  0.752 0.749 0.749
LogisticRegression 0.750  0.751 0.752 0.753
KNeighbors 0.740  0.740 0.743 0.743
QuadraticDiscriminantAnalysis 0.726  0.729 0.728 0.725
LinearDiscriminantAnalysis 0.724  0.726 0.728 0.727
GaussianNB 0.722  0.725 0.723 0.722
DecisionTree 0.717  0.716 0.716 0.719
ExtraTree 0.705 0.707 0.704 0.705
AdaBoost 0.702  0.702 0.706 0.706

6.3 Experimental Series 3. The Impact of Text Features on the Framework’s Performance

Tables 6 and 7 show how well the proposed framework for hybrid features works by comparing
different performance measurements. Table 6 shows the performance measures for the hybrid features,
focusing on the essential measures: accuracy, recall, precision, and F,-score. Furthermore, multi-class
classification metrics can be calculated by taking the average performance of each class, called macro
averaging, or the average performance of all the classes, called micro averaging [$4] as shown in Table 7.
Experimental Series 3 shows the performance of classifiers with additional measurements such as
micro-average ROC, macro-average ROC, and micro-average precision. Micro-averaged precision and
micro-averaged recall are both equal to the accuracy when each data point is precisely assigned to
precisely one class. The micro-averaged metrics differ from the overall accuracy when the classifications
are multi-labeled or when some classes are excluded in the multi-class case. In additional micro-
averaging, each class counts the same for the average, as larger classes dominate the measure; in
macro-averaging, the average for each class is determined. Only then does each class count the same
for the final average. This difference is significant when the collection is skewed, which is the case
with terrorist attacks since, in a dataset, some attacks are expected to happen much more often than
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others. Figs. 7-16 also show performance measures of classifiers with micro-average, macro-average,
and micro-averaged precision metrics.

Table 6: Model performance with features combination

Model name ACC  Precision Recall F,-score
XGB 0.987  0.981 0.977 0.979
LGBM 0.965 0.969 0.962 0.964
Bagging 0.953  0.955 0.954 0.953
RandomForest 0.944 0944 0.943 0.945
ExtraTrees 0.929  0.922 0.921 0.928
SvC 0918 0925 0.923 0.932
LinearSVC 0914  0.901 0.902 0.905
LogisticRegression 0911  0.905 0.908 0.909
KNeighbors 0.903  0.906 0.905 0.903
QuadraticDiscriminantAnalysis 0.896 0.899 0.898 0.895
LinearDiscriminantAnalysis 0.894  0.899 0.898 0.897
GaussianNB 0.892  0.895 0.893 0.892
DecisionTree 0.887  0.886 0.886 0.899
ExtraTree 0.865 0.869 0.864 0.865
AdaBoost 0.776  0.767 0.778 0.745

Table 7: Model performance with features combination

Model name

Micro-average ROC

Macro-average ROC ~ Micro-average

Pre-Reca
LGBM 0.995 0.996 0.975
XGB 0.996 0.984 0.975
ExtraTrees 0.994 0.974 0.963
Bagging 0.994 0.982 0.971
RandomForest 0.993 0.982 0.964
ExtraTree 0.983 0.970 0.974
SvC 0.972 0.956 0.943
LSVC 0.953 0.946 0.933
LogisticRegression 0.992 0.986 0.964
KNeighbors 0.931 0.936 0.935
QuadraticDiscriminantAnalysis ~ 0.887 0.890 0.886
LinearDiscriminantAnalysis 0.874 0.863 0.883
GaussianNB 0.843 0.845 0.836
DecisionTree 0.805 0.814 0.814
AdaBoost 0.782 0.791 0.791
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From these tables and figures, the variance of performance between different classifiers can be
seen. Table 6 shows the experimental results of the proposed model based on the generated data set by
reviewing the results recorded by different algorithms with a focus on accuracy and recall measures.
Experimental three agree that adding text description information (summary features from GTD) is
a straightforward way to improve the ability of classifiers to classify terrorist attacks. Both accuracy
and recall scores are over 0.98% for some metrics, and the models used have improved performance
for many other metrics. Hence the effect of the features included in most models, as they provide
outstanding performance in their entirety, which is superior to models that use particular features.
This indicates the effect of the built-in features on the effectiveness of the models in this task. More
specifically, of all the models, Adaboost gives the comparatively fewest results, with an accuracy of
0.776% based on mixed features. The rest of the measures scored 0.767%, 0.778%, and 0.745%, recall,
precision, and F,-score, respectively. However, let us compare the performance of the Adaboost model
(in Table 6) with the combined features. We find an improvement compared to its performance with
the different features in the previous two experiments in Tables 4 and 5.

We attribute this to the fact that AdaBoost performs excellently on classification problems. This
is a common belief but cannot produce accurate probability estimates. It makes a correct classification
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but could solve problems with more than two classes better. The XGB scored best among the models,
with an accuracy of 0.98% based on the features included in all models. The figures show the ROC
curves for the top 5 classifiers in the test set. We plot each algorithm’s partial mean ROC curve, the
total mean ROC curve, and any two types of ROC curves. According to Figs. 7 and §, it can also be
seen that the AUCs of XGBoost defining classes of 0, 2, 5, and 6 types of a terrorist attack are 0.96%,
0.99%, 0.91%, and 0.93%, respectively. The XGBoost model’s performance with the experiment’s
hybrid features can be compared with the previous experiments, and performance improvement can
be observed. In Tables 4 and 5, the overall accuracy of the XGBoost model increased from 0.81% and
0.88% in Experimental Series 1 and 2 to more than 0.98% in experimental series 3 as shown in Table 6.
The main reason is that XGB is a reinforced model with a clustering mechanism and many descriptive
classifiers. This makes the model more stable and accurate. The LGBM classifier also fared closely
with the XGB model. This is evident from the results recorded in both Tables 6 and 7, as shown in
Figs. 7-10.

Two potential reasons for this behavior could be accounted for. Firstly, tree-based methods are
deterministic. Thus, when encountered with structured data (as in this study), tree-based algorithms
can explicitly fit the hyperparameters to the input feature, a natural extension of their workflow.
Another potential reason could be that LGBM and XGB are ensembles of decision trees, and their
predictions are a compilation of the predictions of many decision trees into a single one. XGBoost
and LGBM based on Gradient Boosted Decision Trees (GBDTs) achieved great success in our
experiment. Both algorithms work similarly in model performance, but training on LGBM happens
within a fraction of the time required by XGBoost. LGBM’s speed training makes it a preferred choice.
XGBoost requires many resources to train on large amounts of data, making it an excellent choice,
while LGBM is lightweight and can be used on modest hardware. LGBM allows passing feature names
to be treated as classes and handles this issue easily by dividing by equals. The Bagging, Random-
Forest, and ExtraTrees were reasonably close, with the relative superiority of the Bagging classifier,
with an accuracy of more than 0.96% compared to the rest of the classifiers, as shown in both tables.
This superiority also seems clear if we look at Figs. 11-16. The Bagging classifier can distinguish
between attack types, especially classes 2, 6, and 5, with an average of more than 0.92%, as shown in
Figs. 11 and 12. Moreover, the SVC, LinearSVC, and LogisticRegression classifiers showed relatively
average performance and somewhat good power when compared with their peers in the previous
experiments (Series 1 and Series 2), with the SVC classifier showing better performance, scoring 0.91%,
0.92%, 0.92%, and 0.93% for accuracy, precision, recall, and F,-score, respectively.

Based on the results, the QDA showed better performance when compared to the LDA, ExtraTree,
and NB, as it had higher discrimination and classification abilities. The performance parameters
of this model were 0.896%, 0.899%, 0.898%, and 0.895% for accuracy, recall, precision, and F,-
score, respectively. By combining features, most models achieve over 0.86% accuracy, much higher
than separate models. This indicates that the models have a solid ability to learn the built-in traits
thoroughly. It can also be observed from the literature review and our previous work that the text
feature and the other separate feature achieve a slightly lower degree of textual features than the
literature suggests. This indicates that the two attention units play a role in improving performance.
The above analysis demonstrates the effectiveness of the proposed model. Based on the above analysis,
all models can perform better by combining text and numeric features rather than text-only or numeric
features. This is because different types of features can make their contributions. Meanwhile, the results
for text-only features are better than those for numerical features. The main reason is that the way
the text describes the attack gives vital clues about the type of attack. In conclusion, adding text-
based features to other feature types would enhance the performance of the present prediction system.
The results tables show that models using hybrid feature information performed better throughout
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the trial. Notably, a conservative model using only the textual features shows good performance
approximately with comprehensive effectiveness with the many classifiers. The emphasis throughout
this study was nearly entirely on the text. Figs. 11-16 provide a comprehensive overview of the out-
performance classifiers of ML that show excellent performance via a side-by-side comparison. In
actuality, the text (abstract) is regarded as the primary source of information. However, the “request”
to abandon category- and numerically-based trait predictions instead of text-based predictions alone
was ineffective. Contrarily, it is thought that combining text with various data sources might enhance
prediction overall. According to the assessment’s findings, categorical and numerical data and textual
features provide valuable information for forecasting different sorts of terrorist strikes. As a result,
text-based, category-based, and digital classifiers each have unique advantages and disadvantages.
The framework’s performance is firmly considered to be improved by combining text elements with
important aspects in classifiers.

6.4 Discussion

The purpose of this study is to explore the role of textual features in the classification of terrorist
attacks in the harsh dataset. Our findings show that combining text and other information makes the
model classification result more accurate. This indicates that the text in the standard GTD database
contains data that enhances classifiers’ ability to learn and discover types of attacks. By combining
powerful features extracted from the text, the performance of classifiers can be more accurate. The
results showed that these features are related to classification accuracy. These features reflect other
hidden aspects of attack intelligence related to defining attack categories. This indicates that the
content of texts can be enriched with other external information about the event that will enrich the
textual content, as reflected in the extracted features and results. From the accuracy change trend graph
in Fig. 17, it can be seen that the model’s accuracy shows a gradual increase after textual features are
added. The model combining text features (summary features) and other features in a classification
scenario has a better classification effect than other scenarios. The model also outperforms other
models in the data set by increasing textual sequences, indicating that integrating textual feature
learning and multilevel feature sets with weighted features is more effective for classification. We
have reached a maximum accuracy of 98.7%. Through careful data analysis and selecting appropriate
algorithms to train our models, we test multiple classifiers to predict the type of attack correctly. We
also thoroughly evaluated our models with multiple evaluation scales.
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Figure 17: The performance of the classifiers with various experimental series
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6.4.1 Analysis of Result with BERT

We first compare the two input methods of the attributes in the first trial. All the features included
in Bert are compared with the target; in the third experiment, the features extracted from the text are
combined with other features. It is clear from Tables 5 and 6 that both are much better than using single
features set in Experiment 1, as shown in Table 4. It is also evident that entering text and features
as separate sequences into classifiers affects the overall performance of the classifiers. As shown in
Table 5, the model can learn to represent each sentence string through fine-tuning; however, it cannot
effectively associate any feature information with the attack labels. In other words, because the text
and other features are entered as separate parts, as shown in Tables 4 and 5, they may need more
information, which is the main reason for poor performance. We need to enter the textual features
and the other features combined. Meanwhile, it can be shown from Table 6 that the different features
combined with the extracted text features contribute to detecting attack types. The built-in feature has
the most improvement, and its accuracy is higher than 8% compared to other experiments. This shows
that the built-in features can effectively improve attack detection accuracy. Tables 6 and 7 demonstrate
how much better BERT performs than other models. This increases accuracy, demonstrating the value
of BERT. Additionally, it demonstrates how the self-attention mechanism can better grasp sequence
semantics. When the model analyzes a single sentence, self-attention enables each word to look at
other words to understand which word contributes better. In other words, self-attention means the
phrase will consider itself while deciding how to represent each symbol. This is how each word is
effectively understood by BERT, depending on its context in the background (the sentence). One
word can have various meanings depending on the context (how it is used in a sentence), and self-
attention can encode (understand) each word based on the words used. The model can directly learn
the association between the target text sequence and the related label based on confirming the model’s
task realization, which leads to a simplified training process. It is evident from the previous tests that
the classification model, based on a pre-trained model with the integration of numerous features, is a
solution to the issues of inadequate feature extraction and information integration in the classification
domain. Together with the other tiers of characteristics represented, the features derived by the BERT
model give the classifiers additional assistance. Table 6 clearly shows the significant improvement
in outcomes. We credit this to a more comprehensive representation of the features’ semantic data.
Moreover, attention methods are used to create weighted local feature vectors, which lessen the impact
of many features. It is possible to try additional attention mechanism optimization when optimizing the
attention mechanism for other feature. Nevertheless, during the extraction of local features from the
text, some information about the original characteristics is frequently lost in the process. Along with
other multi-level vital features, the complete contextual semantic features acquired by the BERT model
can enhance feature information while ensuring that other features do not negatively affect the overall
performance of the feature. The experimental results demonstrate that the proposed model performs
satisfactorily on a data set and performs much better in classification, effectiveness and accuracy when
compared to existing models that rely on categorical and numerical touches. However, the primary
and most significant challenge in this subject is integrating and acquiring information due to the
complexity of text content and the difficulty of encoding textual information. In the future, we will keep
integrating DL models into text tasks and explore methods for improving text feature representation
and optimizing semantic information for tex tasks. Represent text feature information using pre-
trained models with attention mechanisms for text semantic representation, combine external semantic
information and other techniques to provide a more accurate representation of the features. In other
words, the tiny text cannot adequately capture and convey the terrorist incident. Enhancing the events
conveyed in brief texts using textual elements is feasible.
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6.5 Model Interpretation

Explaining or interpreting the predictions of ML models has become paramount nowadays
because we work with complex models that deal with unstructured data types such as images, audio,
text, etc. To validate our result and identify the model’s behavior, we used the Local Interpretable
Model-Agnostic Explanations (LIME). Below, we have created a function that inputs a single sample
from raw test data and then returns a prediction of terrorism types which is one of the terrorist attack
types target. To validate the effect of the textual features, we used the transformed text using the BERT
and the other features as a part of the function, then returned probabilities for the XGB model. We
used this function when creating an explanation for a random sample of test data. We need to perform
this step because our model works on pre-processed data; hence we need to write a function that uses
text data for the model. The top features (words in this case) that result in a prediction of class 1 with
probability values and refer to other classes with other probability values are highlighted in different
colors. We mention that one of the inputs for Lime-Text-Explainer is char level, a Boolean indicating
whether or not we should treat each character as a separate occurrence in the string. As the default is
False, we do not consider each character separately. Tokenization and word indexing in a text instance
are done using the Indexed-String function; otherwise, the Indexed-Characters function is used. LIME
begins by generating some altered samples near the desired data point. Some words are removed
randomly from the instance to construct disturbed samples for text data. As a default measure, the
distance between the original and perturbed samples is calculated using the cosine distance. Then, the
local prediction made by the explanation model is represented by the prediction probabilities given in
the leftmost. The features and values supplied in the middle represent the relevant features and their
coefficients. As for this specific data instance, we are choosing the top crucial features; We validated
two scenarios to find out the importance of textual features and their ability to help models in the
learning process as follows:

(1) The validation case 1

We take a random sample of test data from a category mis-classified in the first experiment that
does not consider textual data as input. We use this sample as input for the test in the two experiments,
Experimental Series 2 and Experimental Series 3, to examine the effect of the textual features. Fig. 18
shows that the model that takes the textual features could correctly classify the random sample, which
has been falsely classified. We can see from the figure that the features (words in this case) highlighted
with orange are the top features that cause a prediction of kidnapping class with a probability near
0.75 and a probability of 0.25 for other classes.

True: Kidnapping --> Pred: Kidnapping

FReGCiin pebiNes S— Text with highlighted words
Kidnapping 0.02 08/07/2017: Assailants abdueted Jagannath Khara from his
Armed Assault ‘Bilnlgd residence in Hatibari, Odisha, India. Kljara. a_vlllage
Assassination sarpanch tﬂ'panm.. was Killgd shortly after the kidnapping. The
Bombing 0.02 Communist Party of India - Maoist (CPI-Maoist) claimed
Other ??z'me“ FESPBRSIBIlity for the incident and accused the victim of
abducted being a police informant and taking advantage of tribal
0.02 members the area.
residence
0.01

Figure 18: LIME plot for textual features

(i1) The validation case 2

The exact random sampling is used with the model that depends on the combined features; Fig. 19
shows that the model that takes the combined features had a more significant positive effect on
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performance. (Here, it should be noted that the textual features fall between numbers 8 to 133) when
converted into representative vectors. We can see from Fig. 19 that the probability increased to 0.82
for the kidnapping class.

(i11) The model failure case 3

Identifying the related features from a data set and removing the irrelevant or less important ones is
still a problem facing most ML and DL models. Irrelevant or partially relevant features can negatively
impact model performance. Fig. 20 explains this case; we have selected the same sample example
from test data, but this time with the wrong prediction. Fig. 20 highlights features contributing to
the incorrect prediction, explaining the model failure case. However, this can give us more confidence
in the model’s performance.

True: Kidnapping --> Pred: Kidnapping

Prediction probablilties NOT Kindnapping Kindnapping

Kidnapping (I 0's2
Armed Assault
Assassination
Bombing
Other

Feature Value

Figure 19: LIME plot for a feature combination

True: Kidnapping --> Pred: Assassination

NOT Kindnapping Kindnapping
Prediction probabilities Eeature Value

123 > -0.06
Assassination [ 1.00 0.05
Kenopping A
Armed Assault 80 > 0.73
; 0.05
Bombing .0.84 <6 <=0.74
Otrer oot
46 > 2.91
0.03
58 <=.0.15
0.03
-0.01 <87 <=0.49
0.02
92 > 2.96

0.02

0.05 < 44 <= 0.67
0.02

Figure 20: LIME plot for model failure case
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6.6 Comparative Analysis with Recent Techniques

To make a more comprehensive judgment, the relevant background studies should be examined
during the development of the proposed framework. The performance of the proposed framework
was compared with that of similar approaches such as [5,30,32,37,85-88] to confirm its effectiveness.
These studies were selected for comparison with this study under examination because they provided
high-level performance results on GTD data, as described in the Related Works section. For fair
comparisons, the performance of the proposed framework was compared with the latest technology
using the same reference data set and standard features as those used in this research before the textual
features were introduced. The accuracy performance results for the relevant investigations and the
proposed framework are presented in Table 8, which attests to the latter’s effectiveness. The column
named best experimental result in Table 8; refers to the studies shown to have high-level performance
outcomes on GTD data. Here, we seek to compare the results recorded in our study with other
results. However, in different situations, the overlap factors differ. Therefore, testing our method in
this study in other contexts would be interesting. We encourage other researchers to use textual traits
as a framework and to incorporate different features to improve classification accuracy.

Table 8: State of art model performance

Ref. Technical methods Classification target =~ Data size Model
evaluation
[88] TF-IDF Feature Terrorist attacks 102,669 records  Accuracy 0.88
Extraction, grid-search Precision 0.87
method and ML Recall 0.88
F-10.87
[37] Using GA genetic Terrorism attack 45221 records Accuracy 0.94
algorithms to improve Precision Non
the hybrid classifiers, Recall Non
which are then trained to F-1 Non
predict future attacks
[5] Using ML and DL for Terrorism attacks 315,104 Accuracy 0.94
prediction of future instances Precision 0.94
terrorist activities Recall 0.94
F-10.94
[32] Using GCN multilayer Early warning No. nodes 3210  Accuracy 0.96
deep neural network No. edge 22087  Precision Non
(NNGCN) model. Recall Non
topological graphs’ F-1 Non

spatial features are
extracted using GCN. Its
fundamental concept is
based on the Laplacian
matrix spectral
decomposition

(Continued)
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Table 8 (continued)

Ref. Technical methods Classification target ~ Data size Model
evaluation
[85] Using four ML Terrorist 641 records Accuracy 0.73
algorithms organization Precision Non
Terrorist attack Recall Non
target F-1 Non
[86] Features selection Success attack Not mentioned  Accuracy 0.92
techniques and ML Terrorist Precision 0.90
organization Recall 0.91
F-10.90
[87] Dimension Reduction, Not mentioned Terror activities ~ Accuracy 0.90
Neo4j Sandbox and ML Precision 0.93
Recall 0.94
F-10.93
[30] Several methods for text Terrorism attack 47053 records Accuracy 0.95
feature extraction, Precision 0.94
representation, and Recall 0.94
classification have been F-10.95
used
Proposed  Feature extraction, Terrorism attack 40720 records Accuracy 0.98
Model representation, with Precision 0.98
classification techniques Recall 0.97
F-10.97

7 Conclusion and Future Work

Technological advances are changing how conflicts evolve. Advances in Al and ML will play
a vital role in this transformation, as they will change the nature of the threat to state and non-
state actors. Al enhances the fight against electronic, physical, and biological attacks, making it more
accurate in identifying the target and more challenging to discover the perpetrator simultaneously.
Terrorist attacks are among the causes of instability in countries around the world.

A clear understanding of how this event occurred will help us conduct more in-depth investi-
gations. This study investigated the effect of incorporating text features extracted from the summary
trait with significant features on a GTD dataset. To determine whether adding features to the extracted
script can improve the classification of the proposed terrorist attack classification framework. Over a
dozen ML models were applied to the same standard data set. In addition, performance was evaluated
using four primary performance measures: accuracy, precision, recall, and the F,-score, where the
resulting scores are 0.98, 0.98, 0.97, and 0.97, respectively. The ROC curves and exact recall are two
diagnostic tools to help interpret probabilistic predictions. The performance of the ML models was
enumerated and compared before and after the script features were added. The results showed that
the predictive performance of the framework for terrorist attack types was significantly improved by
integrating text features with other features. In addition, the results indicate that the abstract text
features of GTD complement other GTD performance optimization features. The research results
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will help obtain a clearer understanding of terrorism, improve government vigilance and emergency
management capabilities in countering terrorist attacks, and provide a solid and reliable foundation
and reference for joint counter-terrorism for different countries and regions. However, there are
significant limitations to this study. The dimension curse occurs because, as dimensions increase, the
size of space increases so rapidly that the available data becomes sparse. ML models need help with
this disparity and perform poorly. Larger training datasets are needed to counter this. The possibility
of optimization increases with feature count.

Additionally, as the number of features increases, the model becomes more complex. The temporal
complexity of the proposed framework has increased due to the increased dimensionality of the text-
generated features. In future work, we will endeavor to identify only the essential features and drop
the undesirable elements, which is expected to improve the accuracy of the classification model. This
can be achieved using feature-reduction techniques to reduce complexity and expand the proposed
framework, which can predict additional terrorist attacks based on the names of target groups.
Future research will also strive to improve the model’s performance further by adding new features
using feature engineering. Future work will review the available optimization methods, such as meta-
heuristic optimization algorithms for feature selection. Only the most relevant features that boost the
performance are selected using a Swarm-based algorithm. Also, we will focus on laying out the role
of DL as a proposed algorithmic solution.
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