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ABSTRACT

Launch safety of explosive charges has become an urgent problem to be solved by all countries in the world as
launch situation of ammunition becomes consistently worse. However, the existing numerical models have different
defects. This paper formulates an efficient computational model of the combustion of an explosive charge affected
by a bottom gap in the launch environment in the context of the material point method. The current temperature
is computed accurately from the heat balance equation, and different physical states of the explosive charges are
considered through various equations of state. Microcracks in the explosive charges are described with respect
to the viscoelastic statistical crack mechanics (Visco–SCRAM) model. The method for calculating the temperature
at the bottom of the explosive charge with respect to the bottom gap is described. Based on this combustion model,
the temperature history of a Composition B (COM B) explosive charge in the presence of a bottom gap is obtained
during the launch process of a 155-mm artillery. The simulation results show that the bottom gap thickness should
be no greater than 0.039 cm to ensure the safety of the COM B explosive charge in the launch environment. This
conclusion is consistent with previous results and verifies the correctness of the proposed model. Ultimately, this
paper derives a mathematical expression for the maximum temperature of the COM B explosive charge with respect
to the bottom gap thickness (over the range of 0.00–0.039 cm), and establishes a quantitative evaluation method for
the launch safety of explosive charges. The research results provide some guidance for the assessment and detection
of explosive charge safety in complex launch environments.
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1 Introduction

Launch safety is one of the basic requirements for weapon performance. As the need for contin-
ual improvement in weapon performance increases, the launch situation for ammunition becomes
consistently worse, and the phenomenon of bore burst has become a bottleneck restricting high–
performance weapon development [1]. In the case of a 175 mm American artillery loaded with
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Composition B (COM B) explosive charge, the bore burst rate is reportedly as high as 0.04% [2],
resulting in serious weapon destruction and casualties. The accidental ignition of explosive charges in
the launch environment is one of the primary reasons for bore bursts, the mechanism of which has
been the focus of considerable research on the launch safety of explosive charges [3,4]. Many scholars
[5–10] have examined the stress, action time, and hot–spot generation of an explosive charge in the
launch environment, finding that factors influencing accidental ignition are the particle size, pores,
bottom gaps, cracks, and other defects associated with the explosive charge [11–15]. Wu et al. [11]
analyzed the influence of particle size on the ignition process and showed that the ignition time
increases monotonically with decreasing particle size (50–200 μm). By simulating the compression
of the pore space inside an explosive charge under a launching load, Li et al. [12] found that the
pore volume change is a major factor affecting the formation of ignition hot spots. Zhang et al. [16]
reported that pores with a diameter of less than 0.3 mm have a negligible effect on the sensitivity
of a COM B explosive charge under the impact of a drop weight. Based on two–phase flow theory,
Liu et al. [1] studied the effect of the initial porosity on the ignition of an explosive charge in the
launch environment, with the results showing that the initial porosity of explosives should be strictly
controlled below 0.8 to ensure launch safety. Zhou et al. [17] used a self–built stress–test device and
showed that, during the launch process, the air trapped in the bottom gap below the explosives is
adiabatically compressed under recoil impact, thus raising the temperature of the explosive surface
adjacent to the air and increasing the likelihood of a high–temperature hot spot forming. They [18]
found that the ignition threshold of an explosive charge increases significantly as the bottom gap
decreases, and so the thickness of this gap should be controlled to within the smallest possible range.
The U.S. Army Ballistic Research Institute [19] studied the shear deformation ignition mechanism of
COM B explosive charge with prefabricated defects using a BRL exciter, and found that the bottom
gap of the explosive charges is particularly sensitive to the response of a firing overload. Yu et al. [20]
pointed out that the explosive bottom temperature continues to increase until the explosives ignites,
i.e., once the air in the bottom gap has been compressed to a certain extent. Qiang et al. [21] used
a numerical model of the small–scale gap test to obtain the critical gas thickness for the detonation
reaction of a solid propellant. Cheng et al. [22] simulated the detonation process of explosive trains
with a micro–sized air gap and concluded that the critical air gap thickness ranges from 0.32–0.40 mm.
Following a series of underwater experiments, Xiao et al. [23] concluded that COM B explosive charge
can explode and has a peak pressure of 1600 MPa during launch with a bottom gap of 0.38 mm. Using
the finite element method to simulate the stress distribution of explosives affected by the bottom gap
in the firing process, Li et al. [2] reported that the bottom gap should be less than 0.5 mm to prevent the
explosive charge from exploding during the firing process. The U.S. Naval Weapons Laboratory found
that the maximum bottom gap for a COM B explosive charge should not exceed 0.381 mm to ensure
launch safety under a simulated pressure of 506 MPa [24]. Meng et al. [25] determined a reasonable
method of eliminating the bottom gap of explosive charges using a custom pressure sensor, while
Yang et al. [26] proposed an ultrasonic inspection method that can effectively detect the bottom gap
based on the conservation of sound flux in propagation. This series of research reports on the impact
of the bottom gap on explosive charge safety in the launch environment has verified that the bottom
gap is one of the main reasons for explosive charge blowout. However, explosive charge safety in the
presence of a bottom gap has generally been studied under unconstrained conditions (such as with no
cartridge), and the relation between the bottom gap thickness and the explosive temperature has not
been considered in previous researches. At the same time, the existing numerical models have different
defects, such as low computational efficiency and processing convection terms, which seriously affects
the accuracy of results.
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The material point method (MPM) is a meshless approach developed from the fluid–implicit–
particle method [27]. The MPM adopts the dual description of a Lagrangian particle and an
Eulerian grid, combining the advantages of Lagrangian and Eulerian methods [28,29]. It eliminates
the numerical difficulties arising from grid distortion and nonlinear convection terms [30–34]. As
the Lagrangian particle mass does not change in the calculation process, the mass conservation
condition is always satisfied in the MPM. Simultaneously, the Lagrangian particle motion variables
are updated by mapping the results of the motion equations onto the grid nodes, which satisfies the
non–slip condition in the MPM. Several scholars have also developed other meshless methods to solve
mechanical problems, such as the cracking particles method [35,36] and the reproducing kernel particle
method [37] for describing dynamic crack propagation, the peridynamics-SPH method [38–40] for
simulating the explosive fragmentation of soil, the deep energy method [41] for avoiding discretization,
the nonlocal operator method [42,43] for solving partial differential equations of mechanical problems,
the dual–horizon peridynamics method [44] for solving the problem of stray wave reflection with a
variable horizon, the localized Fourier collocation method [45] for solving numerically large-scale
boundary value problems with complex-shape geometries, the fluid–structure interaction [46] for
investigating the problems of fluid–structure interaction, and the coupled model [47] for researching
the buffer performance of the thin-walled circular tube in the launch safety problems. Compared to
other meshless methods, the MPM has higher computational efficiency and accuracy, better tension
stability, and can easily deal with material breakage and fluid–structure interactions [48–50]. During
the launch process of an explosive charge affected by a bottom gap, the volume of gas in the bottom
gap and generated by the combustion of developed can change greatly, and fluid–structure coupling
can occur between the gas and the solid. Therefore, the MPM is selected in this study.

In this paper, a combustion model is developed using the thermal equilibrium equation, viscoelas-
tic statistical crack mechanics (Visco–SCRAM) model, and a virial equation. Using this model, we
study the safety of an explosive charge in the presence of a bottom gap under constrained conditions
in the launch environment. The effect of microcracks on the explosive temperature under the action
pressure is also considered. Subsequently, the relationship between the bottom gap thickness and
explosive temperature in the launch environment is investigated. Ultimately, the critical thickness of
the explosive bottom gap in the launch environment is determined. The model developed in this paper
is the first application of the MPM in the study of launch dynamics. Thus, this study extends the
application field of the MPM and provides a method for examining the launch safety of explosive
charges.

2 Material Point Method

The MPM contains Lagrangian particles and an Eulerian grid, as shown in Fig. 1. A continuous
material is separated into a series of Lagrangian particles in the MPM. Physical variables (including
mass, momentum, temperature, stress, etc.) associated with the material are stored in the Lagrangian
particles. These particles characterize the motion and deformation state of the material region, thus
avoiding the convection term problem. The background grid of the region in which the material is
located is described by the Eulerian method. The physical variables of the Lagrangian particles are
mapped to the background grids, the motion equations and the heat conduction terms of heat balance
equations are solved on the grid nodes, and then the physical variables of the grids are mapped back
to the Lagrangian particles. The physical variables of the Lagrangian particles are then updated. The
thermal effect term caused by chemical decomposition term, plastic work term, and crack friction
term of the heat balance equation are calculated in the Lagrangian particles, and are superimposed
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with the temperature of the Lagrangian particles to obtain the final temperature of the Lagrangian
particles at the current time step.

Figure 1: Discrete schematic diagram of MPM

The material must satisfy the conservation of mass, momentum and energy in the MPM. The
conservation equations of mass and momentum are, respectively
dρ

dt
+ ρ∇ · v = 0 (1)

ρ
dv
dt

= ∇ · σ + ρb (2)

In this paper, the derivation of the energy equation is performed while neglects the heat exchange
and heat source. Consequently, the rate of change of the total system energy is balanced by the power
of the external force acting on the system.

ρ
de
dt

= σ :
dε

dt
(3)

where ρ = ρ (x, t) is the particle density, v = v (x, t) is the velocity vector, ∇ is the divergence operator

of a vector function, ∇ · v = ∂vi

∂xi

is the divergence of the velocity vector, σ = σ (x, t) is the Cauchy

stress tensor, b = b (x, t) is the body force per unit mass, e is the energy per unit mass, ε = ε (x, t) is

the strain tensor, and
dε

dt
is the strain rate tensor.

The MPM calculation process in a single time step is as follows. In this description, i and p are
the node number and particle number, respectively, and t is the time. The mass and momentum of the
grid nodes are solved by mapping the mass and momentum of the particles.

Mass equation:

mt
i =

np∑
p=1

mpNt
i,p (4)

Momentum equation:

pt
i =

np∑
p=1

mpvt
pN

t
i,p (5)

where pt
i and vt

p are the momentum of node i and the velocity of particle p at time t, respectively, Nt
i,p is

the shape function, and mt
i, mp denote the mass of node i and particle p, respectively.
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The internal force f int,t
i of the nodes is

f int,t
i = −

np∑
p=1

mp

ρ t
p

σ t
p · ∇Nt

i,p (6)

and the external force f ext,t
i of the nodes is

f ext,t
i =

Np∑
p=1

mpNt
i,pb

t
p +

∫
�τ

τ
t
pN

t
i,pds (7)

where ρ t
p, σ t

p and bt
p are the density, stress tensor and body force of particle p at time t, respectively, �τ

is the traction boundary, and τ
t
p is the surface traction.

The shape function Nt
i,p of the generalized interpolation MPM is

Nt
i,p = Nt

i,p,x × Nt
i,p,y (8)

where Nt
i,p,j (j = x, y) is the component at the j direction and can be expressed as

Nt
i,p,j =

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

0
∣∣xp,j − xi,j

∣∣ ≥ Lj + lp,j(
Lj + lp,j +

(
xp,j − xi,j

))2

4Ljlp,j

−Lj − lp,j < xp,j − xi,j ≤ −Lj + lp,j

1 + xp,j − xi,j

Lj

−Lj + lp,j < xp,j − xi,j ≤ −lp,j

1 −
(
xp,j − xi,j

)2 + l2
p,j

Lj

−lp,j < xp,j − xi,j ≤ lp,j

1 − xp,j − xi,j

Lj

lp,j < xp,j − xi,j ≤ Lj − lp,j(
Lj + lp,j −

(
xp,j − xi,j

))2

4Ljlp,j

Lj − lp,j < xp,j − xi,j ≤ Lj + lp,j

(9)

where Lj is the mesh size in j direction, lp,j is the characteristic length of particle p in j direction, and
xp,j, xi,j are the coordinates of particle p and node i in j direction, respectively.

The derivative ∇Nt
i,p,j (j = x, y) of the shape function is

∇Nt
i,p,j =

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

0
∣∣xp,j − xi,j

∣∣ ≥ Lj + lp,j

Lj + lp,j +
(
xp,j − xi,j

)
2Ljlp,j

Nt
i,p,j −Lj − lp,j < xp,j − xi,j ≤ −Lj + lp,j

1
Lj

Nt
i,p,j −Lj + lp,j < xp,j − xi,j ≤ −lp,j

−xp,j − xi,j

Ljlp,j

Nt
i,p,j −lp,j < xp,j − xi,j ≤ lp,j

− 1
Lj

Nt
i,p,j lp,j < xp,j − xi,j ≤ Lj − lp,j

−Lj + lp,j −
(
xp,j − xi,j

)
2Ljlp,j

Nt
i,p,jLj −lp,j < xp,j − xi,j ≤ Lj + lp,j

(10)
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where j is determined based on j and j =
{

x j = y
y j = x

The momentum of the grid nodes can be calculated in terms of the internal force and the external
force.

pt+1
i = pt

i +
(
f int,t

i + f ext,t
i

)
�t (11)

where pt+1
i is the momentum of node i, and �t is the time step.

The velocity vt+1
p and position xt+1

p of the particles are updated by mapping the momentum and
force of the grid nodes to the particles.

vt+1
p = vt

p +
ni∑

i=1

(
f int,t

i + f ext,t
i

)
mt

i

Nt
i,p�t (12)

xt+1
p = xt

p +
ni∑

i=1

pt+1
i

mt
i

Nt
i,p�t (13)

The strain increment of the particles is obtained from the node velocity. Finally, the density ρ t+1
p

and characteristic length lt+1
pj of the particles are calculated by

ρ t+1
p = ρ t

p

1 + �εxx + �εyy + �εzz

(14)

lt+1
pj = lt

pj

(
1 + �εjj

)
( j = x, y, z) (15)

where �εjj is the strain increment and j is the coordinate direction.

After those steps, the background grid is restored to the original state to prevent the distorted grid
from being used in the next time step. The MPM calculation process is illustrated in Fig. 2.

Figure 2: Single time–step process of the MPM
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3 Simulation Methodology

To study on the effect of the bottom gap on an artillery loaded with the COM B explosive charge
in the launch environment, a combustion model is developed. A physical schematic diagram of the
artillery is shown in Fig. 3. The physical objects within the model embody steel, explosive charge and
air in the bottom gap. The constitutive model, state equation and heat balance equation of the objects
are introduced in the following content.

Figure 3: Schematic diagram of the physical model

3.1 Mathematical Model of Steel
3.1.1 Constitutive Model of Steel

The Johnson–Cook plasticity model [51,52] provides a powerful description of the work–
hardening, strain–rate, and temperature–softening effects of metals. This model is mainly applied to
plastic metalworking, large deformation, and ballistic intrusion impact dynamics problems. Therefore,
the von Mises flow stress σy is calculated by the Johnson–Cook model in this study:

σy = (
A + Bεn

p

) (
1 + C ln ε̄∗

p

)
(1 − T ∗m) (16)

where A, B, C, n, and m are material constant, with B and n representing the strain-hardening
characteristic of materials, C representing the strain rate–sensitive characteristic of materials, m
representing the strain softening characteristic of materials, εp and ε̄∗

p denoting the equivalent plastic
strain and equivalent plastic strain rate, respectively, and the homologous temperature T∗ calculated
from the melting temperature Tmelt and room temperature Troom according to

T ∗ = T − Troom

Tmelt − Troom

(17)

where T is the material temperature. The material parameters are listed in Table 1 [53].

Table 1: Material parameters of steel

Name A/MPa B/MPa n c m Heat
capacity/J·kg−1·K−1

Melting
temperature/K

Steel 792 510 0.26 0.014 1.03 460 1793

3.1.2 Equations of State (EOS) of Steel

The shock equation is a special form of the Mie–Grüneisen equation, and is expressed as

p = pH + �ρ (e − eH) (18)

pH = ρ0c2
0μ (1 + μ)

[1 − (1 − s) μ]2 (19)
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eH = 1
2

pH

ρ0

(
μ

1 + μ

)
(20)

where ρ and ρ0 represent the current and original density, respectively, c0 is the sound speed at p = 0, s
is a material parameters, � is the Grüneisen coefficient, and μ is the compression degree. The material
parameters are listed in Table 2 [54].

Table 2: Material parameters of steel

Name c0/cm·μs−1 s �

Steel 0.461 1.73 1.67

3.2 Mathematical Model of Air
3.2.1 EOS of Air

The residual gas (air) in the bottom gap can be considered as an ideal gas in the numerical
simulation. The EOS of an ideal gas [55] is indicated as

paVa = nRTa (21)

where pa, Va, Ta and n denote the pressure, volume, temperature and the amount of substance,
respectively, and R is a constant.

3.2.2 Temperature Calculation of Air

This paper assumes that the process of air compression is adiabatic in a single time step. Therefore,
the ideal gas quasi–static adiabatic equation is used to describe the air state. This equation can be
expressed as follows:

paV γ

a = C (22)

where pa and Va are the pressure and volume of the ideal gas, separately, γ is the ratio of constant
pressure heat capacity ca,p to constant body heat capacity ca,V (approximately 1.4 in an ideal gas), and
C is a constant.

From Eqs. (22) and (21), we can derive

paV
γ

1−γ
a = C1 (23)

TaV γ−1
a = C2 (24)

where C1 and C2 are constants. From Eqs. (23) and (24), we can deduce that

Ta,2 = Ta,1

(
pa,2

pa,1

) γ−1
γ

= Ta,1ε
γ−1
γ (25)

Ta,2 = Ta,1

(
Va,1

Va,2

)γ−1

= Ta,1ε
γ−1
γ (26)

ε = pa,2

pa,1

=
(

Va,1

Va,2

) 1
γ

(27)
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where Ta,1, pa,1 and Va,1 respectively are temperature, pressure, and volume of ideal gas at the initial
time, Ta,2, pa,2 and Va,2 respectively are temperature, pressure, and volume of ideal gas at the current
time. From Eqs. (25) and (26), when Ta,1 is a constant, Ta,2 is only related to the compression ratio ε

defined by Eq. (27).

Fig. 4 shows the air temperature at different compression ratios for Ta,1 = 300 K. When the
compression ratio ε = 1.5, Ta,2 = 337 K. When ε = 3.0, Ta,2 rises to 413 K, when ε is 9.5, Ta,2 reaches
571 K. Thus, a higher compression ratio ε produces a higher temperature Ta,2.

Figure 4: The air temperature crave at different compression ratios

3.3 Mathematical Model of Explosive Charge
3.3.1 Constitutive Model of Explosive Charge

The viscoelastic statistical crack mechanics (Visco–SCRAM) model successfully combines the
macroscale behavior of materials and the micro–crack behavior to simulate complex mechanical–
thermal–chemical processes [56]. The model describes the mechanism of microcrack extension,
coupling the microcrack body with the viscoelastic body [55,57,58], and reflects the viscoelastic
mechanical properties and damage process of explosives, thus providing a realistic reflection of the
mechanical properties of explosives [59,60]. Therefore, the Visco–SCRAM model is applied to describe
the mechanical properties of explosive charge in this study. The model is composed of a generalized
viscoelastic body and a microcrack body, as shown in Fig. 5. The generalized viscoelastic body is a
parallel combination of multiple Maxwell bodies containing a viscous element and an elastic element,
and the microcrack body is determined by the SCRAM model. The SCRAM model is based on
microcrack growth and is used to quantify the damage degree of explosives under impact. Therefore,
the model includes the coupling of damage and viscoelasticity.

The model can be described by

Ṡij =
2Gėij −

N∑
n=1

S(n)
ij

τ(n) − 3
(

c
a

)2 (
ċ
a

)
Sij

1 + (
c
a

)3 (28)
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where Ṡij is the deviatoric stress rate of the generalized viscoelastic body, Sij, c, and ċ are the deviatoric
stress, average radius [61], and crack growth rate in the microcrack body, respectively, ėij is the partial
strain rate of the Visco–SCRAM model, τ is the relaxation time, a is the initial defect size, G is the
shear modulus, and S(n)

ij is the deviatoric stress of the nth Maxwell body, expressed as

Ṡ(n)

ij = 2G(n)ėij − S(n)

ij

τ (n)
− G(n)

G

[
3

( c
a

)2
(

ċ
a

)
Sij +

( c
a

)3

Ṡij

]
(29)

where τ (n) is the relaxation time and G(n) is the shear modulus. The number of Maxwell bodies in the
generalized viscoelastic body is five in this study [59].

The crack growth rate [62] is applied to implement the solution of Eqs. (28) and (29). The rate is
determined by the stress intensity.

ċ = νmax

(
K
K1

)m

K < K ′ (30)

ċ = νmax

[
1 −

(
K0

K

)2
]

K ≥ K ′ (31)

where K ′ = K0

√
1 + 2

m
, K1 = K0

√
1 + 2

m

(
1 + m

2

) 1
m

, K = √
πcσ , σ =

√
3
2

SijSij, K0 and K are the

initial stress intensity factor and stress intensity factor, respectively, m is the microcrack propagation
coefficient, νmax is the maximum propagation velocity, and σ is the equivalent stress. The parameters
[56] required in this paper are listed in Tables 3 and 4. As the parameters have been extensively studied
in the literature, the effect of the parameters on the modeling results is not analyzed in this study.

Figure 5: Schematic diagram of the Visco–SCRAM model
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Table 3: Material parameters of Visco–SCRAM model (1)

n 1 2 3 4 5

G(GPa) 0.944 0.1738 0.5212 0.9085 0.68775
τ (s) 0 1.366 × 10−4 1.366 × 10−5 1.366 × 10−6 5.000 × 10−7

Table 4: Material parameters of Visco–SCRAM model (2)

ν m a(m) c0(m) νmax(m/s) K0(P·m1/2)

0.3 10 1.00 × 10−3 3.00 × 10−5 3.00 × 102 5.00 × 105

3.3.2 EOS of Explosive Charge

When an explosive charge is in the solid state under high pressure, it can be characterized by the
Jones–Wilkins–Lee (JWL) equation [55]. In this study, the JWL equation is used to describe the state
of explosive charge when it in a solid state.

ps = As

(
1 − ωs

Rs1Vs

)
exp (−Rs1Vs) + Bs

(
1 − ωs

Rs2Vs

)
exp (−Rs2Vs) + ωsEs

Vs

(32)

where As, Bs, Rs1, Rs2, and ωs are material constants listed in Table 5 [63], ps, Vs and Es represent the
stress, relative volume, and internal energy of explosive charge, respectively. As the parameters have
been extensively studied in the literature, the effect of the parameters on the modeling results is not
analyzed in this study.

Table 5: Material parameters of unreacted explosive charge

Explosive name As/Mbar Bs/Mbar Rs1 Rs2 ωs

COM B explosive charge 7.781 × 102 −5.031 × 10−2 11.3 1.13 0.8938

When explosive charge is in the original state, the JWL EOS gives a nonzero value for ps, which
does not correspond to the actual situation. Hence, Es is set as follows in this study:

Es = E ′
s − Eg,0 − Eu,0

Vs

(33)

where E ′
s is the internal energy before the state change, and Eg,0 is the internal energy per unit initial

volume, which can be calculated by

Eg,0 = ECJ − 1
2

PCJ

(
1 − ρ0D2 − PCJ

ρ0D2

)
(34)

where ρ0 is the initial density, ECJ is the internal energy in the Chapman—Jouguet state, PCJ is the
pressure in the Chapman—Jouguet state, and D is the detonation velocity. The environmental internal
energy Eu,0 is expressed as

Eu,0 = As

ωs

(
1 − ωs

Rs1

)
exp (−Rs1) + Bs

ωs

(
1 − ωs

Rs2

)
exp (−Rs2) (35)
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In the liquid state, explosive charge is still described by the JWL EOS for a solid. When explosive
charge is in the gas state, it is described by the virial EOS
pV
RT

= 1 + B
V

+ C
V 2

+ D
V 3

+ · · · (36)

where B, C, D, etc., are virial coefficients. V , R and p represent the gas molar volume, ideal gas
constant, and gas stress, respectively. To determine the virial coefficients, the virial EOS is reduced to

pV
RT

= 1 + B∗
(

b0

V

)
+ B∗

T ∗ 1
4

m∑
n=3

( b0
V

)n−1

(n − 2)
n n ≥ 3 (37)

where B∗ is a dimensionless virial coefficient, T ∗ is the dimensionless temperature, and b0 is a material
coefficient. The first three terms of the virial equation are taken to describe the gas in this study,
namely, m = 3.

The combustion reaction degree λ expressed by Eq. (38) is introduced to describe the combustion
mass fraction of explosive particles in the process of explosive combustion. The explosive particles are
in the solid state for λ = 0, and are completely converted to gaseous products for λ = 1.

λ =

⎧⎪⎨
⎪⎩

0 T < T1
T−T1
T2−T1

T1 ≤ T ≤ T2

1 T > T2

(38)

where T , T 1 and T 2 represent the current temperature, melting temperature and complete combustion
temperature of the explosive particles, respectively.

3.3.3 Heat Equations of Explosive Charge

The heat balance equation [64] of explosive charge in the process of explosive charge reaction is
expressed in terms of heat conduction, chemical decomposition, and plastic work as

ρ1cp1

∂T
∂t

= λ1

(
∂2T
∂x2

+ ∂2T
∂y2

)
+ ρ1Q1Z1 exp

(
− Ea1

RT1

)
+ μd1σ1ε̄1jj (39)

where ρ1, cp1, T , μd1 and λ1 represent the density, heat capacity, temperature, dynamic friction
coefficient and thermal conductivity of the explosives, respectively, σ1 is the explosive stress, ε̄1jj is the
strain rate, Q1 is the total heat release of explosive charges, and R, Z1 and Ea1 represent the molar gas
constant, pre–exponential factor and activation energy, respectively. The parameters required in this
paper are listed in Table 6 [65,66]. As the parameters have been extensively studied in the literatures,
the effect of the parameters on the modeling results is not analyzed in this study.

Table 6: Material parameters of explosive charge

ρ1

(
kg/m3

)
cp1 (J/(kg·K)) λ1 (W/(m·K)) Q1 Z1(s−1)

Ea1

R
(K) μd1

1.717 × 103 1.78 × 103 0.246 5.82 × 106 2.01 × 1018 2.7 × 104 0.24

There are three states of an explosive charge in the reaction process—solid, liquid, and gas. The
heat balance equations change with the variation in the physical states of the explosive charges. The
heat balance equation of the explosive charges is expressed by Eq. (39) in the solid state and liquid state.
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Because the explosive charge only exists in the liquid state for a short time, the explosive charges is not
specifically processed in this state. Once the explosive charges has completely burnt into its gaseous
products, it is only affected by the heat conduction term.

ρ1cp1

∂T
∂t

= λ1

(
∂2T
∂x2

+ ∂2T
∂y2

)
(40)

The physical state of steel does not change and the steel does not react chemically in the calculation
process. Hence, the heat balance equation of steel is

ρ2cp2

∂T2

∂t
= λ2

(
∂2T2

∂x2
+ ∂2T2

∂y2

)
+ μd2σ2ε̄2jj (41)

where ρ2, cp2, T2, μd2 and λ2 represent the density, heat capacity, temperature, dynamic friction
coefficient, and thermal conductivity of steel, respectively, σ2 is the steel stress, and ε̄2jj is the strain rate.

Under the high–speed loading action, the temperature of the residual gas (air) in the explosive
bottom gap increases, which in turn causes a temperature rise in the explosive surface adjacent to
the residual gas (hereafter, the E–surface). In this environment, the ignition reaction of the explosive
charges is more likely to occur.

The heat of the air is assumed to transfer to the explosive charges only, and not to the artillery wall.
As the charge heating layer is small, it is presumed that the heat transfer process from air to explosive
charges in each time step occurs over a very short time. During the numerical simulation process, the
thermal radiation of the explosive charges and the air is not considered, while the specific heat capacity,
thermal conductivity and other related parameters of the explosive charges and the air do not change
with variations in temperature. According to Fourier’s law [67,68], the temperature change ΔT1 of the
E–surface caused by heat transfer is given by

�T1 =
(
Ta,2 − Tex,1

) × ma × ca

mex,1 × cp1

=
(
Ta,2 − Tex,1

) × ρa,0 × ha × ca

ρex,0 × hex × cp1

(42)

where mex,1, ρex,0 and hex are the mass, density, and thickness of E–surface, respectively, Tex,1 is the E–
surface temperature at the previous time, and ma, ρa,0, ha, and ca are the mass, density, thickness and
heat capacity of the air, respectively. In this study, hex = 0.01 cm [69].

The temperature variation ΔT 2 of the E–surface caused by chemical decomposition and plastic
work is given by

�T2 = �t
ρ1cp1

[
λ1

(
∂2T
∂x2

+ ∂2T
∂y2

)
+ ρ1Q1Z1 exp

(
− Ea1

RT1

)
+ μd1σ1ε̄1jj

]
(43)

where Δt is the time step. We can then calculate the E–surface temperature Tex,2 at the current time
using Eq. (44), as shown in Fig. 6.

Tex,2 = Tex,1 + �T1 + �T2 (44)

This paper presents a new treatment method that uses the E–surface temperature instead of
the particle temperature at the bottom of the explosive charge. This approach results in a higher
temperature of the particles at the bottom of the explosive charge. Thus, the explosive charge is safer
under the actual condition if it does not undergo an ignition reaction in this treatment method.

Fig. 7 shows the calculation process of the numerical model. The combustion model program
codes of explosive charge was written using the FORTRAN language and were tested successfully on
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a computer with a Win10 operating system, Intel Core (TM) i9-12900H CPU, 32 GB RAM, and 100
GB hard disk.

Figure 6: Updating bottom temperature of explosive charge

Figure 7: Calculation process

4 Numerical Simulations
4.1 Simulation Conditions

The effect of the bottom gap on a 155-mm artillery loaded with the COM B explosive charge in
the launch environment is now analyzed. A physical schematic diagram of the artillery is shown in
Fig. 3. The length and radius of the artillery are 74.0 and 7.75 cm, respectively. The density of the
steel is 7.83 g/cm3. The numerical calculations is consider a COM B explosive charge with a length
of 56.0 cm, radius of 6.5 cm, and density of 1.717 g/cm3. When different caliber artilleries fire, the
chamber pressure can reach 250–700 MPa in a short period [70]. Xiao et al. [23] studied the launch
safety of COM B explosive charge in the presence of bottom gap when the peak load is 496 MPa.
Meyers et al. [24] studied the launch safety of COM B explosive charge in the presence of bottom gap
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when the peak load is 506 MPa. In order to compare with the conclusions of the above two literatures
to verify the correctness of the proposed combustion model, this paper has selected a pressure load
curve whose load peak is close to the load peak of the above two literatures. The pressure load applied
to the artillery bottom in the numerical simulations is shown in Fig. 8 [71] and its time is 18 ms. Only the
pressure load applied to the artillery bottom is considered in this study; the frictional force generated by
the artillery touching the barrel and the air is ignored. Table 7 specifies the positions of the observation
points. In this research, six bottom gaps are considered: 0.00, 0.01, 0.02, 0.03, 0.039, and 0.04 cm.

Figure 8: Pressure curve at the artillery bottom

Table 7: Positions of the observation point

Number Coordinate value/cm Notes

X Y

G1 67.75 6.25 Observation point
G2 67.75 5.75 Observation point
G3 67.75 5.25 Observation point
G4 67.75 4.75 Observation point
G5 67.75 4.25 Observation point
G6 67.75 3.75 Observation point
G7 67.75 3.25 Observation point
G8 67.75 2.75 Observation point
G9 67.75 2.25 Observation point
G10 67.75 1.75 Observation point
G11 67.75 1.25 Observation point
G12 67.75 0.75 Observation point
G13 67.75 0.25 Observation point
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The mesh size has a significant effect on the calculation results given by the numerical simulations.
The initial size of the particles is identical to the mesh size. The effect of different mesh sizes on the
maximum temperature of the COM B explosive charge in the launch environment is now analyzed.
When the maximum temperature reaches the explosive combustion temperature, the explosive charge
will undergo a combustion reaction, which means that the explosive charge is in an unsafe state
during the launch process. On the contrary, if the maximum temperature does not exceed the explosive
combustion temperature, the explosive charge will be in a safe state during the launch process.

Mesh sizes of 0.05, 0.08, 0.1, and 0.15 cm were considered. The influence of the mesh size on the
maximum temperature is shown in Fig. 9. As the mesh size decreases, the maximum temperature value
rises and tends to a constant value, and calculation time increases rapidly. When the mesh size is less
than 0.1 cm, further reductions in mesh size have little effect on the calculation results, but obviously
increase the computation time. Considering both accuracy and computational efficiency, a mesh size
of 0.1 cm is appropriate for our research.

Figure 9: Influence of mesh size on maximum temperature

4.2 Results and Discussion
The effect of the bottom gap thickness on the explosive temperature under pressure loading is now

systematically analyzed. The initial temperature of the COM B explosive charge is 300 K.

4.2.1 Simulation Results

(1) Bottom gap thickness of 0.00 cm

Figs. 10 and 11 show the temperature change of the COM B explosive charge under pressure
loading with a bottom gap thickness of 0.00 cm (i.e., no bottom gap). In Fig. 10a, the temperature
gradually decreases from the explosive bottom to the explosive top at 10.0 ms. The maximum
temperature region in which the temperature range from 325–340 K, is mainly concentrated around
the explosive bottom, and maximum temperature point is at the center of the bottom of the COM
B explosive charge. The temperature increases with time under the pressure loading action. From
Fig. 10b, the maximum temperature region, in which the temperature range from 358–430 K, remains
at the explosive bottom after 18.0 ms. However, the location of the maximum temperature point shifts
to the upper-left part of the explosive bottom.
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Figure 10: Temperature clouds with a bottom gap thickness of 0.00 cm
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Figure 11: Temperature curve with a bottom gap thickness of 0.00 cm

Fig. 11 shows that the explosive bottom temperature increases slowly until 7.0 ms. In the early
stages, the pressure load at the artillery bottom is relatively small, as is the pressure on the explosive
bottom. Friction subsequently generates little heat, resulting in a slow increase in the explosive
temperature. From 7–15.6 ms, the explosive temperature rises rapidly. As the pressure load at the
artillery bottom increases, the pressure in the explosive bottom quickly rises, and friction generates
more heat, resulting in rapid growth in the explosive temperature. The maximum temperature of
328.5 K occurs at point G13 at 10.0 ms. After 15.6 ms, the explosive temperature rises slowly.
Ultimately, the temperature of the explosive bottom reaches a maximum of 416.1 K at point G2 at
18.0 ms.
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(2) Bottom gap thickness of 0.01 cm

Figs. 12 and 13 show the temperature change of the COM B explosive charge under pres-
sure loading with a bottom gap thickness of 0.01 cm. From Fig. 12a, the temperature gradually
decreases from the explosive bottom to the explosive top at 10.0 ms. The maximum temperature
region is mainly concentrated around the explosive bottom, where the temperature ranges of from
325–340 K, and the maximum temperature occurs at the center of the bottom of the COM B
explosive charge. The temperature increases with time under the pressure loading action. Fig. 12b
shows maximum temperature region remains around the explosive bottom at 18.0 ms, where the
temperature ranges from 400–445 K. However, the maximum temperature point has shifted to the
upper-left part of the explosive bottom.

Figure 12: Temperature clouds with a bottom gap thickness of 0.01 cm

As shown by Fig. 13, the explosive bottom temperature increases slowly until 7.0 ms. As the air
in the bottom gap is compressed under the pressure loading, the air temperature rises, which causes
the temperature of the explosive bottom to increase. A higher air temperature produces a higher
temperature in the explosive bottom. In the early stages, the pressure loading at the artillery bottom is
relatively small, and so the air is only slightly compressed. Less heat is generated by air compression
and explosive crack friction, so the explosive temperature grows slowly. From 7–15.6 ms, the explosive
temperature rises rapidly. As the pressure loading at the artillery bottom increases, the air is quickly
compressed. Subsequently, the air compression and the explosive crack friction produce more heat,
which leads to a rapid increase in the explosive temperature. At 10.0 ms, the maximum temperature of
339.1 K occurs at point G13. After 15.6 ms, the explosive temperature rises slowly. The reason for this
phenomenon is the same as for the initial 7.0 ms. Ultimately, the temperature of the explosive bottom
reaches a maximum of 442.2 K at point G2 after 18.0 ms. Compared with the case of no bottom gap,
the maximum temperature at the same time is significantly higher with a bottom gap thickness of
0.01 cm. This indicates that the existence of the bottom gap is conducive to raising the temperature of
the explosive bottom in the launch environment.
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Figure 13: Temperature curve with a bottom gap thickness of 0.01 cm

(3) Bottom gap thickness of 0.02 cm

Figs. 14 and 15 show the temperature change of the COM B explosive charge under pressure
loading with a bottom gap thickness of 0.02 cm. From Fig. 14a, we find that the temperature gradually
decreases from the explosive bottom to the explosive top at 10.0 ms. The maximum temperature region
has a temperature range of 325–355 K and is mainly concentrated around the explosive bottom.
The maximum temperature occurs at the center of the bottom of the COM B explosive charge. The
temperature increases with time under the pressure loading action. From Fig. 14b, the maximum
temperature region at 18.0 ms has a temperature range of 415–475 K and remains around the explosive
bottom. However, the maximum temperature point has shifted to the upper-left part of the explosive
bottom.

Figure 14: Temperature clouds with a bottom gap thickness of 0.02 cm
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Figure 15: Temperature curve with a bottom gap thickness of 0.02 cm

From Fig. 15, the explosive temperature grows slowly until 6.5 ms. Afterward, the temperature
increases rapidly. At 10.0 ms, the maximum temperature is 350.4 K at point G13. After 15.6 ms,
the explosive temperature rises slowly. Ultimately, the temperature of the explosive bottom reaches
a maximum of 467.7 K at point G2 after 18.0 ms.

(4) Bottom gap thickness of 0.03 cm

Figs. 16 and 17 show the temperature change of the COM B explosive charge under pressure
loading with a bottom gap thickness of 0.03 cm. From Fig. 16a, the temperature gradually decreases
from the explosive bottom to the explosive top at 10.0 ms. The region of maximum temperature
(in which the temperature ranges from 340–370 K) is mainly concentrated around the explosive
bottom, and the maximum temperature point is at the center of the bottom of the COM B explosive
charge. The temperature increases with time under pressure loading. Fig. 16b shows that the maximum
temperature region remains at the explosive bottom at 18.0 ms, and the temperature range in this
area is 445–505 K. However, the maximum temperature point has shifted to the upper-left part of the
explosive bottom.

Figure 16: Temperature clouds with a bottom gap thickness of 0.03 cm
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Figure 17: Temperature curve with a bottom gap thickness of 0.03 cm

From Fig. 17, the explosive temperature rises slowly until 6.0 ms. Subsequently, the temperature
increases rapidly. At 10.0 ms, the maximum temperature is 360.1 K at point G13. After 16.0 ms,
the explosive temperature rises slowly. Ultimately, the temperature of the explosive bottom reaches
a maximum of 492.9 K at point G2 after 18.0 ms.

(5) Bottom gap thickness of 0.039 cm

Figs. 18 and 19 show the temperature change of the explosive charge under pressure loading
with a bottom gap thickness of 0.039 cm. From Fig. 18a, the temperature gradually decreases from
the explosive bottom to the explosive top at 10.0 ms. The region of maximum temperature, ranging
from 340–370 K, is mainly concentrated around the explosive bottom, and the maximum temperature
occurs at the center of the bottom of the COM B explosive charge. The temperature increases with
time under the pressure loading action. Fig. 18b indicates that the maximum temperature region is
still around the explosive bottom at 18.0 ms, where the temperature ranges from 445–525 K. However,
the maximum temperature point has shifted to the upper-left part of the explosive bottom.

From Fig. 19, the explosive temperature increases slowly until 5.5 ms, whereupon the temperature
increases rapidly. At 10.0 ms, the maximum temperature is 369.5 K at point G13. After 16.0 ms,
the explosive temperature rises slowly. Ultimately, the temperature of the explosive bottom reaches
a maximum of 523.3 K at point G2 with a temperature after 18.0 ms.

(6) Bottom gap thickness of 0.04 cm

Figs. 20 and 21 show the temperature change of the explosive charge under pressure loading
with a bottom gap thickness of 0.04 cm. From Fig. 20a, we see that the temperature gradually
decreases from the explosive bottom to the explosive top at 10.0 ms. The maximum temperature region,
where the temperature ranges from 340–370 K, is mainly concentrated around the explosive bottom,
and the maximum temperature occurs at the center of the bottom of the COM B explosive charge.
The temperature increases with time under the pressure loading action. In Fig. 20b, the maximum
temperature region, in which the temperature ranges from 472–824 K, remains around the explosive
bottom at 17.7 ms. However, the maximum temperature has shifted to the upper-left part of the
explosive bottom. The complete combustion temperature is 784 K in the simulation process. This
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means that the combustion reaction occurs at the explosive bottom after 17.7 ms and the explosive
charge is in an unsafe state during the launch process.

Figure 18: Temperature clouds with a bottom gap thickness of 0.039 cm

Figure 19: Temperature curve with a bottom gap thickness of 0.039 cm

Fig. 21 shows that the explosive temperature rises slowly until 5.0 ms and increases rapidly
thereafter. The maximum temperature at 10.0 ms is 370.5 K at point G13. The explosive temperature
suddenly increases to 800 K at 17.7 ms. The first point at which combustion occurs is G2 where the
temperature is 800 K.
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Figure 20: Temperature clouds with a bottom gap thickness of 0.04 cm

Figure 21: Temperature curve with a bottom gap thickness of 0.04 cm

4.2.2 Discussion

Table 8 describes the influence of the bottom gap thickness on the maximum temperature of
the COM B explosive charge in the launch environment. The maximum temperature region, which
contains the maximum temperature point G2, is mainly concentrated around the explosive bottom.
This indicates that the bottom gap thickness does not affect the location of the maximum temperature
region or the maximum temperature point. The air contained in the bottom gap is compressed during
the launch process of the artillery, causing its temperature to rise. The heat in the air is transferred to
the explosive bottom, accelerating the rise in the temperature of the explosive bottom, while other parts
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of the explosive charge do not receive heat from the air. Therefore, the temperature of the explosive
bottom is higher than the temperature of the other parts of the explosive charge. As the bottom gap
thickness increases, more heat from the air is transferred to the explosive bottom, further enhancing its
temperature. The bottom gap thickness only affects the temperature of the explosive bottom; it does
not influence the location of the maximum temperature region or the point at which the maximum
temperature occurs.

Table 8: Effect of different bottom gap thicknesses on the explosive temperature

Bottom gap
thickness/cm

Maximum
temperature
region

Maximum
temperature point

Maximum
temperature/K

Occurrence
time/ms

Result

0.00 Explosive bottom G2 416.1 18.0 Safety
0.01 Explosive bottom G2 442.2 18.0 Safety
0.02 Explosive bottom G2 467.7 18.0 Safety
0.03 Explosive bottom G2 492.9 18.0 Safety
0.039 Explosive bottom G2 523.3 18.0 Safety
0.04 Explosive bottom G2 800 17.7 Combustion

reaction

When the bottom gap thickness is 0.00 cm (i.e., no bottom gap), the explosive temperature
increases with time under the pressure loading action and the maximum temperature reaches
416.1 K. In comparison, the maximum temperature is significantly higher when there is a nonzero
the bottom gap. The bottom gap has a considerable effect on the explosive temperature in the launch
environment. Furthermore, the temperature increases as the bottom gap becomes larger. When the
bottom gap thickness is from 0.0–0.039 cm, the maximum temperature of the COM B explosive
charge does not exceed 530 K. Consequently, the COM B explosive charge does not ignite and is safe
in the launch environment. When the bottom gap thickness is 0.04 cm, the maximum temperature
of the COM B explosive charge exceeds 784 K. This suggests that the COM B explosive charge will
undergo the combustion reaction, making the launch environment unsafe. Accordingly, the bottom
gap thickness should not be greater than 0.039 cm to ensure the safety of the COM B explosive charge
in the simulated pressure of 496 MPa. Reference [2] stated that the bottom gap should be less than 0.05
cm to avoid the COM B explosive charge from exploding during the firing process, while reference
[23] concluded from underwater experiments that the COM B explosive charge can explode under a
pressure of 500 MPa when the gap is no less than 0.038 cm. Reference [24] found that the maximum
bottom gap with the COM B explosive charge should not exceed 0.0381 cm under a simulated pressure
of 506 MPa. Thus, the conclusion of this paper is consistent to the results of previous studies [2,23,24],
which verifies the correctness of the proposed model. This model can be used to obtain the maximum
bottom gap thickness during the launch process when different explosive charges are in a safe state.
The bottom gap thickness is taken as the basis for judging the launch safety of explosive charges.
When the bottom gap thickness is greater than the critical value, explosive charges are in an unsafe
state. The maximum temperature with the various bottom gap thicknesses is shown in Fig. 22. As
the bottom gap increases in thickness from 0.00–0.039 cm, the maximum temperature of the COM B
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explosive charge rises. Based on the simulation results presented in this paper, their relationship can
be fitted as

T = 2702.1H + 416.1 H ∈ [0.00, 0.0039] (45)

where T is the maximum temperature of the COM B explosive charge, and H is the bottom gap
thickness. The constant term 416.1 is the maximum temperature of the COM B explosive charge in
the case of a gap thickness of 0.00 cm. The coefficient 2702.1 is related to heat transfer and can be
obtained from Eq. (42).

Figure 22: Maximum temperature with different bottom gap thicknesses

Fig. 23 shows the temperature difference at the bottom of the explosive charge at different times.
The temperature difference is the difference between the maximum and minimum temperatures of the
explosive bottom at the same time. When the bottom gap thickness is 0.00–0.03 cm, the temperature
difference is about 13.4 K at 10.0 ms and 36.1 K at 18.0 ms. This indicates that the temperature
difference is not affected by the bottom gap thickness at the same point in time, but increases over time.

Figure 23: Temperature difference at the bottom of the explosive charge at different times
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5 Conclusions

Taking the COM B explosive charge as the research object, a combustion model of explosive
charges in the launch environment was established with the MPM using the thermal equilibrium
equation, Visco–SCRAM model, and virial equation. The model has the advantages of traditional grid
model, but eliminates the numerical difficulties arising from grid distortion and nonlinear convection
terms. Therefore, the proposed model is more suitable for solving the problem of explosive charge
launch safety in the presence of a bottom gap. Based on the ideal gas adiabatic compression equation,
a relationship between the pressure and temperature of the residual gas in the bottom gap was derived.
Subsequently, the changes in the COM B explosive charge temperature with respect to the bottom gap
(0.00–0.04 cm) in the launch environment was simulated under constrained conditions. The bottom
gap thickness should not be greater than 0.039 cm to ensure the safety of the COM B explosive charge
in the launch environment. This conclusion is consistent with those of multiple studies [2,23,24], and
thus verifies the correctness of the model. By further analyzing the simulation results, the location
of the maximum temperature region and the maximum temperature point were identified, providing
the basis for positioning the temperature monitoring points during the launch process. The maximum
temperature of the COM B explosive charge increases with increasing bottom gap thickness over the
range 0.00–0.039 cm, and a mathematical expression describing this relationship was derived. The
temperature difference at the same point in time was found to be affected by the bottom gap thickness
over the range 0.00–0.03 cm, but was observed to increases over time. Ultimately, this paper establishes
a quantitative evaluation method for the launch safety of explosive charges. This model is the first
application of the MPM to launch dynamics. Thus this study extends the application field of the MPM
and provides a means of studying the launch safety of different explosive charges.
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