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ABSTRACT

Deep Convolutional Neural Networks (CNNs) have achieved high accuracy in image classification tasks, however,
most existing models are trained on high-quality images that are not subject to image degradation. In practice,
images are often affected by various types of degradation which can significantly impact the performance of
CNNs. In this work, we investigate the influence of image degradation on three typical image classification
CNNs and propose a Degradation Type Adaptive Image Classification Model (DTA-ICM) to improve the
existing CNNs’ classification accuracy on degraded images. The proposed DTA-ICM comprises two key com-
ponents: a Degradation Type Predictor (DTP) and a Degradation Type Specified Image Classifier (DTS-IC) set,
which is trained on existing CNNss for specified types of degradation. The DTP predicts the degradation type of a
test image, and the corresponding DTS-IC is then selected to classify the image. We evaluate the performance of
both the proposed DTP and the DTA-ICM on the Caltech 101 database. The experimental results demonstrate that
the proposed DTP achieves an average accuracy of 99.70%. Moreover, the proposed DTA-ICM, based on AlexNet,
VGG19, and ResNet152, exhibits an average accuracy improvement of 20.63%, 18.22%, and 12.9%, respectively,
compared with the original CNNs in classifying degraded images. It suggests that the proposed DTA-ICM can
effectively improve the classification performance of existing CNNs on degraded images, which has important
practical implications.
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1 Introduction

Image classification is a fundamental task in computer vision and artificial intelligence that has
a broad range of applications [1,2]. In recent years, the accuracy of image classification algorithms
has been greatly improved with the application of deep Convolutional Neural Networks (CNNs) [3,4].
For instance, the model proposed in [5] surpassed human performance on the ImageNet dataset [6]
with a top-5 test error of only 4.94%, while ResNet [7] achieved a top-5 accuracy of 97.8%. CNN-
based image classification algorithms have become mainstream due to their high accuracy, which is
continually being improved through advances in deep learning technology.
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The CNNs have demonstrated outstanding performance on high-quality image classification
databases such as ImageNet and PASCAL VOCs [§]. However, images obtained in real-world scenarios
are susceptible to various types of degradation due to poor lighting conditions, camera instability,
limited exposure time, and other factors. Motion blur is a common degradation that can occur in
automatic driving due to object movement during exposure and camera instability. Low resolution
is also a prevalent degradation in video surveillance since the camera is often far from the objects of
interest [9]. To reduce storage and transmission requirements, original images are typically compressed
[10,11], producing compression degradation. Additionally, salt-and-pepper noise and Gaussian white
noise are easily introduced during image acquisition and transmission due to external environmental
effects, such as electromagnetic interference. Fig. 1 illustrates examples of images polluted by various
types of degradation. Such degradations not only impact the perceptual quality of the image but also
affect the performance of visual algorithms. Research [12] has shown that carefully selected samples
with a small amount of degradation can fool even the best-performing CNN models, while study
[13] have demonstrated that both artificial and authentic noise can lead to a decrease in CNN model
accuracy. In[13], the effects of artificial noise on different CNN architectures were studied on a relative
small database. The effects of several types of artificial and authentic noise were investigated in [14].
This study aims to investigate the effects of artificial noise on CNNs using a larger, popular image
classification database, meanwhile we proposes a method to improve the accuracy of existing CNNs
in classifying degraded images.

(d) motion blur (e) low resolustion

Figure 1: (a)—(f) show the visualization degradation examples of salt and pepper noise, Gaussian white
noise, Gaussian blur, motion blur, low resolution, and JPEG compression degradation, respectively

To our knowledge, two main approaches have been proposed to improve existing CNNs for
degraded image classification: improving the quality of the degraded image through degradation-
specific de-noising algorithms and training the CNNs using noised samples. While pre-processing
degraded images with de-noising algorithms can improve both image quality and CNN classification
performance [15-20], improvements using CNN-based de-noising are limited [21]. Recent studies
[21,22] have shown that training CNNSs on noise-contaminated samples with the same type of noise can
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improve classification accuracy. Since the number of the common degradation types is limited [23,24],
it is feasible to train a Degradation Type Specified Image Classifier (DTS-IC) for each degradation
type. Grouping similar degradation types [25] can further reduce the number of required DTS-ICs.
Therefore, we propose the Degradation Type Adaptive Image Classification Model (DTA-ICM)
for degraded images, which trains existing models on degraded images to build DTS-IC for each
degradation type and uses a Degradation Type Predictor (DTP) to predict the degradation type of
the degraded image. The main contributions of this work are threefold:

1. Through experimental methods, we analyze the impact of six frequently encountered types of
degradation on three prominent CNNs used in image classification.

2. To address the challenge of degraded image classification, we propose the DTA-ICM approach,
which predicts the degradation type using the DTP, and subsequently activates the correspond-
ing DTS-IC to facilitate classification.

3. We propose the deep CNN based DTP to predict the degradation type of degraded image, and
the proposed DTP and DTA-ICM are evaluated on Caltech 101 database [26], of which the
generalization ability is also studied.

The paper is organized as follows. The effects of degradation on CNNs of image classification
are analysed in Section 2. The DTA-ICM is proposed in Section 3. The experiments and analysis are
shown in Section 4. Section 5 concludes this paper.

2 Degradation Effects of Image Classification CNNs
2.1 Image Degradations

In practical scenarios, images acquired from different sources often suffer from various types of
degradation. In this work, we considered six common types of degradation as follows:

o Salt-and-pepper noise, a typical impulse noise commonly observed in surveillance camera
imaging, is characterized by randomly replacing original pixels with black and white pixels.
We synthesized the degradation level of salt-and-pepper noise, denoted as o,,, which represents
the percentage of original pixels replaced by noise.

e Gaussian white noise may be introduced if an image is transmitted through a poor channel or
captured using a low quality senor. In synthesizing degradation, a noise map with the same
spatial dimension with the image was generated firstly, which has zero mean and standard

deviation o, being used to control the degradation level. Secondly, the RGB channels were
added with the same noise.

e Gaussian blur, which often occurs in post-processing operations. We generate zero mean
Gaussian blur as that in [13], let o,, denote the square Gaussian kernel, and the standard
deviation of the blur was obtained as that in [13].

e Motion blur typically arises due to poor camera stabilization or object movement during
exposure. We defined o,,, as the blur kernel width, which is the number of pixels contributing
to the motion blurring.

e Low resolution, another common degradation in surveillance cameras with low quality, was
synthesized by down-sampling the high quality reference image with step S in this work.
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e JPEG compression degradation occurs during image compression using the popular JPEG
encoder. Images captured from various sources are often compressed before storage, trans-
mission, or further processing, which leads to compression degradation. Quality Factor (QF)
controls the compressed quality in JPEG, where a higher QF denotes better quality.

For the mentioned parameters, a bigger value of o,,, 0,,, 04, 0, and S means a heavier

degradation. Fig. 2 shows some images degraded from the above six types of degradation with different
levels.

no-degrdation S=2X S=4X S=8 X S=16 X

Figure 2: (Continued)
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no-degradation  QF=20  QF=10  QF=6 QF=2

Figure 2: Examples of degraded images with different degradation levels. (a) to (f) are salt-and-pepper
noise, Gaussian white noise, Gaussian blur, motion blur, low resolution (down sampling), and JPEG
compression, where o,,, 0,,, O, 0,4, S, and QF are degradation level parameters

2.2 Effects of Image Degradation

To investigate the impact of various degradation types on CNN-based image classifiers, three
widely used models, namely AlexNet [3], VGG19 [4], and ResNet152 [7], were chosen and the Caltech
101 [26] dataset was employed as the test dataset. Firstly, the Caltech 101 dataset was randomly split
into training, validation, and test subsets with an 8:1:1 ratio, and the selected CNNs were pre-trained
on the ImageNet dataset and fine-tuned on the training subset of Caltech 101. Next, the test subset
of Caltech 101 was used to synthesize images with six previously mentioned types of degradations,
namely salt-and-pepper noise, Gaussian blur, motion blur, low resolution, and JPEG compression
degradation. The degradation levels were set to o,, = 0.025, 0.05, 0.075, 0.1, 0.15, 0.2, ..., 1.0, o, =
0.025, 0.05, ..., 0.275, 0, = 5, 11, 15, ..., 51, 0,, = 5, 11, 15, ..., 51, § = 2, 4, 8, 16, QF = 60, 50, 40,
30, 20, 10, 8, 6, 4, 2. Finally, the well-trained models were evaluated on the synthesized images from
the Caltech 101 test subset, and the results are shown in Fig. 3, where the x and y axes represent the
degradation level index and top1 accuracy, respectively. It is observed that all the models exhibit similar
sensitivity to the degradations, resulting in decreased accuracy with increasing degradation levels. This
decline in accuracy is attributed to the original training of the models on high-quality images, making
them very sensitive to the five types (excluding JPEG) of degradation, where even a small degradation
can cause a rapid decrease in accuracy. Additionally, the accuracy also drops when QF is lower than
30 for JPEG degradation. To address these issues and enhance the accuracy of CNN-based classifiers
in classifying degraded images, we propose the DTA-ICM, which is discussed in Section 3.
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Figure 3: The topl accuracy of degraded test subset of Caltech 101 dataset. (a) AlexNet. (b) VGGI9.
(c) ResNet152

3 Proposed Degradation Type Adaptive Image Classification Model
3.1 Framework

Motivated by the observation that a deep CNN classifier trained on the images with the same type
of degradation can improve its performance in classifying degraded images, we propose the DTA-ICM
for degraded image classification, as shown in Eq. (1).

y=FT(¢(x),x),p(x), (1

where x represents the degraded image, which may be affected by one or more types of degradation.
The function ¢ () is a degradation type predictor that predicts the types of degradation that x belongs
to. Based on the results of ¢ (), the corresponding DTS-IC or DTS-ICs T'() will be selected from the
DTS-IC set (i.e., existing CNNs trained for each degradation type) to classify x. F() is the fusion
model that combines the classification results of 7°() and the degradation type prediction results of
¢ () to obtain the final classification result for x, which may use a weighting scheme. Specifically, we
mainly consider images with only one type of degradation in this work, meaning that a single type of
degradation will be predicted for x, and a specified image classifier for that type of degradation will
be activated to classify x.

Fig. 4 shows the framework of the proposed DTA-ICM including input of a degraded image, DTP,
image classifier selection strategy, DTS-IC. The DTP aims to predict the possibility of degradation
type for the input image as P = P, Py, P,, ..., Py, where N is the number of degradation types. In this
work, we take six common types of degradation mentioned in Section 2.1 and special no-degradation
case into consideration, i.e., N is six, P, denotes the no-degradation case, and the DTP is a seven-class
classifier. Let C = G, Cy, C,, ..., Cy denotes the DTS-IC set, where C; is the image classifier for the i
type degradation which is obtained by training the existing CNN image classifier on the images with
i" type degradation. In this work, AlexNet, VGG19, ResNet152 are choosen as the existing CNNs, the
number of degradation types considered in this work is six, denoted by N. Specifically, C, represents
no degradation, i.e., the original CNNs. The number of DTS-ICs is equal to N, and an increase in
the number of degradation types leads to an increase in the complexity of the DTA-ICM. In the case
where the number of degradation types is large, clustering similar degradation types can be employed



CMES, 2024, vol.138, no.1 465

to reduce the number of DTS-ICs. For instance, motion blur and Gaussian blur can be grouped into
the blur degradation type, where a single image classifier for the blur degradation group is trained to
recognize both motion blur and Gaussian blur. The image classifier selection strategy aims to select
the appropriate DTS-IC for image classification based on the prediction result P. In this work, images
affected by a single degradation type are considered. The i type of degradation is predicted if P,
has the maximum value, and C; is then selected for classification, of which the results are the final
prediction results of the proposed DTA-ICM in this work.
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Figure 4: Framework of the proposed degradation type adaptive image classification model

3.2 Degradation Type Prediction Model
The task of predicting the degradation type of a degraded image x can be formulated as a multi-
class classification problem represented by the equation

z=VU(g(x)), 2

where g() denotes the feature extraction model for image, ¥ () is a multi-class classification function,
which can be the Sofmax function. In this study, we consider seven classes, comprising six common
degradation types, namely salt-and-pepper noise, Gaussian white noise, Gaussian blur, motion blur,
low resolution, and JPEG compression, as well as the no-degradation type. The human visual system
has a hierarchical structure where low-level semantic features are extracted in the early visual region,
while complex higher-level semantic features are extracted in the higher visual region. Based on this
structure, CNNs have been developed to simulate the image feature extraction process of the human
visual system, the low-level network extracts low-level image features such as edge and brightness, and
the high-level network realizes the extraction of high-level image features such as image patterns and
content. These networks have achieved remarkable success in visual tasks such as image classification,
object detection, and target tracking. With the increase of the depth of the CNN, the network will
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has a more powerful feature representation ability and the accuracy of classification will increase. The
residual network (ResNet) has been widely used in various computer vision tasks, since it is a very
deep CNN that overcomes the problems of gradient explosion and disappearance by incorporating
“shortcut connection”. Therefore, the network of the proposed DTP in this work is mainly based on
ResNet50, which is shown Fig. 5. It consists of eight layers, the first layer consists of a convolutional
layer with kernel size 7 x 7 and step 2, and a maximum pooling layer. From Conv_2x to Conv_5x
are five down-sampling residual modules, which consist of 3, 4, 6, and 3 residual blocks including
convolutional block and identity block, respectively. Compared with image recognition, degradation
type prediction needs more low level semantic features. In order to use the low level feature in
prediction, the feature map extracted from the convolutional block of Conv_3x (28 x 28) is down-
sampled 4 times by using max pooling, which is then contacted with the high level semantic features
from Conv_5x. The followed three layers are average pooling, full connected layer of 7 dimension, and
SoftMax layer, which finish the degradation type prediction based on the fused feature maps.
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Figure 5: Network of the degradation type prediction model



CMES, 2024, vol.138, no.1 467

The degradation type predictor (DTP) in this work is modeled as a multi-class classification
problem, for which cross-entropy is used as the loss function, as shown in Eq. (3).

K-1
L=- Zyilog(pi)a (3)
i=0
where y, represents the ground truth label, i.e., degradation type, p; is the output of the degradation type
predictor, and K denotes the number of classes that the proposed DTP, i.e., the number of degradation
types considered in this work. Since six common degradation types and no-degradation type are
considered in this work, K is seven.

3.3 Degradation Type Specified Image Classifier

AlexNet, VGG19, and ResNetl152 are the most widely used CNNs for image classification,
demonstrating excellent performance. Therefore, we have chosen these three CNNs as the existing
image classifiers. To obtain the DTS-IC set, we initialized the three CNNs on the ImageNet database
and the training sub-set of caltech 101 database. Subsequently, we constructed the degradation training
data set by synthesizing each of the six types of degradations listed earlier on the training sub-set
images of caltech 101. Finally, we re-trained each CNN using the degraded images synthesized from
the caltech 101 training sub-set, resulting in the DTS-IC set.

4 Experimental Results and Analysis
4.1 Setup

The experiments were conducted on a graphics workstation equipped with an Intel Core 19-
10900X CPU, 64 GB RAM, and an Nvidia GeForce RTX 3080 Ti GPU with 12 GB memory. We
employed the Caltech 101 image classification database to train and evaluate the proposed model.
The database consists of 101 categories and each category contains images ranging from 40 to 800.
The Caltech 101 dataset was randomly divided into training, validation, and test subsets in an 8:1:1
ratio. To simulate degradation, we applied salt-and-pepper noise, Gaussian white noise, Gaussian blur,
motion blur, low-resolution, and JPEG compression with parameters o,, = 0.075, o,, = 0.2, 0, = 15,
o = 15,8 =4, QF =8, respectively. We used the prediction accuracy as the evaluation metric, defined
as the number of samples with all correct classifications divided by the total sample size, which is given
by the equation

TP+ TN
Accuracy = P——::—N’ “4)

where TP represents the number of positive samples classified correctly, 7N is the number of negative
samples classified incorrectly, P and N are the total positive and negative samples, respectively.

In order to make the image size of Caltech 101 to be consistent with the input size of DTP,
cropping and interpolation were adopted. Since the intensity of natural images varies greatly, we locally
normalize the images to enhance the robustness of the model to changes of intensity and contrast.
Firstly, the RGB color map is converted to gray image, and the local contrast normalization is realized
by Eq. (5).

13,)) — pn@,j)
o(i,j)+c
where I(i, ) is the intensity value at the position (i, ), ¢ is a small positive constant, (i, j) and o (i, )

represent the mean and variance shown as Eqs. (6) and (7), respectively,

1= )
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p=W q=H

(i) =D > Ii+p.j+ 9, (6)

p=—W g=—H

p=W q=H

o)) = | D D UG+p.j+q) — i) (7

p=—W gq=—H

where W and H are the width and height of the local window, respectively.

4.2 Evaluation of the Proposed Degradation Type Predictor

To evaluate the performance of the proposed DTP, we selected AlexNet, VGG19, and ResNet50
as the comparison models. The backbone of these models was used as a feature extractor, and the
fully connected layer was modified as a seven-class classification layer. All models were trained on
the ImageNet database and then fine-tuned on the Caltech 101 training subset with synthesized
degradations. The accuracy results are shown in Table 1. The average accuracy of ResNet50 and the
proposed DTP were 97.95% and 99.70%, respectively, which are higher than that of AlexNet (92.85%)
and VGGI19 (95.21%). The DTP showed a slight improvement compared to ResNet50, which can
be attributed to the introduced fusion model that fuses low features together with high features.
From the perspective of degradation types, AlexNet and VGGI19 exhibited poor performance on
Gaussian white noise and no-degradation cases, with accuracies of 78.86% and 89.21%, respectively.
The no-degradation accuracy of ResNet50 was 94.36%, which is lower than that of the proposed
DTP (99.27%). The proposed DTP demonstrated excellent performance for all degradation types,
with accuracies of over 99% for most degradations, except for motion blur, which had an accuracy of
98.82%. Thus, we can conclude that the proposed DTP achieved excellent performance for both the
average accuracy and each degradation type.

Table 1: Accuracy of the proposed DTP (%)

Salt-and-pepper Gauss. Gauss. Motion Low JPEG No-degrad. Ave.
white  blur blur resolution
AlexNet 98.82 78.86  96.53  94.65  95.21 96.72  89.21 92.85
VGG19 99.91 79.53 100 99.94  99.40 97.21 90.36 95.21
ResNet152 99.94 94.53 100 99.12 993 98.40 94.36 97.95
Proposed 100 100 100 98.82 100 99.84 99.27 99.70

In this section, we present an evaluation of the generalization ability of the proposed DTP to
different degradation levels. During training, we chose only one degradation level for each degradation
type, which were set to o,, = 0.075, o, = 0.2, 0, = 15, 0,,, = 15, S = 4, QF = 8 for salt-and-pepper
noise, Gaussian white noise, Gaussian blur, motion blur, low-resolution, and JPEG, respectively. For
testing, we varied the degradation levels to o, = 0.025, 0.05, ..., 0.1, 0.2, ..., 1.0, o, = 0.075, 0.1,
., 0.3,0.35,04, 0, = 5, 10, ..., 40, 50, 0,,, = 5, 10, ..., 40, 50, S =2, 4,8, QF =0, 2, 4, ..., 10,
20, respectively, and the results are shown in Fig. 6. For salt-and-pepper noise, the proposed DTP’s
performance was not affected by the variation in degradation levels. The accuracy of the proposed
DTP remained stable for the other five degradation types at most degradation levels. However, the
accuracy decreased rapidly when the degradation is too small, specifically for the leftmost five points,
where the degradation parameter were o,, = 0.075, 0, = 5, 0,,, = 5, S = 2, QF = 20, respectively. Due
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to the limited degradations, some images were misclassified as no-degradation, and these images were
classified by the original classifier in the proposed DTA-ICM. The accuracy of misclassified samples
was 79.82%, 88.91%, and 92.73% for AlexNet, VGG19, and ResNet152, respectively, which is close to
that of the original CNNs for no-degraded images. This result indicates that the proposed DTA-ICM
also worked well in such cases. For JPEG compression, the accuracy also decreased rapidly when QF
= 2 due to severe degradation. However, in practical applications, QF = 2 is unlikely to be used for
image compression due to its poor compression quality. Therefore, we conclude that the proposed
DTP has a robust performance across different degradation levels for all degradation types.
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Figure 6: The accuracy of the proposed DTP on different degradation levels

4.3 Evaluation of the Proposed Degradation Type Adaptive Image Classification Model

We evaluated the effectiveness of the proposed DTA-ICM by comparing its performance with
that of the original AlexNet, VGG19, and ResNet152 models. For this purpose, all models were fine-
tuned and tested on the Caltech 101 dataset with synthesized degradations. In our proposed model,
the DTP was first employed to predict the degradation type of the degraded images, which were then
classified by the DTS-IC. The results of our experiments, as shown in Table 2, demonstrate that the
proposed model achieved higher average accuracies of 81.97%, 87.74%, and 92.21% based on AlexNet,
VGGI19, and ResNetl152, respectively, compared to the original CNNs, which achieved accuracies
of only 61.34%, 69.52%, and 79.31%, respectively. The proposed model also showed significant
improvements in accuracy for each degradation type, such as 13.1%, 16.03%, 20.49%, 13.98%, and
20.60% for ResNet152 in salt-and-pepper, Gaussian white noise, Gaussian blur, low resolution, and
JPEG compression, respectively. Our results suggest that the proposed DTA-ICM can effectively
improve the accuracy of existing CNNs for degraded image classification.

Table 2: The accuracy of proposed DTA-ICM (%)

Salt-and- Gauss. Gauss. Motion Low JPEG No- Ave.
pepper white  blur blur resolution degrad.

AlexNet Org. [3] 47.33 47.05 5749 5778  57.09 7798 84.68 61.34
DTA-ICM 80.35 81.86 8246 83.01 80.08 81.32 84.68 81.97

(Continued)
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Table 2 (continued)

Salt-and- Gauss. Gauss. Motion Low JPEG No- Ave.
pepper white  blur blur resolution degrad.
VGG19 Org. [4] 69.64 63.79  61.58 59.31 62.83 79.23  90.24  69.52
DTA-ICM 87.02 89.13 87.63 86.21 86.38 87.54 90.24 87.74
ResNet152 Org. [7] 79.63 74.63 7225  77.07  70.77 85.98 94.84  79.31

DTA-ICM 92.73 90.66 92.74 91.05 91.37 92.11 94.84 92.21

The proposed DTA-ICM comprises the DTP and DTS-IC components, as illustrated in Section 1.
The DTP demonstrates high accuracy, achieving an average accuracy of 99.7%, indicating that it
can effectively predict the six degradation and non-degradation types. In this section, we evaluate
the generalization ability of the DTA-ICM on different degradation levels by assessing the DTS-IC’s
generalization ability in Gaussian blur. We trained the DTS-IC of AlexNet, VGG19, and ResNet152
with a degradation level parameter of o,, = 15 and tested with o, values of 0, 5, 11, 15, 21, 25, and
31. The results shown in Fig. 7 indicate that all DTS-IC models achieve the highest accuracy when the
degradation level in testing matches that in training. The accuracy decreases with increasing differences
between the training and testing degradation levels. Nonetheless, the accuracy remained stable and
high between o,, = 11 and o,, = 25, indicating the proposed model’s excellent generalization ability.
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Figure 7: The accuracy of the proposed DTS-IC on different degradation levels

5 Conclusions

The current Convolutional Neural Network (CNN)-based image classification models are usually
trained on no-degraded images, which can lead to decreased accuracy in real-world scenarios where
images can be degraded. This work investigated the impact of six common types of degradation on
the accuracy of three typical CNN models using experimental methods. The results demonstrate
that all types of degradation can significantly reduce the accuracy of CNNs. To address this issue,
we proposed a Degradation Type Adaptive Image Classification Model (DTA-ICM), comprising
a Degradation Type Predictor (DTP) and a set of Degradation Type Specified Image Classifiers
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(DTS-IC). The experimental results show that the proposed DTP has an average accuracy of 99.70%,
with accuracy exceeding 98% for each degradation type, indicating its effectiveness in predicting
degradation type. Compared to the original CNNs of image classification, the proposed DTA-ICM
based on AlexNet, VGG19, and ResNetl52 models yields an accuracy increase of 20.63%, 18.22%,
and 12.9%, respectively, demonstrating the efficacy of the proposed model in enhancing existing CNN-
based image classification models in degraded image classification.
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