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ABSTRACT

A novel accurate method is proposed to solve a broad variety of linear and nonlinear (1+1)-dimensional and (2+1)-
dimensional multi-term time-fractional partial differential equations with spatial operators of anisotropic diffu-
sivity. For (1+1)-dimensional problems, analytical solutions that satisfy the boundary requirements are derived.
Such solutions are numerically calculated using the trigonometric basis approximation for (2+1)-dimensional
problems. With the aid of these analytical or numerical approximations, the original problems can be converted
into the fractional ordinary differential equations, and solutions to the fractional ordinary differential equations
are approximated by modified radial basis functions with time-dependent coefficients. An efficient backward
substitution strategy that was previously provided for a single fractional ordinary differential equation is then used
to solve the corresponding systems. The straightforward quasilinearization technique is applied to handle nonlinear
issues. Numerical experiments demonstrate the suggested algorithm’s superior accuracy and efficiency.
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1 Introduction

In this study, we consider an efficient and accurate numerical technique for the problem of the
following form:

Lt [v] = Mt [L (x) [v]] + N
(
v, vx, vy

)+ h (x, t) , t ≥ 0, x ∈ � ⊂ R2, (1)
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where

L (x) [v] = div
(
D̂ (x)∇v

) = d1,1 (x)
∂2v
∂x2

1

+ 2d1,2 (x)
∂2v

∂x1∂x2

+ d2,2 (x)
∂2v
∂x2

2

+
(

∂d1,1 (x)

∂x1

+ ∂d1,2 (x)

∂x2

)
∂v
∂x1

+
(

∂d1,2 (x)

∂x1

+ ∂d2,2 (x)

∂x2

)
∂v
∂x2

,

(2)

is the operator of the anisotropic diffusivity. d1,1 (x), d1,2 (x), and d2,2 (x) are the elements of the
anisotropic matrix D̂. Lt and Mt are given as follows:

Lt = D(μ)

t +
I∑

k=1

ak (t) D(μk)
t , Mt =

K∑
k=I+1

ak (t) D(μk)
t , (3)

which are time differential operators of integer or fractional orders. And N
(
u, ux, uy

)
is a nonlinear

function in the unknown solution and its derivatives. The values 0 ≤ μk < μ ≤ 1 are fractional
constant values and ak (t), k = 1, ..., K are real smooth time-varying functions available in advance.
The operator D(ν)

t is the Caputo-type fractional derivative

D(ν)

t [f (x, t)] =
⎧⎨⎩

1
� (n − ν)

∫ t

0

∂(n)

t f (x, τ) dτ

(t − τ)
ν−n+1 , n − 1 < ν < n,

∂(n)

t f (x, t) , ν = n.
(4)

Eq. (1) can be used to describe a wide variety of mathematical models in engineering and science
as particular cases. First of all, these are the models of the heat equations obeying the classical Fourier
law. At the same time, there are many models of heat exchange based on the non-Fourier laws which
also can be represented by this equation. Besides, it can also be used for simulating the unsteady
flow of the non-Newtonian fractional Maxwell fluid [1] and the Oldroyd-B fluid [2]. The general
equation given in Eq. (1) also includes the Benjamin-Bona-Mahony and the Benjamin-Bona-Mahony-
Burgers equations [3,4], which have been used for modeling long waves of small amplitudes. Besides,
the Sobolev equation also falls into this group [5,6].

So, the multi-term systems of equations are introduced for modeling many real-life applications
which involved some complicated processes that cannot be accurately described by systems of the
single-term. It is evident that only a small number of problems can be analyzed analytically under some
idealized conditions which are useful for parametric research. However, the derivation of analytical
solutions for the nonlinear fractional equations with general spatial differential operators is not a
trivial task. Applying numerical methods to deal with these equations would be more desirable.
The finite difference method (FDM) [7–9] and the finite element method (FEM) [10–12] have been
proposed widely as available techniques. Jin et al. [13] investigated the multi-term time-fractional
diffusion equations using the Galerkin FEM. Recently an alternating direction implicit (ADI) scheme
has been presented by Huang et al. in [14]. The weighted meshless spectral method was proposed by
Hussain and Haq for problems arising in mass and heat transfer [15]. A method based on the Haar
wavelets and the finite difference scheme was proposed by Oruç, Esen, and Bulut for two-dimensional
time fractional reaction-sub-diffusion equation in [16]. An accurate computational method based
on the linear barycentric interpolation method has been proposed by Oruç [17] recently for solving
fractional Rayleigh-Stokes problems. The numerical method which combines the Laplace transform
with the local radial basis functions method was presented by Li et al. in [18] for fractional diffusion
models. A Galerkin method based on the second kind Chebyshev wavelets was presented by Soltani
Sarvestani et al. in [19] for solving the multi-term time fractional diffusion-wave equation. Very
recently an alternating direction implicit Legendre spectral method has been developed by Liu et al. in
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[20]. A mixed meshless method was proposed by Nikan et al. in [21]. The weak Galerkin finite element
method for the space discretization combined with the discretization of the Caputo time derivative by
L1 method was proposed by Zhou et al. in [22] for time-fractional quasi-linear diffusion equation. A
method that combines the L1 interpolation of the fractional derivative with a high-order compact
finite volume scheme was applied by Su et al. in [23] for the 2D multi-term time fractional sub-
diffusion equation. The technique which combines approximation of the time-fractional derivative
via the L1 formula and approximation of the integer order space derivatives by truncated one and
two-dimensional wavelet series was presented by Ghafoor et al. for one and two dimensional higher
order multi-term time-fractional partial differential equations in [24].

Inspired by the advantages of meshless methods which do not need the requirement of domain
mesh, a variety of meshless methods have been proposed in the literature for solving fractional
equations in both theoretical and numerical aspects. There exist several types of meshless methods,
from which the radial basis function (RBF)-based meshless methods are the most popular type. With
the merits of Euclidian distances as variables, RBF-based methods are flexible and usual for high-
dimension problems under irregular complicated domains. Piret et al. [25] made the first attempt to
use the RBF discretization for the fractional diffusion. Hosseini et al. [26] solved the time-fractional
telegraph equations using the RBF discretization with the finite difference method for temporal
discretization. Liu et al. [27] provided the implicit RBF approach with error analysis. The radial
basis function-finite difference method (RBF-FD) [28] was also used to solve the fractional equations.
In this paper, an accurate and efficient method based on the key idea of the backward substitution
method has been proposed [29–34]. In this method, the general approximation based on the pure
radial basis functions and their correcting terms are formed. Applying the collocation method, we can
reduce the considered problems into the system of fractional ordinary differential equations. Then the
corresponding problems are solved efficiently with the help of the Müntz polynomial basis since the
fractional derivative of a Müntz polynomial is again a Müntz polynomial.

The remainder is organized as follows. These preliminaries including the definition of fractional
derivative, the backward substitution method for the linear system of fractional ordinary differential
equations, and the quasilinearization techniques are described in Section 2. The main method of
application to (1+1)-dimensional and (2+1)-dimensional problems are described in Section 3 where
the description of the method in application to the problems with the spatial operator of the
fourth order has also been discussed. The numerical examples which illustrate the method presented
are placed with the comparisons by some well-known numerical methods in Section 4. Finally, in
Section 5, a short conclusion and discussion is provided.

2 Preliminaries
2.1 Solutions for Linear System of Fractional Ordinary Differential Equations

The method presented in this study is based on the effective algorithm for the solution of linear
systems of the fractional ordinary differential equations (FODEs). This algorithm is described detailed
in this subsection. Let us consider the linear system of fractional ordinary differential equation

ÂD(μ)

t [P (t)] =
K∑

k=1

Âk (t) D(μk)
t [P (t)] + B̂ (t) P (t) + F (t) , 0 ≤ t ≤ T , (5)

with zero initial conditions

P (0) = 0, (6)
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where P (t) = [P1(t), P2 (t) , ..., PN (t)]T , Â is a constant non-singular matrix of N ×N dimension, Âk (t)
and B̂ (t) are time dependent matrices of the same size, F (t) = [f1 (t) , f2 (t) , ..., fN (t)]T . In order to solve
the fractional equation easily, we introduce the Müntz polynomial basis (MPB)

ϕm (t) = tδm , δm = σ (m − 1) , 0 < σ ≤ 1, m = 1, 2, 3, ..., (7)

as the basis function where the right hand side of Eq. (5) can be approximated by the linear
combination of these functions

K∑
k=1

Âk (t) D(μk)
t [P (t)] + B̂ (t) P (t) + F (t) = Â

∞∑
m=1

qmϕm (t) , 0 ≤ t ≤ T , (8)

where qm are unknown coefficients to be determined which will be discussed in the following section.

Some properties of Müntz polynomials should be discussed and noted here. Let {δ0, δ1, δ2, ...} be a
sequence of distinct real numbers such that 0 ≤ δ0 < δ1 < δ2 < ... → ∞. The Müntz polynomials of
the form

∑n

k=0 cktδk , with real coefficients c0, c1, ..., cn are dense in L2[0, 1] if and only if
∞∑

k=1

1
δk

= +∞. (9)

Also if δ0 = 0, then the Müntz polynomials are dense in C[0, 1], with the uniform norm, if and
only if Eq. (9) is established [35,36]. With the help of Eqs. (8) and (5), we have

ÂD(μ)

t [P (t)] = Â
∞∑

m=1

qmϕm (t) . (10)

Followed from Eq. (10), we have the following equation:

D(μ)

t [P (t)] =
∞∑

m=1

qmϕm (t) , (11)

if the matrix Â in Eq. (10) is a non-singular matrix. As it is easily to prove that the following analytical
expression:


m (t) = � (δm + 1)

� (δm + μ + 1)
tδm+μ, (12)

satisfies
D(μ)

t [
m (t)] = ϕm (t) ,


m (0) = 0.
(13)

Taking into account of Eq. (6), the following series:

P (t) =
∞∑

m=1

qm
m (t) , (14)

is the analytical solution to Eq. (11) and the unknown vectors qm can be solved by
K∑

k=1

Âk (t) D(μk)
t

[ ∞∑
m=1

qm
m (t)

]
+ B̂ (t)

∞∑
m=1

qm
m (t) + F (t) = Â
∞∑

m=1

qmϕm (t) , (15)
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or
∞∑

m=1

[
Âϕm (t) − B̂ (t) 
m (t) −

K∑
k=1

Âk (t) 

(μk)
m (t)

]
qm = F (t) , t ∈ [0, T ] , (16)

here



(μk)
m (t) = D(μk)

t [
m (t)] = D(μk)
t

[
� (δm + 1)

� (δm + μ + 1)
tδm+μ

]
= � (δm + 1) tδm+μ−μk

� (δm + μ + 1 − μk)
. (17)

It is worth noting that if Eq. (16) is fulfilled for any t in the time sequence, the infinite sequence
given in Eq. (14) is the desired solution. For the sake of calculation, we consider the truncated series

PM (t) =
M∑

m=1

qm
m (t) , (18)

which satisfies the corresponding equation of truncated series as follows:

D(α)

t [PM (t)] =
M∑

m=1

qmϕm (t) , (19)

where the unknown parameters can be obtained by enforcing the Eq. (16) at several selected time steps
tj. To ensure the solvability of the corresponding system, the number of equations (i.e., the number of
time steps) should be taken larger than the number of unknown variables.

2.2 Quasilinearization Procedure for Nonlinear Problem
The nonlinear term N

(
v, vx, vy

)
in the Eq. (1) can be transformed into linear terms using the

quasilinearization technique [37] which is briefly illustrated as follows.

Let us denote ξi = ∂v
∂xi

and assume that v0 (x) and ξi,0 (x) are known functions which are used as

initial approximations of the exact values. So, we can write

v = v0 + (v − v0) = v0 + v, ξi = ξi,0 + (ξi − ξi,0) = ξi,0 + ξi. (20)

Assuming that v and ξi are small enough, then we can neglect the squares of their values, in
this way

N
(
v, vx, vy, x, t

) ≈ N
(
v0, ξ 1,0, ξ 2,0, x, t

)+ ∂N
(
v0, ξ 1,0, ξ 2,0, x, t

)
∂v

(v − v0)

+
2∑

i=1

∂N
(
v0, ξ 1,0, ξ 2,0, x, t

)
∂ξ i

(ξi − ξi,0). (21)

As a result the original equation is transformed to a sequence of linear equations with the initial
approximations of the form

Lt [v] = Mt [L (x) [v]] + b1 (x, t) vx + b2 (x, t) vy + c (x, t) v + f (x, t) , (22)

and the system of iteration will stop under the control of the error given by two successive evaluations
max

x,t
|v (x, t) − v0 (x, t)| which is smaller than the selected tolerance. In practical calculations, we can

simply fix the number of iterations and from the numerical examples, the iteration will converge in
only several steps.
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3 The Solution Scheme for the Considered Problem

In this section, the solution scheme for the Eq. (22) with the known boundary conditions (BC)
and initial conditions (IC) will be discussed in details, as follows:

B [v (x, t)] = g (x, t) , x∈ ∂�, (23)

v (x, 0) = v0 (x) , (24)

in which B is the boundary condition operator. In this case, we consider the first kind and the
third kind boundary conditions where the second kind boundary condition can be easily obtained,
as follows:

u = g1 (x, t) , x ∈ �1, (25)

r (x) u + ∂u
∂n

= r (x) u + n1

∂u
∂x1

+ n2

∂u
∂x2

= g2(x, t), x ∈ �2, (26)

in which n = (n1, n2) represents the unit outward normal vector to the physical boundary and r (x) ,
g1 (x, t), and g2 (x, t) given in Eqs. (25) and (26) are known in advances with sufficient smoothness.
Note that the boundary condition of the second kind (Neumann BC) is given if r (x) ≡ 0 in Eq. (26).

3.1 Algorithm for (1+1)-Dimensional Problem
In this case the governing equation takes the form

Lt [v] = Mt [L (x) [v]] + b (x, t) vx + c (x, t) v + f (x, t) , (27)

or in the explicit form

Lt [v] = D(μ)

t [v] +
I∑

k=1

ak (t) D(μk)
t [v] =

K∑
k=I+1

ak (t)
[
∂x

(
d (x) ∂xD(μk)

t [v]
)]

+ b (x, t) ∂xv + c (x, t) v + f (x, t) = Mt [L (x) [v]] + b (x, t) ∂xv + c (x, t) v + f (x, t) , (28)

with the IC

v (x, 0) = v0 (x) , (29)

and the BCs

LW [v (x, t)] ≡ αW∂xv (0, t) + βW v (0, t) = gW (t) , (30)

LE [v (x, t)] ≡ αE∂xv (1, t) + βEv (1, t) = gE (t) , (31)

at the endpoints of the interval � = [0, 1]. Let us define the function

u (x, t) = v (x, t) − v0 (x) , (32)

which satisfies the equation

Lt [u] = Mt [L (x) [u]] + b (x, t) ∂xu + c (x, t) u + f1 (x, t) , (33)

the BCs

LW [u (x, t)] = gW (t) − LW [v0 (x)] = hW (t) , (34)

LE [u (x, t)] = gE (t) − LE [v0 (x)] = hE (t) , (35)
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and zero IC

u (x, 0) = 0. (36)

Here

f1 (x, t) = f (x, t) + b (x, t) ∂xv0 (x) + c (x, t) v0 (x) . (37)

Let us define the following two functions where the parameters are determined from the initial
condition and boundary condition:

θE (x) = αW − βW x
αWβE − βW (αE + βE)

, (38)

θW (x) = βEx − (αE + βE)

αWβE − βW (αE + βE)
, (39)

satisfying the conditions

LW [θW (x)] = 1, LE [θW (x)] = 0, (40)

LW [θE (x)] = 0, LE [θE (x)] = 1. (41)

Then, it is easy to prove that the following combination:

ug (x, t) = θE (x) hE (t) + θW (x) hW (t) , (42)

satisfies the boundary conditions

LW

[
ug (x, t)

] = hW (t) , LE

[
ug (x, t)

] = hE (t) . (43)

Suppose that the ug (x, t) provided in Eq. (42) is the initial approximation to the solution, then by
using the decomposition method, we have the equation for the correction item w (x, t), as follows:

u (x, t) = ug (x, t) + w (x, t) , (44)

where w (x, t) should satisfy the following governing equation:

Lt [w] = Mt [L (x) [w]] + b (x, t) ∂xw + c (x, t) w + f2 (x, t) , (45)

where

f2 (x, t) = f1 (x, t) − Lt

[
ug

]+ Mt

[
L (x)

[
ug

]]+ b (x, t) ∂xug + c (x, t) ug, (46)

and the following initial condition and boundary condition:

w (x, 0) = 0, (47)

LW [w (x, t)] = 0, LE [w (x, t)] = 0. (48)

In order to approximate w (x, t), we consider the radial basis function ψi (x) which has been widely
used in meshless methods

ψi (x) =
√

(x − ζi)
2 + c2, (49)

where c is the artificial selection shape parameter and ζi are the centers of the considered function
distributed in the solution domain. We define the modified basis functions as follows:

φi (x) = ψi (x) + ci,0 + ci,1x, (50)
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where coefficients ci,0 and ci,1 are chosen in the way that the following equations are fulfilled:

LW [φi (x)] = LE [φi (x)] = 0. (51)

As a result we get the linear system

αW ci,1 + βW ci,0 = −αW∂xψi (x)x=0 − βWψi (0) , (52)

αEci,1 + βE

(
ci,0 + ci,1

) = −αE∂xψi (x)x=1 − βEψi (1) , (53)

for each pair of the coefficients ci,0 and ci,1. The system can be solved easily in the analytical form.
By considering the properties of the modified functions φi (x) which satisfying the homogeneous
boundary conditions, the linear combination of φi (x) is used as the approximation to wN (x, t), as
follows:

wN (x, t) =
N∑

i=1

φi (x) Pi (t) , (54)

in which the unknown Pi (t) have to be determined. Substituting Eq. (54) into Eq. (45), we can yield
the following system

N∑
i=1

φi (x) Lt [Pi (t)] =
N∑

i=1

L (x) [φi (x)] Mt [Pi (t)]

+
N∑

i=1

[b (x, t) ∂xφi (x) + c (x, t) φi (x)] Pi (t) + f2 (x, t) . (55)

Let xj ∈ [0, 1], j = 1, . . . , N be selected nodes in the solution domain, the following system of
FODEs will be obtained after considering collocation procedure:

N∑
i=1

φi

(
xj

)
Lt [Pi (t)] =

N∑
i=1

L (x)
[
φi

(
xj

)]
Mt [Pi (t)]

+
N∑

i=1

[
b
(
xj, t
)
∂xφi

(
xj

)+ c
(
xj, t
)
φi

(
xj

)]
Pi (t) + f2

(
xj, t
)

, (56)

or simplified in the matrix form as shown below:

ÂD(μ)

t [P (t)] +
I∑

k=1

ak (t) ÂD(μk)
t [P (t)] =

K∑
k=I+1

ak (t) DkD
(μk)
t [P (t)] + B̂ (t) P (t) + F (t) , 0 ≤ t ≤ T . (57)

Here the derivatives can be obtained in the analytical form

∂xφi (x) = x − ζi

ψi (x)
+ ci,1, ∂xxφi (x) = 1

ψi (x)
− (x − ζi)

2

(ψi (x))
3 . (58)

Â, D̂k, and B̂ (t) are N × N matrices with the components

Â=
(
aj,i

)N

j,i=1
= (φi

(
xj

))N

j,i=1
, (59)

B̂ (t) = (b (xj, t
)
∂xφi

(
xj

)+ c
(
xj, t
)
φi

(
xj

))N

j,i=1
, (60)
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D̂k =
(

∂

∂x

(
d
(
xj

)
∂xφi

(
xj

)))N

j,i=1

(61)

and P (t) = [P1 (t) , P2 (t) , ..., PN (t)]T , F (t) = [f2 (x1, t) , f2 (x2, t) , ..., f2 (xN, t)]T are N-vectors. If we
denote

ak (t) Â = −Âk (t) , k = 1, ..., I ; ak (t) D̂k = Âk (t) , k = I + 1, ..., K, (62)

then the system Eq. (57) coincides with the linear system of FODEs shown in Eq. (5) and can be
solved using the algorithm described there. Using M Müntz polynomials in solving of the system of
the FODEs shown in Eq. (5), we get the approximate solution

wN,M (x, t) =
N∑

i=1

φi (x) PM,i (t) , (63)

with the vector PM (t) given in Eq. (18). Then, the approximate solution of the original problem
Eqs. (27), (29)–(31) can be given in the following way:

vN,M(x, t) = uN,M(x, t) + v0(x) = wN,M(x, t) + ug(x, t) + v0(x) =
N∑

i=1

φi(x)PM,i(t) + ug(x, t) + v0(x). (64)

The same algorithm can be applied for solving problems of Eq. (27) with the spatial operator of
the fourth order

L (x) [v] = −∂xx (r (x) ∂xxv) + ∂x (q (x) ∂xv) − p (x) v. (65)

In this case, the modified RBF takes the form

φi (x) = ψi (x) + ci,0 + ci,1x + ci,2x2 + ci,3x3, (66)

where the coefficients ci,0, ci,1, ci,2, ci,3 are chosen to satisfy the homogeneous BCs. For example, let us
consider the BCs:

φi (0) = φi (1) = ∂xxφi (0) = ∂xxφi (1) = 0, (67)

which leads to the four conditions
1) ci,0 = −ψi (0) ,

2) ci,0 + ci,1 + ci,2 + ci,3 = −ψi (1) ,

3) 2ci,2 = −∂xxφi (0) ,

4) 2ci,2 + 6ci,3 = −∂xxφi (1) .

(68)

So, from 3) ⇒ ci,2 = −1/2∂xxφi (0), then from 4) ⇒ ci,3 = (∂xxφi (0) − ∂xxφi (1)) /6 and finally, from
2) ci,1 = −ψi (1) − ci,0 − ci,2 − ci,3. The derivatives of the modified RBF can be calculated in explicit
analytical form:

∂xφi (x) = x − ζi

ψi (x)
+ ci,1 + 2ci,2x + 3ci,3x2, ∂xxφi (x) = 1

ψi (x)
− (x − ζi)

2

ψ 3
i (x)

+ 2ci,2 + 6ci,3x,

∂xxxφi (x) = −3 (x − ζi)

ψ 3
i (x)

+ 3 (x − ζi)
3

ψ 5
i (x)

+ 6ci,3, ∂xxxxφi (x) = − 3
ψ 3

i (x)
+ 18 (x − ζi)

2

ψ 3
i (x)

− 15 (x − ζi)
4

ψ 7
i (x)

.

(69)
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3.2 Algorithm for (2+1)-Dimensional Problem
Following the decomposition for the (1+1)-dimensional problem, we have

u (x, t) = v (x, t) − v (x, 0) ≡ v (x, t) − v0 (x) , (70)

which can transform problems of Eq. (22) into the form

Lt [u] = Mt [L (x) [u]] + b1 (x, t) ∂xu (x, t) + b2 (x, t) ∂yu (x, t) + c (x, t) u (x, t) + f1 (x, t) , (71)

where

f1 (x, t) = f (x, t) + b1 (x, t) ∂xv0 (x) + b2 (x, t) ∂yv0 (x) + c (x, t) v0 (x) . (72)

The solution u (x, t) satisfies homogeneous initial condition:

u (x, 0) = 0, (73)

and the updated boundary conditions, as follows:

B [u (x, t)] = g (x, t) − B [v (x, 0)] , x ∈ ∂�, (74)

where the operator in the last equation is described by the formulae of Eqs. (25) and (26). To transform
the time-dependent fractional equations into a system of fractional ordinary equations and apply the
algorithm described in the previous subsection for (1+1)-dimensional problems, we should perform
the following steps for this goal:

1) We transform Eq. (71) to the homogeneous BCs by introducing the primary approximation ug:

u (x, t) = ug (x, t) + w (x, t) , (75)

where ug (x, t) is a man-made function which has to satisfy

B
[
ug (x, t)

] = g (x, t) , x ∈ ∂�. (76)

As discussed in the (1+1)-dimensional problems, by considering the Eq. (75) and the governing
equation, we have the equation to determine the correcting solution w, as follows:

Lt [w] = Mt [L (x) [w]] + b1 (x, t) ∂xw (x, t) + b2 (x, t) ∂yw (x, t) + c (x, t) w (x, t) + f2 (x, t) , (77)

where the new source term is

f2 (x, t) = f1 (x, t) − Lt

[
ug (x, t)

]+ Mt

[
L (x)

[
ug (x, t)

]]
+ b1 (x, t) ∂xug (x, t) + b2 (x, t) ∂yug (x, t) + c (x, t) ug (x, t) , (78)

which can now be solved using the method as described in the (1+1)-dimensional problems. The main
difference for the solution process of the (1+1)-dimensional problems and the (2+1)-dimensional
problems is that the initial approximation of the solution ug and the correcting function ωi (x) for
the (1+1)-dimensional problem can be obtained analytically. However, for the (2+1)-dimensional
problems, these functions can only be obtained numerically. In the following subsection, the goal for
obtaining such functions are detailed.

3.3 The Procedure for Obtaining ug(x, t) and ωi (x)

Since the artificially designed ug(x, t) and ωi (x) do not have the requirements to satisfy the
governing equations, we apply the trigonometric basis, as follows:

θk(β, x) = sin
(

kπ
x + β

2β

)
, (79)
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θk1,k2
(β, x) = sin

(
k1π

x1 + β

2β

)
sin
(

k2π
x2 + β

2β

)
, (80)

for the (1+1)-dimensional problems and the (2+1)-dimensional problems, respectively, where the
parameter β is selected in the way that � ⊂ �β . Then we use the following approximations of the
linear combination of θ with weighted parameters

ωi (x) =
K∑
k=1

pi,kθk (β, x) , i = 1, ..., N, (81)

ug (x, t) =
K∑
k=1

sk (t) θk (β, x) , (82)

where the weighted parameters are determined using the collocation approach
K∑
k=1

pi,kB
[
θk

(
β, ζ l

)] = Hi, ζ l ∈ ∂�, i = 1, . . . , N, l = 1, . . . , Kc, (83)

K∑
k=1

sk (t) B
[
θk

(
β, ζ l

)] = G(t), ζ l ∈ ∂�, l = 1, . . . , Kc, (84)

and the Hi and G(t) are given as follows:

Hi = − [B [ψi

(
ζ 1

)]
, B
[
ψi

(
ζ 2

)]
, ..., B

[
ψi

(
ζ Kc

)]]T
, G(t) = [g (ζ 1, t

)
, g
(
ζ 2, t

)
, ..., g

(
ζ Kc

, t
)]T

. (85)

It is important to note that we need approximation of the function ug in the way which admits
calculation the fractional derivatives (see Eq. (78)). When the sought solution has the particular form
u (x, t) = u0 (x) ς (t), then a simplified procedure can be applied: we find ug,0 (x) as a boundary
approximation of u0 (x) and define ug (x, t) =ug,0 (x) ς (t). Then the derivatives can be found as
D(α)

t

[
ug (x, t)

] = ug,0 (x) D(α)

t [ς (t)] at each time moment t. In general case, this approach is impossible.

To make this possible, we use the point interpolation method (PIM) [38,39]. Let 0 ≤ t1 < t2 <

... < tI ≤ T be the collocation points in the time interval. Let Sk = [sk (t1) , sk (t2) , ..., sk (tI)] be the
vector of the values of the smooth function sk (t) calculated at these points. We seek approximation of
sk (t) at a point of interest t in the form of

s̃k (t, I) =
I∑

i=1

ti−1ak,i, =
[
1, t, ..., tI−1

]︸ ︷︷ ︸
pT

⎧⎨⎩ ak,1

...
ak,I

⎫⎬⎭ = pTak, (86)

and the coefficients ak,1 in Eq. (86) can be determined by enforcing s̃k (t, I) to pass through the values
at the collocation points tj. This yields I equations for each collocation point, i.e.,

sk (t1) = ak,1 + ak,2t1 + ... + ak,I tI−1
1

sk (t2) = ak,1 + ak,2t2 + ... + ak,I tI−1
2

...
sk (tI) = ak,1 + ak,2tMp + ... + ak,I tI−1

I

⎫⎪⎪⎬⎪⎪⎭⇒ Sk = Pak, (87)
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where

P̂=

⎡⎢⎢⎣
1, t1, ..., tI−1

1

1, t2, ..., tI−1
2

...
1, tMp , ..., tI−1

I

⎤⎥⎥⎦ , (88)

is the so-called square moment matrix. Assuming that P is a non-singular matrix, we get

ak = P̂−1Sk. (89)

Using vectors ak, k = 1, ..., K , we obtain ug (x, t) in the form of the smooth function differentiable
in time.

ug (x, t) =
K∑
k=1

I∑
i=1

ti−1ak,iθk (β, x) =
I∑

i=1

(
K∑
k=1

ak,iθk (β, x)

)
ti−1

=
I∑

i=1

�i (β, x) ti−1.

(90)

As a result, we get the approximate solution vN,M (x, t) in the form similar to the one obtained in
the case of the (1+1) dimensional problem

vN,M (x, t) =
N∑

i=1

φi (x) PM,i (t) + ug (x, t) + v0 (x) , (91)

where the approximate solution also depends on the parameters K and I of the function ug (x, t).

4 Numerical Examples

In this section, the accuracy and efficiency of the proposed method is verified. The maximum
absolute error (MAE, Emax (t)), the relative root mean square error (Erel (t)), and also the error in
discrete H1 (�) norm (EH1 (t)) are used as criteria. The detailed computational strategies are given:

Emax (t) = max
1≤i≤Nt

∣∣uN,M (xi, t) − uex(xi, t)
∣∣ , (92)

Erel (t) =
√√√√ Nt∑

i=1

[uex ( xi, t) − uN,M(xi, t)]2
/

Nt∑
i=1

u2
ex (xi, t), (93)

EH1 (t) =
√√√√ 1

Nt

Nt∑
i=1

[(
uex (xi, t) − uN,M (xi, t)

)2 +
2∑

k=1

(
∂uex

∂xk

(xi, t) − ∂uN,M

∂xk

(xi, t)
)2
]

, (94)

where uex (xi, t) and uN,M (xi, t) are analytical and numerical solutions, respectively, Nt is the number of
the test points. To investigate the influence of N (the number of RBFs) and M (the number of Müntz
polynomials) on the accuracy of the proposed scheme, we introduce the convergence orders (COs)

CON = log (Emax (N1)/Emax (N2))

log (N1/N2)
, M is fixed,

COM = log (Emax (M1)/Emax (M2))

log (M1/M2)
, N is fixed.

(95)
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Furthermore, for the 1D problems, we let c = 0.5 and for the 2D problems, we take c = 2. The
data provided in Examples 1 to 4 demonstrate that in the whole range σ ∈ [0.1, 0.3], the Müntz basis
provides a quite precise approximation in time. The calculation results are very close for all values of
the parameter σ from this range. As the parameter σ increases, the error grows rapidly. It reaches a
maximum at σ = 1 when the usual polynomials of the integer order tm, m = 0, 1, 2,... are used in
approximation of time. This demonstrates the advantage of using the Müntz basis. Therefore, for the
parameters in the Müntz polynomials, we have σ = 0.3 for the rest examples and illustrations.

4.1 (1+1)-Dimensional Problems
4.1.1 Example 1

Let us consider the multi-term problem discussed in [13]

D(0.95)

t [u] + D(0.2)

t [u] = ∂xxu + f (x, t) , 0 ≤ x, t ≤ 1, (96)

with the first kind boundary condition and initial condition conform to u (x, t) = (1 + t2
) (

x2 − x
)

.

Fig. 1 and Table 1 show the behaviour of the errors with respect to the number of the modified
RBFs φi (x), N in the approximation of the solution (see Eq. (54)) with fixed M. For M = 10, the
predicted errors can be shapely reduced by increasing of the N for all the computed 2 ≤ N ≤ 26. This
means that the error occurring in spatial approximation is the main error source in this case. While
for M = 5 the computed errors cannot be decreased for the selected N > 10. Therefore, in this case,
the dominant error is the error in the solution of the system. With the increasing of N, the minimum
error of this example is 5.80E−10 and the convergence order vs. N is larger than 2. It is noticeable that
for the M = 10 and N = 26, we can obtain the solution in 2.9 s which is sufficiently efficient. Fig. 1
shows that all the curves Emax (N), EH1 (N) originally lie on the same curve. The predicted errors move
away from this curve depending on the value of M, when the error occurring in the approximation in
time plays an essential role.

Figure 1: The Emax (left) and EH1 (right) errors with the respect to the number of the RBFs used in the
approximate solution
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Table 1: The predicted errors vs. N at t = 1 with M = 10

N Emax Erel EH1 CON CPU, sec.

4 8.77E-3 2.96E-2 1.96E-2 2.8 0.5
8 7.45E-5 1.94E-4 4.45E-4 5.9 0.6
12 3.05E-6 7.21E-6 2.76E-5 8.3 0.9
16 1.81E-7 3.88E-7 2.07E-6 10.4 1.3
20 1.24E-8 2.52E-8 1.71E-7 12.6 1.9
24 9.49E-10 1.87E-9 1.52E-8 14.5 2.7
26 5.80E-10 1.22E-9 4.72E-9 6.1 2.9

Fig. 2 and Table 2 show the computed Emax and EH1 errors vs. the number of Müntz polynomials
M with fixed N. The same problem has already been considered by Jin et al. in [13] using the
Galerkin finite element method and finite difference discretization of the time-fractional derivatives.
In their practical computations, the size of the mesh is h = 2−10 and the time step for the temporal
approximation is τ = 1/160. They obtained Emax = 4.20E−4 which was placed in the Table 1 of the
reference [13]. It is evident that the proposed method is far more accurate than the reference. The
domain errors with N = 26 and M = 10 is given in Fig. 3 from which we can see that in the whole
domain, the proposed method maintains the same error level for the test nodes which are close to the
boundary.

Figure 2: The Emax (left) and EH1 (right) errors vs. the number of Müntz’s polynomials M

Table 2: The errors with M at t = 1 with N = 26

M Emax Erel EH1 CO CPU, sec.

2 5.43E-3 2.18E-2 1.33E-2 2.4 0.5
4 1.16E-5 3.10E-5 5.34E-5 13.0 0.8
6 7.85E-9 2.17E-8 4.13E-8 17.1 1.2

(Continued)
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Table 2 (continued)

M Emax Erel EH1 CO CPU, sec.

8 1.25E-9 3.12E-9 5.41E-9 7.5 1.8
10 5.80E-10 1.22E-9 4.72E-9 0.3 2.3

Figure 3: The domain absolute errors with N = 26 and M = 10

Finally, we show the behaviour of the errors Erel with the growth of N for different σ in Table 3.
This table demonstrates that in the whole range σ ∈ [0.1, 0.3], the Müntz basis provides a quite precise
approximation in time.

Table 3: The behaviour of the errors with the growth of N different σ

N 5 10 15 20 25

σ = 0.1 1.79E-3 1.37E-5 1.41E-7 1.24E-8 3.55E-10
σ = 0.2 1.79E-3 1.37E-5 1.41E-7 1.24E-8 3.91E-10
σ = 0.3 1.79E-3 1.37E-5 1.41E-7 1.24E-8 4.20E-10
σ = 0.6 1.79E-3 1.38E-5 1.40E-7 1.88E-8 6.97E-9
σ = 1.0 1.79E-3 1.38E-5 1.83E-7 1.10E-7 5.42E-7

4.1.2 Example 2

Let us consider the multi-term problem of the following form:

D(π/8)

t [u] + (1 + t) D(0.25)

t [u] + (1 + t2
)

D(0.125)

t [u]

= sin (t) D(0.2)

t [L (x) [u]] + cos (t) D(0.1)

t [L (x) [u]] + etL (x) [u] + f (x, t) , 0 ≤ x, t ≤ 1, (97)
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with the boundary condition of third kind (Robin BCs)

∂xu (0, t) − πu (0, t) = g0 (t) , ∂xu (1, t) − eu (1, t) = g1 (t) . (98)

The BCs and IC conform the exact solution u (x, t) = exp (x + t) . Here the spatial operator is
L (x) [u (x, t)] = ∂x (cosh (x) ∂xu (x, t)).

Some results of the calculations are presented in Tables 4 and 5 and displayed in the Figs. 4 and 5.
From Tables 4 and 5, we can see that for the problem of the Robin boundary conditions, the proposed
method can yield accurate results with small number of basis functions and collocation nodes. And the
overall convergence order of the propose scheme is large than two. The same conclusions can be made
from Figs. 4 and 5, where the computed maximum absolute errors vs. the M and N are displayed. From
these figures, we can see that with the increasing of N for the case N ≥ 24, the errors adjust within
a small range which may due to properties of the coefficient matrix such as the ill-conditioning. The
following three ways can be used to solve this problem. In the first strategy, we can increase the number
of M, for N ≥ 24, then we can obtain more accurate and stable results from the over-determined
system. The second attempt can be done to use the high-precision matrix solver to overcome the ill-
conditioning of the matrix. Furthermore, the recently proposed multiple-scale method by Oruç [40]
can also be used to reduce the condition number of the coefficient matrix. For the fact that with the
increasing of M and the fixed N, the approximate solutions become more accurate and the errors only
adjust within a small range, we will not discuss in details of these techniques for improving the solution
stability.

Table 4: The errors vs. N at t = 1 with M = 12

N Emax Erel EH1 CON CPU, sec.

4 1.48E-2 2.98E-3 3.38E-2 2.0 0.7
8 2.03E-4 2.91E-5 1.01E-3 5.1 1.3
12 8.30E-6 1.02E-6 6.35E-5 8.6 1.5
16 4.55E-7 5.49E-8 4.86E-6 10.6 1.9
20 2.96E-8 3.64E-9 4.11E-7 13.4 4.2
24 3.82E-9 5.15E-10 3.74E-8 13.9 5.4
26 5.16E-9 8.34E-10 1.57E-8 – 6.1

Table 5: The errors vs. M at t = 1 with N = 26

M Emax Erel EH1 COM CPU, sec.

2 1.92E-2 4.43E-3 4.62E-2 1.9 0.8
4 2.41E-3 5.46E-4 5.91E-3 3.8 1.5
6 4.69E-5 9.59E-6 1.18E-4 10.1 2.4
8 2.56E-6 4.38E-7 8.78E-6 10.5 3.4
10 4.36E-8 6.28E-9 2.30E-7 31.5 4.6
12 5.16E-9 8.34E-10 1.57E-8 11.7 6.6
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Figure 4: The Emax (left) and EH1 (right) errors vs. N

Figure 5: The Emax (left) and EH1 (right) errors vs. M

In Table 6, we show the effect of the σ on the accuracy. The same conclusion can be made that in
the whole range σ ∈ [0.1, 0.3], the Müntz basis provides a quite precise approximation in time.

Table 6: The behaviour of the errors with the growth of N for different σ

N 5 10 15 20 25

σ = 0.1 8.86E-4 5.29E-6 1.39E-7 8.20E-9 6.33E-9
σ = 0.2 8.86E-4 5.28E-6 1.48E-7 2.58E-9 2.36E-10
σ = 0.3 8.86E-4 2.58E-6 1.48E-7 2.61E-9 2.44E-10
σ = 0.6 8.86E-4 4.01E-6 3.24E-6 4.29E-6 3.67E-6
σ = 1.0 6.11E-4 7.32E-4 7.40E-4 9.04E-4 1.10E-3
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4.1.3 Example 3

Consider the nonlinear time-fractional Huxley equation of the following form:

D(0.5)

t [u (x, t)] = ∂xxu (x, t) + u (x, t) (1 − u (x, t))(u (x, t) − γ ) + f (x, t) , 0 ≤ x, t ≤ 1, (99)

with u (x, t) = x3 (t + 1).

Table 7 and Fig. 6 show the trends of the computed errors with the growth of N with fixed M.
The predicted solutions are obtained after 3 iteration of the quasilinearization procedure. The initial
approximations of the solution and its derivatives are provided randomly. From the results, we can
verify that for the randomly provided initial approximations, we can obtained the accurate solutions
in three iterations. And with the increasing of the N, the proposed algorithm converges fast. The same
problem was considered by Hadhoud et al. in [41] using a numerical technique based on the cubic
B-spline collocation method and the mean value theorem for integrals. The maximal absolute errors
obtained there are near ∼10−6 for the mesh size x = 0.01 and the time step t = 0.01 (see Tables 4–6
of the original paper).

Table 7: The errors vs. N at t = 1 with M = 10

N Emax Erel EH1 CON CPU, sec.

4 1.48E-2 2.46E-2 3.40E-2 3.7 0.6
8 2.43E-4 2.98E-4 1.04E-3 5.8 1.6
12 9.09E-6 8.43E-6 5.83E-5 9.2 3.3
16 4.50E-7 3.99E-7 4.15E-6 11.1 5.6
20 2.80E-8 2.44E-8 3.22E-7 9.7 7.9
24 2.24E-9 1.79E-9 2.86E-8 0.03 9.7

Figure 6: The maximal absolute Emax (left) and EH1 (right) errors as functions of the number of the
RBFs used in the approximate solution
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Now let us move onto the multi-term nonlinear time-fractional equation with the Huxley
nonlinear term,

D(0.5)

t [u (x, t)] + sin(t)D(0.3)

t [u (x, t)] + cos(t)D(0.2)

t [u (x, t)]

= sin h(t)D(0.29)

t [L (x) [u (x, t)]] + cosh(t)D(0.19)

t [L (x) [u (x, t)]] + etL (x) [u (x, t)]

+ u (x, t) (1 − u (x, t))(u (x, t) − γ ) + f (x, t) , 0 ≤ x, t ≤ 1, (100)

with the same analytical solution. Here L (x) [u (x, t)] = ∂x

((
1 + x2

)
∂xu (x, t)

)
.

Fig. 7 demonstrates the behaviour of the errors with the grows of the total amount of basis
function φi (x) for the approximation of the solution (see Eq. (54)). The data correspond to the 3th

iterations of the quasilinearization procedure with randomly provided initial approximations of the
solution and its derivatives. If we apply much more steps of iterations, the solution accuracy do not
change which means that three steps of iterations are sufficient for the proposed method.

Figure 7: The Emax (left) and EH1 (right) errors vs. the number of N

Then, we discuss the solution accuracy on the σ in Table 8. It is evident that the σ = 0.3 is sufficient
to do the approximation.

Table 8: The behaviour of the errors with the growth of N different σ

N 5 10 15 20 25

σ = 0.1 6.69E-3 4.72E-5 1.28E-6 2.74E-8 2.25E-9
σ = 0.2 6.69E-3 4.72E-5 1.28E-6 2.74E-8 2.18E-9
σ = 0.3 6.69E-3 4.72E-5 1.28E-6 2.73E-8 2.15E-9
σ = 0.6 6.69E-3 4.71E-5 1.40E-6 2.43E-7 1.05E-6
σ = 1.0 6.68E-3 3.93E-5 6.69E-6 5.02E-5 6.78E-5
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4.1.4 Example 4

Let us consider the nonlinear problem with the spatial differential operator of the fourth order

D(0.9)

t [u (x, t)] + tD(0.1)

t [u (x, t)] + t2D(0.2)

t [u (x, t)]

= 1
1 + t

D(0.29)

t [L (x) [u (x, t)]] + 1
1 + t2

D(0.19)

t [L (x) [u (x, t)]]

+ L (x) [u (x, t)] + N (u (x, t) , ∂xu (x, t)) + f (x, t) , 0 ≤ x, t ≤ 1, (101)

where the spatial operator

L (x) [u (x, t)] = −∂xx [cos (x) ∂xxu (x, t)] + ∂x [cosh (x) ∂xu (x, t)] − sinh (x) u (x, t) , (102)

and the nonlinear term is

N (u (x, t) , ∂xu (x, t)) = sin (u (x, t)) + (∂xu (x, t))2 . (103)

The boundary condition and initial condition conform to the exact u (x, t) = sin (t) sin (πx). The
predicted results shown in Table 9 and Fig. 8 are obtained after 3th iterations of the quasilinearization
procedure with randomly provided initial guess of solution and its derivatives. From Table 9, we can
conclude that the proposed approach can produce accurate solution for the problems of high-order
with a small number of basis functions both in terms of the spatial and temporal approximations. For
the M = 6, the method converges with N = 14. And if we increase the M = 12, the proposed method
converges with N = 20. And even with the small number of N = 10 and M = 6, the computational
accuracy of the problem with the spatial differential operator of the fourth order is high around 10−5.

Table 9: The errors vs. N at t = 1 with M = 15

M = 6 M = 12

N Emax Erel CON CPU, sec. Emax Erel CON CPU, sec.

10 8.19E-5 5.66E-5 14.1 1.7 7.36E-5 5.04E-5 14.5 6.4
12 1.09E-5 7.76E-6 11 2.3 2.68E-6 1.88E-6 18.2 9.3
14 8.38E-6 5.88E-6 1.70 3.5 6.20E-8 2.84E-8 24.2 13
16 8.31E-6 5.89E-6 – 4.2 2.90E-8 1.15E-8 5.7 17
18 8.32E-6 5.88E-6 – 5.1 6.08E-9 2.44E-9 13.89 22
20 8.32E-6 5.88E-6 – 6.2 1.77E-9 6.65E-10 11.7 27
22 8.29E-6 5.86E-6 – 7.6 5.08E-10 1.88E-10 13 33
24 8.26E-6 5.84E-6 – 9.1 1.73E-10 5.29E-11 12 39
26 8.10E-6 5.73E-6 – 10.1 2.23E-10 1.08E-10 – 46

In Table 10, we display the effect of the parameter σ in the calculations. From this table, we can
see that σ = 0.3 provides a quite precise approximation in time. Therefore, in the following examples,
we take σ = 0.3 without further discussion.



CMES, 2024, vol.138, no.2 1541

Figure 8: The maximal absolute Emax (left) and EH1 (right) errors as functions of the number of the
RBFs

Table 10: The behaviour of the errors with the growth of N for different σ

N 5 10 15 20 25

σ = 0.1 1.14E-1 7.36E-5 4.11E-8 4.65E-9 3.41E-9
σ = 0.2 1.14E-1 7.36E-5 3.82E-8 1.78E-9 6.02E-11
σ = 0.3 1.14E-1 7.36E-5 3.80E-8 1.96E-9 2.23E-10
σ = 0.6 1.14E-1 6.51E-5 8.74E-6 4.33E-6 2.04E-6
σ = 1.0 1.15E-1 7.08E-5 4.81E-4 2.49E-5 2.34E-4

4.2 (2+1)-Dimensional Problems
4.2.1 Example 5

Let us consider the linear fractional equation of the following form:

D(π/4) [u] + tD(0.3) [u] + t2D(0.2) [u] + t3D(0.1) [u]

= (1 + t2
)

D(0.33)

t [L (x, y) [u]] + (1 + t3
)

D(0.22)

t [L (x, y) [u]]

+ (1 + t4
)

D(0.11)

t [L (x, y) [u]] + (1 + t) L (x, y) [u] + f (x, y, t) , (104)

in the domain governed by

x = ρ (θ) cos θ , y = ρ (θ) sin θ , ρ (θ) =
(

cos 4θ +
√

3.6 + sin2 4θ
)1/3

, 0 ≤ θ ≤ 2π , (105)

as shown in Fig. 9.

Here

L (x, y) [u] = div
(
D̂ (x, y)∇u

)
, (106)

where the matrix of diffusivity is

D̂ =
(

cosh (x + y) , 0.1
(
x2 + y2

)
0.1
(
x2 + y2

)
, cosh (x − y)

)
. (107)
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Figure 9: Profile of the irregular domain

The boundary condition of the Robin type:
∂u
∂n

+ (x2 + y2
)

u = g (x, y, t) , (x, y) ∈ ∂�, (108)

and IC conform the exact solution uex (x, t) = exp (x + y + t).

Table 11 shows the errors as the functions of N where M is fixed at 25, and the maximum error is
about 10−7 for M = 25 and N = 10. From this table, it is clear that with the increasing of N, the errors
decrease slowly indicating that N = 10 is sufficient for the approximation. Additionally, for the small
number of basis function and collocation nodes, the computational cost is low. For larger parameters,
more computational resources should be deployed with less efficiency.

Table 11: The errors vs. N at t = 1 with fixed M = 25

N Emax Erel EH1 CPU, sec.

10 6.99E-7 4.41e-8 9.32E-7 27
20 5.82E-7 4.86E-8 8.23E-7 66
40 1.41E-7 1.01E-8 1.94E-7 249
60 1.66E-8 9.61E-10 1.87E-8 360
80 7.44E-9 3.78E-10 1.45E-8 756

4.2.2 Example 6

In the last example, we consider a nonlinear problem

D(0.75) [u] + cosh (t) D(0.3) [u] + t2D(0.2) [u] = (1 + t2
)

D(0.33)

t [L (x, y) [u]]

+ L (x, y) [u] + u∂xu + u∂yu − u2 + f (x, y, t) , (109)



CMES, 2024, vol.138, no.2 1543

in the star-like domain shown in Fig. 10. Here

L (x, y) [u] = div
(
D̂ (x, y)∇u

)
, (110)

where the matrix of diffusivity is

D̂ =
(

cos h (x + y) , 0.1(x + y)2

0.1(x + y)2, cosh (x − y)

)
. (111)

The Dirichlet boundary conditions and IC can be obtained from uex (x, t) = exp (t) sinh (x) sinh (y).
The results displayed in Table 12 are obtained after 3th iterations of the quasilinearization procedure
where M = 10 and t = 1 and the initial guesses are randomly provided. From the table, we can see that
the parameters M = 10 and N = 10 are sufficient to obtain approximate solutions and its derivatives
where the three computed errors Emax, Erel, and EH1 are about 10−9. From this table, we notice that for
the N = 50 and M = 10, the computational time is about 505 s for the fact that the full dense matrix
system should be solved at each time step of the iterations. The computational cost can be reduced if
the localized scheme is absorbed where the sparse matrix system can be solved efficiently. We refer the
readers to [42]. The accuracy of the proposed method can also be verified from Figs. 11 to 13 where
the domain absolute errors of u, ∂u/∂x, and ∂u/∂y are plotted. The maximum errors are occurred at
the boundary.

Figure 10: Profile of irregular star-like solution domain

Table 12: The errors vs. N at t = 1 with fixed M = 10

N Emax Erel EH1 CPU, sec.

10 5.88E-9 2.53E-9 6.59E-9 30
15 5.30E-9 2.34E-9 7.07E-9 58
20 3.17E-8 1.40E-8 2.82E-8 94
25 2.57E-9 1.03E-9 3.49E-9 138

(Continued)
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Table 12 (continued)

N Emax Erel EH1 CPU, sec.

30 3.97E-9 9.81E-10 2.92E-9 281
35 7.08E-10 3.86E-10 1.06E-9 334
40 4.83E-10 1.73E-10 5.42E-10 380
50 2.37E-10 8.95E-11 2.45E-10 505

Figure 11: Absolute errors of u

Figure 12: Absolute errors of ∂u/∂x
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Figure 13: Absolute errors of ∂u/∂y

5 Conclusion

In order to solve (1+1)-dimensional and (2+1)-dimensional time-fractional nonlinear diffusion
equations of multi-term accurately, we propose a simple technique in this paper. First, we convert
the original problem into a new one under homogeneous initial conditions by subtracting the initial
conditions from the unknown desired solutions. Then the key issue is to solve the problem with zero
initial conditions. After that, we try to seek the function ug (x, t) analytical or numerically which
satisfies the specify boundary conditions of the transformed problem. By the decomposition with the
computed ug (x, t) which makes it possible that the original problem of homogeneous conditions can be
solved efficiently. By this conversion, we can seek the function in the form of the truncated series over
the modified radial basis functions. The modified radial basis functions and the linear combinations
pose the properties satisfying the homogeneous boundary conditions. The collocation at the centers of
the RBF transforms the problems into a system of ordinary equations which are solved by the recently
proposed backward substitution technique. The numerical examples including linear and nonlinear
problems prove the accuracy and efficiency of the proposed method. From the numerical results, we
can see that with a small number of collocations nodes, the problems can be solved efficiently with high
accuracy and converging order compared with the results in the literature. It should be noted here that
this paper provides a general algorithm for solving time-dependent fractional equations which can be
considered as an alternative tool for engineering.
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