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ABSTRACT

Electric vehicle charging identification and positioning is critically important to achieving automatic charging.
In terms of the problem of automatic charging for electric vehicles, a dual recognition and positioning method
based on deep learning is proposed. The method is divided into two parts: global recognition and localization
and local recognition and localization. In the specific implementation process, the collected pictures of electric
vehicle charging attitude are classified and labeled. It is trained with the improved YOLOv4 network model and the
corresponding detection model is obtained. The contour of the electric vehicle is extracted by the BiSeNet semantic
segmentation algorithm. The minimum external rectangle is used for positioning of the electric vehicle. Based
on the location relationship between the charging port and the electric vehicle, the rough location information
of the charging port is obtained. The automatic charging equipment moves to the vicinity of the charging port,
and the camera near the charging gun collects pictures of the charging port. The model is detected by the Hough
circle, the KM algorithm is used for feature matching, and the homography matrix is used to solve the attitude. The
results show that the dual identification and location method based on the improved YOLOv4 algorithm proposed
in this paper can accurately locate the charging port. The accuracy of the charging connection can reach 80%. It
provides an effective way to solve the problems of automatic charging identification and positioning of electric
vehicles and has strong engineering practical value.
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Highlights

The automatic charging of electric vehicles lacks a scheme suitable for large space identification
and positioning. A dual identification and positioning scheme for multi vehicle automatic charging is
determined.

Improve YOLOv4 algorithm to improve charging port detection speed.
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1 Introduction

Computer vision is most widely used in target detection. It mainly applies to target identification,
localization, tracking, grasping, and other operations in robotic arm application research. It detects
the object from the image with the help of optical sensors, key feature extraction by either hand-crafted
feature detectors or learning-based models, and post-processing for the extracted features.

Traditional target detection algorithms are often used in face recognition, pedestrian detection
and object detection. Traditional target detection algorithms include Haar-like feature extraction,
Histograms of Oriented Gradients (HOG), Support Vector Machine (SVM), Deformable Parts Model
(DPM), etc. Traditional detection algorithms for computer vision recognition are usually divided
into three parts: (i) region selection, (ii) feature extraction and (iii) feature classification. Traditional
detection algorithms typically use feature transformation for feature extraction, which results in
limited extraction quality. The electric vehicle charging port is arranged differently in different brands,
and the parking angle and direction of the electric vehicle to be charged are also different, resulting in
the complexity and variability of the detection object. Traditional target detection algorithms cannot
achieve effective detection, but deep learning can achieve the detection and extraction of complex
targets.

With the rapid development of deep learning, researchers have started to use deep learning to
achieve target detection. There are two types of target detection models based on deep learning, the
one-step detection algorithm and the two-step detection algorithm. The two-step detection algorithm
divides the detection problem into two stages. The first step is to generate candidate regions, then
classify the candidate regions, and use the non-maximum suppression method to determine the target
detection results [1]. Typical examples of such algorithms are R-CNN system algorithms based on
candidate frames, such as R-CNN [2], Fast R-CNN [3], and Faster R-CNN [4], etc. Currently, the
target detection task based on the image sensor is mainly completed by CNN. CNN has different
detection effects on different targets in different scenes. Krizhevsky proposed AlexNet [5] to reduce
the error rate of classification tasks. ResNet divides the network structure and connects the input and
output directly through the shortcut structure [6], which effectively solves the problem of gradient
disappearance. The R-CNN network proposed by Ren et al. [4] achieves end-to-end real-time deep
learning target detection. Murugan et al. [7,8] improved the structure of R-CNN to achieve real-time
target detection. Reference [9] combined Fast R-CNN with selective search to solve the problem of
target loss in target detection. Qu et al. [10] began to use CNN to observe vehicle driving conditions
and apply CNN for intelligent driving.

The one-step detection algorithm directly generates the category, probability and location coordi-
nate value of the object. The typical algorithms include YOLO and SSD [11]. The one-step detection
algorithm has the characteristics of low accuracy, high speed, poor detection effect of small objects,
and high missed detection. The two-step algorithm has the characteristics of high precision, slow speed,
and long training time. Currently, the most widely used algorithm is the YOLO series. YOLOv1 [12]
performs well in speed, but it has poor group detection and weak generalization ability for small
and close objects. Lin et al. proposed FPN [13] (feature pyramid network), which can be combined
with the one-stage detection algorithm to improve the network processing ability of small targets.
YOLOv2 [14] has improved detection accuracy and speed compared to YOLOv1, but the improvement
in detection accuracy is not obvious because the underlying network of YOLOv2 is relatively simple.
The underlying classification network darknet-53 of YOLOv3 [15] has a better performance. It also
balances detection accuracy and detection speed for detection targets. YOLOv4 [16] and YOLOv5
[17] have made large-scale improvements based on YOLOv3. Both adopt the idea of CSPNet [18,19].
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YOLOv4 adopts more data enhancement methods, the model is more holistic during training, while
YOLOv5 uses a smaller network, which is very fast to train, but slightly less accurate than YOLOv4.
Among the YOLO series algorithms, the network models of YOLOv3 and YOLOv4 algorithms
are relatively complex, with significant computational cost and slow detection speed. Researchers
propose some lightweight object detection algorithms for the above algorithms, such as YOLOv3-Tiny
[20],YOLOv4-Tiny [21], MobileNetV1 [22], MobileNetV2 [23], MobileNetV3 [24] and others [25–30].
However, due to the simplification of the network model, the recognition accuracy is reduced, which
cannot be applied to complex scenes and small target projects. The accuracy of target detection and
positioning are vital for achieving the reliable connection between the charging gun and the charging
port on the vehicle. YOLOv4 is more suitable for detecting electric vehicles and their charging ports
because of its strong integrity and high detection accuracy. The owner of electric vehicle demands high
efficiency and speed for automatic charging. The scenario of the electric vehicle charging is fixed, and
the detection target information is complex. Therefore, to improve the detection speed while ensuring
the accuracy of detection, it is necessary to improve the convolution neural network structure. It is of
great significance to improve the network structure based on the detection algorithm of YOLOv4.

The remainder of this paper is organized as follows. Section 2 presents the overall identification
and positioning scheme of electric vehicles. Section 3 introduces the identification and positioning
methods of electric vehicles, and Section 4 introduces the identification and positioning methods of
charging ports. Section 5 introduces the simulation results of charging recognition training and the
docking experiment of electric vehicle automatic charging to verify the effectiveness of the overall
scheme of electric vehicle automatic charging. We finalize the paper with some concluding remarks in
Section 6.

2 Electric Vehicle Charging Identification and Positioning Scheme

The key to the research of automatic charging device is the recognition and positioning based
on computer vision, and the recognition and positioning scheme depends on the location of electric
vehicles, the mechanical configuration of the automatic charging device, the installation location and
other factors [31]. The mechanical configuration design of the automatic charging device in this
paper can accommodate different parking positions and attitudes of electric vehicles, but requires
higher accuracy of the identification and positioning scheme. Therefore, this paper proposes a dual
recognition and positioning scheme based on deep learning. As shown in Fig. 1, electric vehicle
charging identification and positioning is divided into two processes: (i) global identification and
positioning. (ii) local identification and positioning. The global identification and positioning process
is as follows: when the electric vehicle is ready for charging, the global camera located in the control box
starts to collect the vehicle pictures, identify and detect the vehicle through the YOLOv4 algorithm,
extract the vehicle contour through semantic segmentation, locate the minimum external rectangle,
obtain the spatial position coordinates of the vehicle, and convert the spatial position coordinates of
the charging port in combination with the relative position information between the vehicle charging
port and the coordinate system of the vehicle. The position information of the charging port obtained
is rough. The local identification and positioning process is as follows: under the guidance of rough
position information, the charging manipulator drives the charging gun to the area near the charging
port, and the local camera starts to work. The local camera is used to collect the image of the charging
port, and the precise space coordinates of the charging port are obtained by solving the Hough circle
algorithm, KM algorithm and homography matrix, which is the accurate position of the charging port.
Finally, this coordinate information guides the manipulator to complete the docking operation with
the charging port.
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Figure 1: Electric vehicle charging identification and positioning scheme

3 Electric Vehicle Charging Identification and Positioning
3.1 Dataset Production

The data processing pipeline is the prerequisite of visual positioning using deep learning. Pictures
of the same vehicle with different head orientations and angles are collected as datasets. Car pictures
taken should contain a complete outline. The processing of the dataset for training the model includes
data collection, data annotation, dataset partition and dataset conversion.

3.1.1 Data Collection

The experimental vehicle is parked in the parking space, and the parking pictures of the vehicle
in the front end and rear end are collected through the global camera. By controlling the robot arm
to move randomly in the rectangular area composed of X-axis: 0–300 mm, Y-axis: 0–2500 mm, the
vehicle can be located in different directions of the global camera imaging plane, and then different
parking attitudes of the vehicle can be simulated. When the front of the vehicle is facing forward and
the rear is facing forward, about 1000 parking images will be collected respectively, and a dataset with
2050 images will finally be formed as shown in Fig. 2.

3.1.2 Data Annotation

Data annotation is the process of classifying, sorting, editing, correcting, marking and annotating
collected images, and producing machine-readable data encoding that meets the requirements of
machine learning and training. The vehicles in the images are labeled by bounding boxes to classify
and distinguish them from the background and other objects. There are two kinds of labels involved,
namely the front and the rear.

3.1.3 Dataset Partition

When training the deep learning model, the dataset will be divided into the training and the
test sets. Due to the need to test the model and judge whether the training degree is overfitting or
underfitting, the training data will be divided into two parts. One part is the training set and the other
part is the verification set for testing. Verification sets can be reused, mainly to help build models. The
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training set is used to train the neural network model, and then the verification set is used to verify the
effectiveness of the model to select the best model. Finally, after the model passes the verification set,
we use the test set to evaluate the final performance, accuracy and error of the model.

Figure 2: Dataset of vehicle parking images

In the current deep learning model training, after extensive research, the ratio between the training
verification set and the test set is usually set to 9:1, in which the ratio between the training set and the
verification set is set to 7:2 for optimal training results. In the YOLOv4 model training, the common
practice was to set the ratio among the training set, the verification set, and the test set to 7:2:1. The
entire dataset was divided automatically and randomly by the algorithm to obtain the partition results
of training verification set and test set.

3.1.4 Dataset Conversion

The annotated file contains various types of information, such as the name and the size of the
picture, the category name and the location of the bounding box, etc. Necessary data conversion is
required to pass proper parameters into the deep network during training.

3.2 Improved YOLOv4 Target Detection Algorithm
YOLOv4 is designed for real-time object detection and can run on low-end CPUs. The improved

YOLOv4 is an enhanced variant of YOLOv4. Compared with YOLOv3, YOLOv4 has a variety of
modifications on the backbone network based on the latter to achieve a perfect balance between
running speed and detection accuracy. Fig. 3 shows the network structure of improved YOLOv4, which
has more CSP structure and PAN structure than YOLOv3.
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Figure 3: Improved YOLOv4 network structure diagram

In the design of CSPDarknet53, the calculation amount of CSPDarknet stage is whb2
(9/4 + 3/4 + 5k/2). From the formula, it can be seen that only when k > 1, CSPDarknet stage will
have better computational advantages than the Darknet stage. The number of remaining layers in
each stage of CSPDarknet53 is 1-2-8-8-4, respectively. In order to achieve a better balance between
speed and accuracy, we convert the first CSP stage to the remaining layer of the original dark net. The
calculation list of PAN architecture is shown in Fig. 4a. It mainly integrates features from different
feature pyramids, and then passes through two groups of reverse dark net residual layers, with no
shortcut connection. After CSP, the architecture of the new calculation list is shown in Fig. 4b. This
new update effectively reduces the amount of computation by 40%.

Figure 4: Computaional blocks of reversed dark layer (SPP) and reversed CSP dark layers (SPP)

Table 1 is the performance comparison between YOLOv3, YOLOv4 and improved YOLOv4
target detection algorithms. It indicates that after YOLOv4 is improved based on YOLOv3, AP can
reach 48. The speed of the improved YOLOv4 is improved on the premise that the AP value of the
training and test sets remains unchanged.
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Table 1: Comparison of detection performance of the three algorithms

Method APval APtest SpeedGPU (ms) FPS

YOLO v3 34 34 4.1 172
YOLO v4 48 48 5.3 223
Improved YOLO v4 49 49 4.9 260

The input image is shown in Fig. 5a. The input image is processed by the original YOLOv4 model,
and the result of inference is shown in Fig. 5b. The original images are trained by the self-trained
YOLOv4 model, and the detection results are shown in Figs. 5c and 5d. The former is the detection
result of the front-facing, and the latter is the detection result of the rear-facing.

Figure 5: Detection results of YOLOv4 and autonomous training model

For the same picture, the original YOLOv4 model assigns multiple types to the detected object.
Due to the complexity of the picture background, the recognition results of some objects are
inaccurate, especially for detecting the target vehicle we are concerned about. However, after the
YOLOv4 model is trained through the self-collected dataset, the test results will only identify the
vehicles, and distinguish the front or rear categories.

3.3 Contour Extraction Based on BiSeNet Semantic Segmentation Algorithm
3.3.1 Segmentation Network BiSeNet

BiSeNet is a learning-based lightweight real-time semantic segmentation algorithm. Fig. 6 shows
the network structure of BiSeNet. In general, the design idea of the whole network is to retain the
spatial position information of objects and generate high-resolution feature maps through the design
of small step spatial path (SP), as shown in Fig. 6a; The objective receptive field is obtained through



3272 CMES, 2023, vol.136, no.3

the fast down sampling rate of the semantic path/context path (CP), as shown in Fig. 6b; Finally, a
new feature fusion module (FFM) is added between SP and CP to fuse their feature maps, as shown
in Fig. 6c, to achieve the balance between segmentation speed and accuracy.

Figure 6: BiSeNet network structure diagram of bidirectional segmentation network

The experimental test shows that at the speed of 105 fps, the BiSeNet network has achieved 68.4%
mIoU on the cityscapes test set, and achieved the design goal of simultaneously improving the speed
and accuracy of real-time semantic segmentation. In addition, the lightweight network of BiSeNet is
very suitable for use in the case of limited hardware memory and computational power. Therefore, this
study finally decided to use BiSeNet network, combined with its own dataset, to train the real-time
semantic segmentation model suitable for the proposed research scenario in this paper.

3.3.2 Dataset Annotation and Model Extraction

In order to extract the target contour, it is necessary to annotate the dataset. Combine the outline
strokes of the scene information extracted from the dataset into a closed graph. Fig. 7 shows the data
annotation of the picture when the head of the car facing position is different positions.

Figure 7: Vehicle semantic segmentation and extraction annotation

The weight file obtained after training is used for detection. The picture on the left of Fig. 8 is
the initial input picture, and the middle and right of Fig. 8 are the segmentation results of BiSeNet
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model after autonomous training. For the same picture, the segmentation results of the original
BiSeNet model have multiple object types, and due to the complexity of the picture background, the
segmentation results of some objects are not very accurate. The whole segmentation results are chaotic,
especially for the detection and segmentation of the target vehicle we are concerned about. After the
BiSeNet model is trained through the self-collected dataset, the detection results will only segment the
vehicle and the background.

Figure 8: Training results of vehicle semantic segmentation

3.4 Minimum Circumscribed Rectangle Positioning
The minimum circumscribed rectangle refers to the maximum range of several two-dimensional

shapes expressed in two-dimensional coordinates. The minimum rectangular boundary is determined
by the maximum abscissa, minimum abscissa, maximum ordinate and minimum ordinate of each
vertex of a given two-dimensional shape.

3.5 Main Steps of Minimum Circumscribed Rectangle Positioning
The shape of the vehicle to be charged is regular, which is a typical long strip, and the width and

height of the smallest external rectangle are easy to extract. Therefore, the coordinates of the center
point of the vehicle head and the deflection angle when the vehicle stops can be accurately obtained
through this method. Suppose a point on the plane rotates by a certain angle around a fixed point,
and suppose that a point (x1, y1) on the plane rotates counterclockwise around another point (x0, y0),
and the rotation angle is θ . If the following point is (x2, y2), defined as{

x2 = (x1 − x0) cos θ − (y1 − y0) sin θ + x0

y2 = (x1 − x0) sin θ + (y1 − y0) cos θ + y0

(1)

The coordinates of the center point (x′, y′) of the head (pixel coordinates) can be approximated by
calculating the midpoint coordinates of the connecting line from the coordinates of the two vertices.
By fusing the minimum circumscribed rectangle into the original image, the positioning accuracy can
be roughly verified, as shown in Fig. 9. The result indicates that the positioning center point almost
coincides with the center point of the vehicle head. The method of positioning with the minimum
circumscribed rectangle is feasible. Then, according to the global camera calibration conversion
relationship, the coordinates (x, y) of the head center point in the world space coordinate system are
obtained.

In the camera recognition and positioning process, four coordinate systems, including world
coordinate system, camera coordinate system, image coordinate system and pixel coordinate system,
are involved. The transformation relationship between them is shown below:
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Figure 9: Relative coordinate conversion relation

The four coordinate systems are defined as follows:

(Xw, Yw, Zw): World coordinate system, which describes the position of the camera, and the unit
is m.

(Xc, Yc, Zc): Camera coordinate system, optical center as origin, and the unit is m.

(x, y): Image coordinate system. The optical center is the image center. The origin o is located at
the intersection of the optical axis and the projection plane. Its coordinates under the pixel coordinate
system are (u0, v0). The x-axis and y-axis are parallel to the projection plane, and the unit is mm.
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(u, v): Pixel coordinate system, the origin is the upper left corner of the image, and the u and v axis
coincides with both sides of the projection plane. This coordinate system is in the same plane as the
image coordinate system, but the origin is at the upper left corner of the image, and the unit is pixel.

P: A point in the world coordinate system, that is, a point in the real world.

p: For the imaging point of point P in the image, the coordinates in the image coordinate system
are (x, y) and the coordinates in the pixel coordinate system are (u, v).

f : Camera focal length, equal to O and OC distance.

The internal parameter K =
⎡
⎣fx 0 u0 0

0 fy v0 0
0 0 1 0

⎤
⎦ and external parameter

[
R T
→
0 1

]
of the camera can

be obtained by camera calibration.

4 Charging Port Identification and Positioning

The charging port identification and positioning require local positioning, and the sensor used
in this process is a local camera. Firstly, the calibrated camera is used to collect the image of the
vehicle charging port, and the image processing operations, such as YOLOv4 recognition and ROI
extraction, feature point Hoff circle detection, KM algorithm feature matching, homography matrix
solving attitude, are performed on the image. Finally, we can obtain the location information of the
vehicle charging port, and complete the docking between the charging gun and the charging port.

4.1 Charging Port Image Collection
In the process of global identification and positioning, the general position information of the

charging port is obtained. The position information guides the mechanical arm joint to drive the
charging gun to move to the area near the charging port. The local camera starts to work to collect
the image information of the area near the charging port, as shown in Fig. 10.

Figure 10: Charging port dataset
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4.2 ROI Extraction of Charging Port Based on YOLOv4 Recognition
After the charging port image is collected, the image needs to be preprocessed. First, the

preprocessing determines whether there is a complete charging port in the picture or not. If there
is no charging port or only part of the charging port, the local camera position is adjusted to recollect
the charging port image. Suppose there is a charging port in the collected picture. In that case, the
position of the charging port in the picture is extracted, and the charging port area is segmented to
remove the interference of the background part.

YOLOv4 is used to draw a bounding box to locate the charging port when identifying the charging
port, as shown in Fig. 11. The position and size information of the rectangular box is used to segment
the original picture and extract the charging port area. ROI extraction is adopted for charging port
extraction, which can reduce image processing time and increase recognition accuracy, as shown in
Fig. 12.

Figure 11: YOLOv4 identification charging port

Figure 12: ROI extraction charging port area



CMES, 2023, vol.136, no.3 3277

4.3 Feature Point Detection Based on Hough Circle Transform
The purpose of feature point detection is to obtain the obvious feature points of the charging port

in the picture to be detected for matching and locating. As the quick charging port of the vehicle is
an industry standard with fixed size and shape, the feature points of the charging port are extracted
through Hough transform circle detection.

The Hough transform algorithm is used to detect the Hough circle of the target picture and the
position picture, as shown in Fig. 13. Then, by taking the center of each circle as the feature point, the
center coordinate value is recorded, and a series of feature points is outputted. In this way, the feature
points of the two pictures are detected and extracted for subsequent matching.

Figure 13: Hough transform circle detection and feature point extraction

4.4 KM Algorithm Feature Matching
The information matching degree of the image to be detected and the positioning reference image

is related to the acquisition position. The closer the position is, the higher the matching degree is. The
reciprocal of distance is used as the weight of KM algorithm, and the weight calculation formula is
shown in formula (7).

Cij = k

dis
(
Pi − Pj

) (7)

where k is a fixed parameter, dis represents distance calculation, and P = (a, b, r) is the center
coordinate and radius of the circle represented by each feature point.

4.5 Homography Matrix for Solving Camera Position
There is homography between images of the same plane object taken from different positions by a

camera without lens distortion, which can be expressed by projection transformation. This projection
transformation matrix is called homography matrix.
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As shown in Fig. 14, there is an object in space. Two pictures are taken with the camera at different
angles, and both pictures have P points. The pixel coordinates of P points in the two pictures are P1

(u1, v1) and P2 (u2, v2). The transformation relationship between these two coordinates is homography
transformation, P1 = HP2.

Figure 14: Homography matrix transformation relationship

Decomposition formula (6) can be given:

Zc

⎡
⎣u

v
1

⎤
⎦ = K

[
R1 R2 R3 T

]
⎡
⎢⎢⎣

X
Y
Z
1

⎤
⎥⎥⎦

= K (R1 × X + R2 × Y + R3 × Z + T)

= K
(

R
[
X Y Z

]T + T
)

(8)

where R = [R1 R2 R3].

P = [X Y Z]T is a point in space. The image taken by the camera in its initial position is image1,
it is the positioning reference picture. At this time, the motion of the camera has no rotation and
translation. R is the identity matrix, T is 0. P is a point in the image, the pixel coordinates of point P
in image1 is P1 (u1, v1, 1), it meets:

s1P1 = KP, P = s1K
−1P1 (9)

After the camera moves through rotation and translation, take the picture image2, it is the picture
to be detected. The picture contains the spatial point P, so the pixel coordinate of point P in image2
is P2 (u2, v2, 1), it meets:

s2P2 = K (RP + T) (10)

Point P is on a plane in space, the definition of space plane is

nTP + d = 0, −nTP
d

= 1 (11)
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According to formulas (9)–(11), we can get:

s2P2 = K (RP + T) = K
(

RP − nTP
d

T
)

= K
(

R − nTT
d

)
P = K

(
R − nTT

d

)
s1K

−1P1 (12)

After simplification, we can get:

P2 = s1

s2

K
(

R − nTT
d

)
K−1P1 (13)

H = s1

s2

K
(

R − nTT
d

)
K−1 (14)

where s1 and s2 are scale factors, due to the scale invariance of P1 and P2, s1 and s2 do not consider
specific values.

From the above formula, homography matrix H is related to the parameters of rotation, trans-
lation and plane. In homogeneous coordinates, the H is also a 3 ∗ 3 matrix. The solution idea is to
calculate according to the matching points, and then decompose it to calculate the camera external
parameter rotation matrix and translation matrix.

Expand formula (8), we can get:⎡
⎣u1
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1

⎤
⎦ =
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⎤
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Normalize H, multiply by a non-zero factor to meet h9 = 1, H has 8 degrees of freedom and 8
unknown variables. Expand formula (15), we have:

h7u1 + h8v1 + h9 = 1 (16)

u2 = h1u1 + h2v2 + h3

h7u1 + h8v1 + h9

(17)

v2 = h4u1 + h5v2 + h6

h7u1 + h8v1 + h9

(18)

After simplification, we can get:

u2 = h1u1 + h2v2 + h3 − h7u1u2 − h8v1 (19)

v2 = h4u1 + h5v2 + h6 − h7u1v2 − h8v1v2 (20)

A set of matching point pairs P1 and P2 can construct two constraints, so the homography matrix
with a degree of freedom of 8 can be calculated through four sets of non-collinear matching point
pairs.

5 Charging Port Identification Simulation and Charging Connection Experiment

The identification and positioning of the charging port are first trained by the charging port data
set, and the training effect of the charging port data set is related to training samples. We need to save
the loss value generated in the training process, draw the loss map, and simulate the charging port
recognition training process. As shown in Fig. 15, 800 training iterations resulted in 800 loss values.
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At the beginning of the training, the loss value is 0.15. As the iteration process progresses, when the
number of iterations is 600, the loss value converges to 0.1. The training effect is good.

Figure 15: Loss of charging port identification training

The automatic charging device obtains the position of the global charging port through global
identification and positioning, and the mechanical arm drives the charging gun to move near the
position of the charging port. The local camera starts to work, and after local identification and
positioning, the accurate location of the charging port is obtained. During the identification process,
multiple local positioning processes will be carried out to improve the accuracy of docking.

Fig. 16 shows the process of automatic charging docking experiment. Repeat the robot arm
automatic charging docking experiment for 10 times to verify the effectiveness of identification and
positioning based on deep learning. Record the completion result and time of automatic charging
docking.

Figure 16: Experimental process of automatic charging and docking of manipulator

As shown in Table 2, 8 of the 10 experiments have successfully completed the docking of the
charging gun and the charging port, with a success rate of 80%, which proves the effectiveness and
practical significance of the dual identification and positioning method based on deep learning.
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Table 2: Experimental results of automatic docking of manipulator

Number of tests 1 2 3 4 5 6 7 8 9 10

Docking results Fail Success Success Success Fail Success Success Success Success Success
Time/s 90 82 91 100 105 90 95 86 98 102

6 Conclusion

At present, the research on the automatic charging device of electric vehicles mostly focuses on the
design scheme of the industrial robot clamping charging gun. The identification space of the charging
port is only limited to the activity space of the mechanical arm, and the charging space is small.
Therefore, the identification and positioning scheme of the charging port uses a single camera for
identification and positioning, and the docking accuracy is low. In view of the above research status,
this paper proposes a dual identification and location scheme for multi vehicle automatic charging.
This scheme has a large recognition space and can be compatible with the recognition of charging
ports of various vehicle models. The accuracy of the charging connection is high, up to about 80%. On
the premise that the docking accuracy error does not exceed 5%, further improve the docking speed of
automatic charging, propose an improved YOLOv4 network structure, and the convergence speed of
the network structure has been significantly improved. Finally, 10 charging and docking experiments
are conducted for the above research to verify the effectiveness of the dual identification and location
scheme based on the improved YOLOv4 algorithm. This paper solves the problem of low identification
and positioning accuracy in large space range of multi vehicle automatic charging, and also improves
the charging connection speed. In future research, we should further improve the accuracy of target
detection, consider the charging time while improving the accuracy, and improve the slow charging
problem in the current automatic charging field.
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