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ABSTRACT

In recent years, the soft subspace clustering algorithm has shown good results for high-dimensional data, which
can assign different weights to each cluster class and use weights to measure the contribution of each dimension
in various features. The enhanced soft subspace clustering algorithm combines interclass separation and intraclass
tightness information, which has strong results for image segmentation, but the clustering algorithm is vulnerable
to noisy data and dependence on the initialized clustering center. However, the clustering algorithm is susceptible to
the influence of noisy data and reliance on initialized clustering centers and falls into a local optimum; the clustering
effect is poor for brain MR images with unclear boundaries and noise effects. To address these problems, a soft
subspace clustering algorithm for brain MR images based on genetic algorithm optimization is proposed, which
combines the generalized noise technique, relaxes the equational weight constraint in the objective function as the
boundary constraint, and uses a genetic algorithm as a method to optimize the initialized clustering center. The
genetic algorithm finds the best clustering center and reduces the algorithm’s dependence on the initial clustering
center. The experiment verifies the robustness of the algorithm, as well as the noise immunity in various ways and
shows good results on the common dataset and the brain MR images provided by the Changshu First People’s
Hospital with specific high accuracy for clinical medicine.
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1 Introduction

A clustering algorithm is an unsupervised way of dividing a set of data objects into different
clusters so that the similarity between clusters is enhanced and reduced. In recent years, the devel-
opment of artificial intelligence algorithms has led to the use of clustering as a powerful data analysis
tool, which is often used in a number of fields. Examples include artificial intelligence [1], image
segmentation [2], community detection [3], image classification, etc. In recent years, medical imaging
has made considerable breakthroughs in clustering algorithms, which can be used to segment images.
The clustering algorithms also play a very important role in the examination of medical images. The
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existing magnetic resonance imaging (MRI) has the advantage of good soft tissue resolution, high
spatial resolution and arbitrary three-dimensional imaging, which allows for clearer segmentation
of organs, accurate identification of lesions and differentiation of various parts of the soft tissue,
which is easy for doctors to view. In recent years, MRI has gradually been adopted as the primary
examination modality for lesion detection in China and abroad [4,5]. However, in the imaging process,
there are always multiple random noises in the image due to external uncertainties and a series of
problems, such as uneven grayscale and blurred boundaries, which make segmentation difficult. The
clustering algorithm itself is also degraded by the problem of being easily trapped in a local optimum
[6]. This paper presents a large breakthrough in MR image segmentation by introducing generalized
noise detection techniques and enhancing the noise immunity of the algorithm.

The fuzzy C-means clustering algorithm (FCM) classifies images into one or more classes
according to specific information features. The traditional soft subspace clustering algorithm is
based on the fuzzy weighted approach of the FCM, which divides the total number of data into
different cluster classes. The FCM-based algorithm provides high segmentation accuracy for MR
image segmentation [7,8]. However, due to the numerous idiosyncrasies of the features in the image,
many feature attributes are only associated with a portion of the subspace, often resulting in missing
and invalid spatial information. Two major drawbacks in the FCM-based algorithm are as follows: (1)
it can cause noise anomalies and noise sensitivity, and (2) it is an iterative descent algorithm, which is
not conducive to finding the global optimum. Therefore, in later studies, Agrawal et al. first introduced
subspace clustering (SC) [9], which then evolved into a contest between hard subspace clustering
(HSC) and soft subspace clustering (SSC) [10]. Typical algorithms include entropy weighting K-
means (EWKM), local adaptive clustering (LAC), fuzzy subspace clustering (FSC) [11] and weighted
Minkowski metric weighted K-Means (MWK-Means) [12]. Later, some optimization algorithms were
proposed for the algorithmic problem, including quantum behavior particle swarm optimization (SSC-
QPSO) [13], artificial colony soft subspace clustering (ACSSC) [14], and a soft subspace clustering
algorithm based on random walk (RWSSC) [15]. There are also soft subspace clustering algorithms for
use for high-dimensional data: entropy-weighting streaming subspace clustering (EWSSC) [16]. These
algorithms are highly scalable and relatively flexible in application but are susceptible to dependence
on initial clustering centers and fall into local optima, as well as sensitivity to noise, when clustering
brain MR images. In 2019, Fan et al. proposed optimizing the soft subspace clustering algorithm
for breast MR images using a brainstorming algorithm (BSASSC) [17]. The local and global search
performance was well balanced, and the clustering effect was good for brain MR images, but there were
still boundary inaccuracies in the BSASSC algorithm for MR image segmentation. In contrast to other
population intelligence optimization algorithms, such as particle swarm algorithms [18], artificial fish
swarm algorithms [19], and flower pollination algorithms [20], genetic algorithms [21] are a class of
parallel stochastic search optimization methods constructed artificially to simulate natural biogenetics
and biological evolution and to illustrate the principle of “survival of the fittest”. Thus, this paper
describes combining a genetic algorithm with a soft subspace clustering method to better balance
the global and local correspondence and enhance the intraclass tightness and interclass separation
to optimize the cluster center. Combined with the generalized noise technique [22], we propose a
soft subspace clustering algorithm for brain MR images based on genetic algorithm optimization to
compensate for the deficiency that the existing soft subspace clustering algorithm easily falls into the
local optimum and improve the accuracy of the algorithm, which will have a positive effect on clinical
medicine [23].

In this paper, based on the fuzzy C mean clustering algorithm, for the algorithm of clustering
the center into the local optima and the clustering strategy for the optimization algorithm, we
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attempt to combine the intelligent group optimization algorithm. Relying on the literature, the final
genetic algorithm chosen for the initial clustering center, compared with other clustering algorithms,
focuses on the initial clustering center. The algorithm proposed in this paper is used in brain MR
image segmentation. Because the brain MR images contain high noise, boundary blur and other
problems, the algorithm is able to solve the noise problem. This paper adds generalized noise processing
technology into the fuzzy C mean clustering algorithm, which is committed to solving the existing
problems of medical images.

2 Introduction of Related Algorithms
2.1 Soft Subspace Clustering Algorithms

Given a data matrix X with N samples in a D-dimensional space, the purpose of soft subspace
clustering is to classify these datasets X into different clusters and obtain the clustering centers
corresponding to the C cluster V = (V1, V2, . . . , VC) and feature weights W = (W1, W2, . . . , WC).
Wi = (i = 1, 2, . . . , C) denotes the feature weights of the ith cluster. The development of soft subspace
clustering has been long overdue. Due to the better adaptability and flexibility of soft subspace
algorithms [24], they have gained wide attention and some development has been made. The soft
subspace algorithm considers that each attribute of the original data is meaningful to the cluster and
measures the degree of contribution of each dimensional feature to a specific cluster according to the
weight value of the attribute; the larger the weight value is, the more important it is. Soft subspace
clustering can be seen as an extension of the traditional feature-weighted clustering algorithm, and
depending on the way the attributes are weighted, it can be divided into fuzzy weighting [25] and
entropy weighting algorithms [26]. The fuzzy weighted soft subspace clustering algorithm is used to
describe the uncertainty of samples belonging to different clusters by fuzzy weights, i.e., the importance
of features for clusters. The most important factors affecting the clustering model of the soft subspace
depend on different weighting methods and on the initialization selection of the cluster center. In
previous studies, many different selection strategies were proposed.

An attribute weighting algorithm (AWA) with attribute weighting was proposed by Chan et al. [27]
in 2004. This is the earliest fuzzy weighted soft subspace clustering algorithm. The AWA algorithm can
effectively discover the important features of each cluster by introducing fuzzy affiliation and a fuzzy
weight index to assign a different weight to each dimensional feature of each data cluster. However, the
AWA algorithm loses its meaning when the standard deviation of some attributes is zero. The objective
function of the AWA algorithm is shown in Eq. (1) as follows:

JAWA =
C∑

i=1

N∑
j=1

Uij

D∑
k=1

Wτ

ik

(
Xjk − Vik

)2

s.t. Uij ∈ {0, 1} ,
C∑

i=1

Uij = 1, 0 <
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(1)

The AWA algorithm overcomes this drawback and prevents one of the dimensions from obtaining
all the weights while some of the dimensions are missing weights. Gan et al. proposed a fuzzy subspace



2356 CMES, 2023, vol.137, no.3

clustering (FSC) [28] algorithm in 2008 by introducing a weight penalty term in the objective function.
The objective function of the FSC algorithm is shown in Eq. (2) as follows:

JFSC =
C∑

i=1

N∑
j=1

Uij

D∑
k=1
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ik

(
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s.t. Uij ∈ {0, 1} ,
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(2)

The first term of the objective function represents the weighted distance of all data points to their
respective cluster centers; the smaller the first term is, the more compact its clusters are. The second
term on the right side of the medium sign of the objective function is a weight constraint.

The role of the second term is to minimize the tightness between clusters [29] and to balance
the weights over the different dimensions. If the weights are not completely released, it will have a
detrimental effect; one of the dimensions obtains all the weights, while the rest of the dimensions
do not have any weight values, which will cause uneven results and poor clustering. However, the
FSC algorithm only improves the objective function for intraclass coupling but ignores the dispersion
between classes. The FSC algorithm also exists: (1) sensitivity to initial values, and (2) when the
data dimension is too large [30], the corresponding subspace cannot be utilized well, resulting in
dimensional disasters. The convergence of the FSC in the face of high-dimensional data was discussed
by Gan et al. in 2008 [31], and the objective function was improved by fuzzy weighting; it has good
adaptability to different datasets after setting fuzzy coefficients compared with the classical weighting
approach, but once out of the influence of noise, the fuzzy weighting approach does not perform
robustly. When targeting high-dimensional data [31,32], the FSC algorithm estimates feature weight
values for each cluster, improving the objective function only for intraclass coupling but ignoring
interclass dispersion [33].

Another classical strategy to control the weight distribution in the soft subspace clustering
algorithm is to use the maximum entropy weighting strategy, assuming that the introduction of a
good weight for each latitude is different; when a weight is given, although some dimension weights
are small, it is also necessary to have. Therefore, entropy weighting plays a smoothing role so that
the weighting of each item will be smoother, and thus, the whole generation value will decrease.
Representative soft subspace clustering algorithms with the entropy weighting approach include
EWKM [34] and LAC [35]. The entropy-weighted soft subspace clustering algorithm differs from
the fuzzy weighting approach in that it effectively controls the weight distribution through the entropy
term. In 2007, Jing et al. introduced the maximum information entropy theory into a soft subspace
algorithm and proposed an entropy weighted K-Means algorithm (EWKM), which uses weight
entropy and weighted in-class similarity as penalty terms to optimize targets [36]. The weighted index
can effectively avoid the situation in which the weight of a certain cluster class is 0. The algorithm
expression of EWKM is shown in Eq. (3) as follows:

JEWKM =
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The second term in the objective function is a negative Shannon entropy, and λ is used to balance
its influence on the clustering process. EWKM can effectively control the weight distribution by
introducing the entropy term and has become a basic independent soft subspace clustering algorithm
(ISSC) [37]. Deng et al. [38] proposed an enhanced soft subspace clustering (ESSC) algorithm by
introducing the weighted interclass separation and spatial information into the objective function for
the first time on the basis of EWKM.

The information of interclass separateness is introduced while maximizing intraclass tightness to
effectively enhance the effect of subspace clustering, and the objective function is shown in Eq. (4) as
follows:
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where λ is the control entropy weighting, η controls the separation between classes, and the index of
affiliation m controls the fuzzy index. The ESSC algorithm proposes enhanced soft subspace clustering
based on intraclass and interclass features. The aim of this algorithm is intended to effectively reduce
the impact of the cluster class center and the global center of similar features to cause clustering
between whole clusters. Then, we need to pay attention to these points for improvement: (1) We
calculate the distance between the sample points belonging to different clusters. (2) We calculate the
distance between the cluster center and the global center well. However, there are still problems in
the iterative process of the algorithm, such as that the optimal clustering effect cannot be obtained
because the structural formula cannot be differentiated [39], and the parameters are not introduced
reasonably, so the algorithm is not generalized enough.

The algorithm that fuses intraclass compactness and interclass separateness can achieve better
clustering results [40]. Therefore, the subspace clustering algorithm should fuse more discriminative
information, such as intraclass and interclass information, when constructing the objective function
to improve the algorithm’s performance. The innovation of the ESSC algorithm lies in the following:
(1) The division of enhanced intracluster compactness and intercluster separateness is adopted
simultaneously. (2) The robustness of the algorithm and its tolerance to the parameters are reflected.
The synthesized dataset becomes increasingly realistic in terms of meaning.

In the subsequent algorithms, the algorithm relaxes the complex equation constraints in the search
process to bound constraints and reduces the weight complexity in the objective function in the process
of finding the best. These improved algorithms make a greater contribution to soft subspace clustering.

2.2 Noise Clustering Algorithm Research
Most image clustering algorithms use image feature information to segment the image, such as

grayscale information and textural information, but ignore the impact of noisy data on the clustering
algorithm. The clustering algorithm is sensitive to the noise problem and is the focus of our research.
To address the data sensitivity problem of noisy data in the clustering process, Davé et al. proposed
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the generalized noise clustering (GNC) algorithm [41], whose objective function is shown in Eq. (5) as
follows:

JGNC(U, V) =
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N∑
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Um
ij D

2
ik +
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)m

(5)

where Dik = ||Xk − Vi|| represents the Euclidean distance from each data point to the center of the
cluster δ2

ik = ηi ∗ U∗
ik is the middle parameter from the possibilistic C-means clustering (PCM) [42],

and its formula is shown in Eq. (6). The U∗
ik with the same formula for calculating the affiliation of

the FCM formulated in Eq. (7) as follows:
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The calculation formula of the GNC algorithm cluster center is shown in Eq. (8) as follows:

Vi =
∑N

k=1 Um
ik · Xk∑N

k=1 Um
ik

, ∀i (8)

The noise clustering algorithm can effectively solve some noise problems in medical images and
can present new breakthroughs in MR image processing.

2.3 Study of the Genetic Algorithm
The genetic algorithm [43] was first proposed by Bagley, a student of Professor J. Holland at

the University of Michigan in 1967, who discussed one of the intelligent population optimization
algorithms, the genetic algorithm, in his doctoral dissertation. In his PhD thesis, he discussed one of the
intelligent population optimization algorithms, the genetic algorithm, but due to the lack of knowledge
and the lack of computational tools, the theory was only at the primary stage until 1975, when J.
Holland et al. conceived the key theoretical model for the genetic algorithm; the genetic algorithm is
an optimization method that simulates natural biogenetics (Mendel) and biological evolution (Darwin)
by constructing a parallel random search in an artificial way. This theory illustrates the natural law of
survival: “survival of the fittest”.

Genetic algorithms are composed of chromosome encoding, finding fitness functions, genetic
operations and parameter runs. There are three types of chromosome encoding: binary encoding,
symbolic encoding and real encoding. From these three encoding methods, the coding problem is
chosen to form a set of chromosomes, with each set of chromosomes acting as individuals. An initial
population is formed from multiple individuals, and parameters, such as the number of chromosomes
in this population, the probability of variation and the number of iterations, are determined. Then, the
population iteration is terminated when the maximum number of iterations is reached or the optimal
individual is found.

The basic steps of the genetic algorithm are as follows:

Step 1. Initialize the population. First, decode according to the problem domain, select various
parameters, and then initialize a population randomly in the spatial domain, and the number within
the population is the number of each individual.
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Step 2. Fitness evaluation. To verify the fitness of the chromosomes in each population, they are
evaluated, and the fitness of the individuals in each population is calculated using the fitness function.

Step 3. Selection operation. After obtaining the fitness of each individual, a selection operation
is performed to select the individuals with higher fitness by the intrapopulation selection, and the
optimized individuals are inherited into the next generation population.

Step 4. Crossover operation. After the optimization of the previous generation, we again make a
judgment by probability threshold of whether the optimized individuals form new individuals by the
crossover. The crossover is divided into a single-point crossover and multipoint crossover.

Step 5. Mutation operation. The point entropy of an individual chromosome in the population
is mutated, i.e., the mutation operator is introduced into the population, and the next generation
population is formed after the initial population is selected, crossed and mutated.

Step 6. End judgment. Finally, through continuous iterations, the algorithm ends when the
maximum number of iterations is reached or the optimal fitness individual is found, which is used
as the optimal output solution.

The flow chart of the genetic algorithm is shown in Fig. 1:

Figure 1: Flow chart of genetic algorithm implementation
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3 Enhanced Soft Subspace Clustering Algorithm Based on Genetic Algorithm Optimization

Traditional soft subspace clustering often falls into the local optimum of the algorithm because
it relies on the initialized clustering center. By introducing the intelligent population optimization
algorithm, the genetic algorithm presented in this paper can obtain an optimal clustering center after
the selection, crossover and variation for the clustering center, which effectively resolves the problem
of the algorithm falling into the local optimum.

Second, to reduce the susceptibility of soft subspace clustering to noise in the clustering process,
MR images usually contain a variety of random noise. Then, generalized noise techniques are
introduced in the objective function for weight release constraints to improve the clustering effect
of existing algorithms. In this paper, based on the above idea, an enhanced soft subspace clustering
algorithm based on genetic algorithm optimization (GAESSCND) is presented.

The advantage of the enhanced soft subspace clustering algorithm based on genetic algorithm
optimization is that it can make full use of the data in the soft subspace to assign different weighting
coefficients, weaken the initial clustering center through the problem of the global search strategy
of the genetic algorithm, and apply it to soft subspace clustering. The optimal solution is obtained
through multiple iterations. Additionally, the algorithm optimizes the weights by directly normalizing
it to the weights and releasing the weight constraints. Finally, it converges to the local optimal solution.
In addition, to solve the boundary segmentation errors of MR images while reducing the noise data
for algorithm performance, the generalized noise treatment technique is introduced.

3.1 Objective Function Method Design
Inspired by some ESSC algorithms, exponential coefficients are introduced to fit the given

clustering task when performing soft subspace clustering by enhancing intracluster tightness and
intercluster separation, and the penalty term is chosen with the same entropy weighting. In addition,
the generalized noise clustering algorithm is introduced to reduce the impact of noisy data on the
performance of the algorithm. To simplify the objective function and not affect the performance of
the algorithm, when the objective function fusion genetic algorithm further optimizes the equality
constraint condition of the weight into a bound constraint, the objective function is changed, the
iterative formula of the weight is released, and it is integrated into the intraclass similarity and
interclass separability. The weight W is directly normalized [44] in the objective function, and the
original weight allocation is not the amount of data in the subspace where each cluster is used to
ensure that each weight has a nonzero value. The processing formula is shown in Eq. (9) as follows:

D∑
k=1

(
Wik∑D

k′=1 Wik′

)
= 1 (9)

Based on the above Eq. (9), we modified the weight part and obtained the objective function
Eq. (10) of this paper as follows:
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The subject of the first soft subspace cluster in the above formula introduces spatial information,
including the fuzzy weighting of each sample point and the cluster center. For the weighted distance
between each cluster center and the global center, η is the balance factor used to adjust the intraclass
similarity and interclass separation. The value range of η is 1, 2, 5, 10, 50, 100, 1000.

(
Xjk − Vik

)2

refers to the Euclidean distance from the jth data point on the kth dimension to the ith cluster class
center. Vok refers to the center of the entire space, and enhances the tightness between classes and
the degree of separation between classes by introducing spatial information. The second term is the
entropy weighted term, and through the control of the entropy term, the correlation properties found
by the soft subspace clustering algorithm belong to the whole dataset not to a specific cluster we need,
where the sensitivity of β control weight is; the value range of β, is 1.01, 1.05, 1.2, 1.5, 2, 5, 10, 20, 80,
100. The third item includes the generalized noise technology, which reduces the influence of noise
factors through the control of noise data. Other parameters: C refers to the number of clusters; N
refers to the total number of data; Uij refers to the membership of the j data point belonging to the i
cluster class; m refers to the fuzzy coefficient; the entropy term is controlled by γ, and the proportion
of entropy terms in the objective function is controlled by the size of γ; the value range of γ is 0.01,
0.05, 0.1, 0.2, 0.3, 0.5, 0.7, 0.9. In Eq. (10), s.t. is the constraint of the objective function, and after
introducing the Lagrange multiplier method, we find the iterative formula of the membership Uij, and
the center Vik of the cluster class. λ is generally set at 0.1. The formula for δ2

ij is Eq. (11) as follows:

δ2
ij = λ

C × N

D∑
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)β C∑
i=1

N∑
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[(
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)2 − η(Vik − Vok)
2
]

(11)

Eq. (11) is the method of calculating the noise distance in noise clustering. The objective function
incorporates the ESSC and GNC algorithms to ensure soft subspace clustering while improving the
noise immunity of the algorithm. In addition, the points in the original algorithm are retained, the
equality constraint of the weight is relaxed into a boundary constraint, and the extreme value is found
by the Lagrange multiplier method, leading to the variable membership, Uij, and the cluster center,
Vik. The membership method is calculated by Eq. (12) as follows:

Uij =
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(12)

By simplifying the distance formula containing spatial information, we can obtain Dij, which
represents the distance between the jth data point on the kth dimension and the ith cluster center
minus the distance between each cluster center and the whole space center. Its formula is shown in
Eq. (13) as follows:

Dij =
[(

Xjk − Vik

)2 − η(Vik − Vok)
2
]

(13)
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Thus, the formula for calculating the distance is replaced, and the new membership formula
obtained is Eq. (14) as follows:
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The iterative formula of the clustering center is Eq. (15) as follows:

Vik =
∑N

j=1 Um
ij

(
Xjk − ηVOk

)
∑N

j=1 Um
ij (1 − η)

(15)

After normalizing the weight W directly in the objective function, the objective function fusion
genetic algorithm will further optimize the equation constraints of the weight as a boundary constraint.
Through the global searchability of the genetic algorithm, the weight matrix W of the algorithm is used
as the solution to the problem, and the weight matrix of the t class is Wik. Wik is the solution in the
t iteration, while also retaining the corresponding cluster center V and membership U for each Wik.
Through constant updating, the update of weight W is completed through the search strategy of the
genetic algorithm, while the update formula of Uij and Vik is iterated through the algorithm.

The GAESSCND algorithm is an extension of fuzzy clustering. By adding the penalty term of
entropy weighting to regulate the clustering effect, it gradually adjusts the hard clustering to the fuzzy
clustering method by introducing spatial information, thus enhancing the effect within the class and
paying attention to the information between the classes so that the clustering effect is closer to the
actual clustering effect.

3.2 GAESSCND Algorithm and Process
Input: sample size N, data dimension D, number of Clusters C, the maximum number of iterations

MaxIter. We set the genetic initialization crossover probability, Pc0, initial variation probability, Pm0,
number of generations of the genetic evolution, T, and genetic stopping threshold, δ.

Output: the optimal solution corresponding to U, V, W.

Step 1: Initialization

(1) Set the genetic algebra t = 0 and the fuzzy clustering algebra k = 0. Randomly generate n
clustering center matrices to form the initial population:P(t) = {

V(t)
k |h = 0, 1, . . . , n

}
.

(2) Calculate the number of individuals in the population for each individual f(U, V), f(j), fc(t), fm(t).

(3) The t generation population was selected, crossed and mutated to form the t + 1 generation
population.

(4) f(U, V) = 1
n

∑n

k=1 f(k), if t > 0,|f(t) − f(t − 1)| > δ or t < T, then t = t + 1; otherwise, return

to Step (2).

(5) Decode and output the cluster center matrix, V(0).
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(6) Initialize the weight matrix, W(0) = [Wik]C×D =
[

1
D

]
C×D

, and initialize the affiliation matrix

and the objective function.

Step 2: Set the number of iterations t = 0.

Step 3:

For each cluster center:

(1) Calculate Eq. (11).

(2) Calculate the affiliation degree U according to Eq. (14).

(3) Calculate the cluster center V according to Eq. (15).

(4) Calculate the objective function J according to Eq. (10).

(5) Keep executing the above iterative process until the loop reaches the maximum or

END FOR

Step 4: t < maxIter or J > Jmin, go to Step 3; otherwise, go to Step 5.

Step 5: Output U, V. End of algorithm.

The algorithm flow chart is shown in Fig. 2.

4 Experiment

The genetic algorithm is combined to optimize the initial clustering center, and the generalized
noise processing technique is introduced to enhance the noise immunity of the algorithm. To verify
the performance of the algorithm, the images with the highest noise content are selected in the
open-source dataset, and the real provided medical images are experimented on separately. The anti-
noise performance of the algorithm is verified by adding noise in real medical images and compared
with the traditional soft subspace clustering: EWKM, FSC, ESSC, and the optimized soft subspace
clustering algorithms, such as ESSCND and KESSC. In this subsection, publicly available datasets
are used to verify the clustering effect of this algorithm on open-source brain datasets and compare
it with EWKM, FSC, KESSC, ESSCND and ESSC. The KESSC algorithm introduces kernel space
to allocate high-dimensional data in kernel space; the ESSCND algorithm is the randomized initial
cluster center and is compared with the genetic algorithm. The parameter ranges in each algorithm
are shown in Table 1.

4.1 Experiment on the Segmentation of Publicly Available Brain MR Images
This subsection conducts experiments using publicly available datasets to validate the clustering

effect of this paper’s algorithm on top of open-source brain datasets and compare it with the EWKM,
FSC, KESSC, ESSCND, and ESSC algorithms. The KESSC algorithm introduces the kernel space to
allocate high-dimensional data in the kernel space; the ESSCND algorithm is the randomized initial
cluster center and is compared with the genetic algorithm.

The publicly available dataset is derived from the Brain Web countershock brain MR image
database of the Brain Imaging Center at the Montreal Neurological Institute of McGill University. The
database contains simulated brain MRI data based on two anatomical models, normal and multiple
sclerosis (MS), and provides synthetic 3D brain MR images in three modalities (T1-, T2-, PD-). The
images contain different scan thicknesses, noise, and offset fields, and the database provides standard
segmentation results for all brain MR images.
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Figure 2: Algorithm flow chart of GAESSCND
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Table 1: Range of parameter values for the six algorithms

Algorithm Parameter

FSC ε = 10−10, 10−5, 10−4, 10−3, 10−2

τ = 1.01, 1.05, 1.2, 1.5, 2, 5, 10, 20, 50, 80, 100
EWKM τ = 1.01, 1.05, 1.2, 1.5, 2, 5, 10, 20, 50, 80, 100
ESSC λ = 0.01, 0.05, 0.1, 0.2, 0.3, 0.5, 0.7, 0.9

η = 1, 2, 5, 10, 50, 100, 1000
KESSC λ = 0.01, 0.05, 0.1, 0.2, 0.3, 0.5, 0.7, 0.9

η = 1, 2, 5, 10, 50, 100, 1000
ESSCND β = 1.01, 1.05, 1.2, 1.5, 2, 5, 10, 20, 80, 100

η = 1, 2, 5, 10, 50, 100, 1000
λ = 0.01, 0.05, 0.1, 0.2, 0.3, 0.5, 0.7, 0.9

GAESSCND m = 0.5, 1, 3, 5, 7, 9
η = 1, 2, 5, 10, 50, 100, 1000
δ = 1e-5, 1e-3, 0.01, 0.05, 0.1, 0.2, 0.3, 0.5, 0.7, 0.9
γ = 0.01, 0.05, 0.1, 0.2, 0.3, 0.5, 0.7, 0.9
β = 1.01, 1.05, 1.2, 1.5, 2, 5, 10, 20, 80, 100

The experimental platform and environment were as follows: the operating system was macOS;
the processor was Apple M1; the compilation environment was MATLAB2021a.

Taking the normal brain database as an example, multiple noise levels were provided, and the
noise level pn0 = 0%, 1%, 3%, 5%, 7%, 9%. To verify the anti-noise performance of the algorithm,
the highest noise level was selected, and 5 brain images were selected to verify the segmentation effect
of the algorithm compared with other soft subspace clustering algorithms. The mode = T1, protocol
= ICBM, phantom name = normal, section thickness = 1 mm, noise = 9%, and INU = 0%; brain
images of 62 pages, 75 pages, 83 pages, 96 pages, 107 pages were selected. Cluster segmentation was
performed for 0 = Background, 1 = CSF, Cerebrospinal Fluid, 2 = Gray Matter, and 3 = White
Matter. The effect of segmentation and clustering is shown in Fig. 3:

In Fig. 3, Column (a) is the clustering algorithm proposed in this paper, and the segmentation
effect is obviously better than that of other soft subspace clustering algorithms (b–h). In this chapter,
the Rand Index (RI) [45], normalized mutual information (NMI) [46] and accuracy indices are used
to evaluate the clustering effect, where RI and NMI are calculated by Eqs. (16) and (17), respectively.

RI = (f00 + f11)(
N(N − 1)

2

) (16)

NMI =
∑K

i=1

∑C

j=1 nij log
(Nnij

ninj

)
{[∑K

i=1 ni log
( ni

N

)] [∑C

j=1 nj log
( nj

N

)]} 1
2

(17)

where K is the total number of labels, C is the number of clusters, N is the total number of samples,
f00 represents the sample logarithm of points with different labels assigned to various clusters, f11

represents the sample logarithm of points with the same labels assigned to the same cluster, ni
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represents the number of samples with the ith label, nj represents the number of samples in Cluster
j, and nij represents the logarithm of samples assigned to Cluster j by the sample points with the ith
label. The values of RI, NMI and accuracy are all within the interval of [0,1]. The closer the result
value is to 1, the better the clustering effect will be.

Figure 3: (Continued)
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Figure 3: The segmentation result of the T1-weighted simulated brain MR image, (a) depicts the
original image, (b) depicts the standard segmentation result graph for evaluation calculation, (c)
depicts the segmentation effect of the GAESSCND algorithm proposed in this paper, (d) depicts
the segmentation effect of the ESSCND algorithm, (e) depicts the segmentation effect of the ESSC
algorithm, (f) depicts the segmentation effect of the KESSC algorithm that guides the kernel function,
(g) depicts the segmentation effect of the FSC algorithm, and (h) depicts the segmentation effect of
the entropy weighted EWKM algorithm
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The RI, NMI and accuracy indices obtained after the corresponding segmentation for each
algorithm are given in Table 2 below.

Table 2: Evaluation indices of the six algorithms on public brain MR images

Serial No. Evaluating
indicator

GAESSCND ESSCND ESSC KESSC FSC EWKM

1 RAND
INDEX

0.93 0.84 0.86 0.90 0.90 0.85

NMI 0.77 0.71 0.69 0.72 0.72 0.71
Accuracy 0.89 0.76 0.75 0.86 0.83 0.76

2 RAND
INDEX

0.95 0.84 0.81 0.61 0.83 0.89

NMI 0.82 0.61 0.68 0.38 0.71 0.73
Accuracy 0.93 0.73 0.71 0.65 0.71 0.82

3 RAND
INDEX

0.94 0.84 0.83 0.65 0.89 0.83

NMI 0.78 0.65 0.69 0.39 0.71 0.69
Accuracy 0.91 0.80 0.73 0.68 0.81 0.73

4 RAND
INDEX

0.97 0.92 0.88 0.91 0.92 0.83

NMI 0.85 0.74 0.66 0.75 0.76 0.69
Accuracy 0.95 0.85 0.83 0.88 0.87 0.73

5 RAND
INDEX

0.97 0.88 0.89 0.56 0.94 0.83

NMI 0.86 0.63 0.76 0.31 0.79 0.69
Accuracy 0.95 0.75 0.80 0.65 0.91 0.73

Comparing the data obtained from Table 2, the segmentation effect of the GAESSCND algorithm
is very similar to the standard segmentation. The GAESSCND algorithm proposed in this section is
compared with four existing soft subspace clustering algorithms, ESSC, EWKM, FSC, and KESSC
with a kernel function, and ESSCND with generalized noise detection, where the FSC algorithm
is a fuzzy weighted soft subspace clustering algorithm and the EWKM algorithm is an entropy
weighted soft subspace clustering algorithm. The ESSC algorithm combines intraclass and interclass
information, and the rest of the improved soft subspace clustering algorithms select reasonable
parameters in a larger range. The evaluation indices are chosen in 3 ways to determine the noise
immunity of the GAESSCND algorithm for noisy MR images. From the displayed visual effect and
the 3 evaluation indices, GAESSCND has good noise immunity, and the clustering effect is similar to
the standard segmentation. Compared with other soft subspace clustering algorithms, which are not
effective in segmenting boundaries and dividing brain regions, the GAESSCND algorithm can clearly
divide brain white matter, brain gray matter, cerebrospinal fluid [47] and background regions well so
that the problem of noise in MR images of the brain can be handled well.
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4.2 Experiment on Segmentation of Real Brain MR Images
For the experiments in the previous subsection, experiments were conducted on publicly available

medical brain MR images. In this chapter, the brain MR images provided by the imaging department
of the First People’s Hospital of Changshu, Suzhou, China, were selected. In Fig. 4, (a) is the original
image provided by the hospital, and the data were acquired by a Philips 3.0T standard MRI scanner
with a 3D T1-weighted gradient echo sequence map. The parameters during scanning were as follows:
TR = 5.5 ms, TE = 2.7 ms, layer spacing 0.3 mm, layer thickness 1.3 mm, FOV = 35 cm × 35 cm,
image size 200 × 200 pixels, and each scan time was 60 s. In this paper, MR images of the clinical brain
are used for experiments, and a variety of soft subspace clustering algorithms are used for comparison.
The segmentation effect is shown in Fig. 4.

The second row in Fig. 4 is the real MR image provided by the hospital, and the image contains 5
classes: 0 = Background, 1 = CSF (cerebrospinal fluid), 2 = Gray Matter, 3 = White Matter, and 4 =
Skull; these 5 classes are segmented by clustering segmentation. Table 2 shows that the GAESSCND
algorithm is able to segment the 5 classes with clear boundaries, while the rest of the comparison
algorithms have poor results in the face of noise processing, with mixed boundaries and mis-segmented
brain tissue.

Due to the lack of truth maps in the dataset provided by the hospital, the evaluation metrics were
chosen from the internal evaluation metrics in MATLAB. Davies–Bouldin index (DBI) [48] silhouette
coefficient (SC) [49].

The meaning of DBI is the mean value of the maximum similarity of each cluster class; the smaller
the value of DBI is, the better the clustering effect. Its calculation formula is shown in Eq. (18) as
follows:

DBI = 1
N

N∑
i=1

max
j �= i

(
Si + Sj

||Wi − Wj||2

)
(18)

SC: represents the formula contour coefficient; the larger the contour coefficient is, the better the
clustering effect. Its calculation formula is shown in Eq. (20) as follows:

S(i) = b(i) − a(i)
max(a(i), b(i))

, if|Ci| > 1 (19)

SC = max
k

s(k) (20)

In Table 3, it can be seen that the proposed GAESSCND algorithm segmentation yields the best
results with the smallest DBI coefficient, the strongest similarity in each cluster class, and the largest
contour coefficient SC, segmenting significantly and outperforming other clustering algorithms. In the
experimental process of Fig. 3, the KESSC algorithm has most of the kernel space with zero, resulting
in obvious deviation of the weight contribution; the experimental segmentation effect is poor, and the
corresponding evaluation index result is NaN.
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(a) Original image (b) GAESSCND (c) ESSCND (d) ESSC

Figure 4: (Continued)
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(e) KESSC (f) FSC (g) EWKM

Figure 4: (a) shows the real brain MR image provided by the hospital, (b) shows the segmentation effect
of the proposed algorithm, (c) shows the segmentation effect of the ESSCND algorithm, (d) shows the
segmentation effect of the ESSC algorithm, (e) shows the segmentation effect of the KESSC algorithm,
(f) shows the segmentation effect of the FSC algorithm, and (g) shows the segmentation effect of the
EWKM algorithm
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Table 3: Evaluation metrics of six algorithms on real brain MR images

Serial No. Evaluating
indicator

GAESSCND ESSCND ESSC KESSC FSC EWKM

1 DBI 0.18 1.19 3.95 1.75 2.38 0.86
SC 0.88 0.27 0.24 0.11 0.25 0.40

2 DBI 0.66 1.46 1.14 1.63 1.49 1.17
SC 0.62 0.32 0.27 0.16 0.33 0.53

3 DBI 0.37 1.18 2.34 NaN 1.39 1.93
SC 0.75 0.42 0.38 NaN 0.13 0.13

4 DBI 1.04 1.07 1.05 1.37 3.65 1.40
SC 0.57 0.37 0.25 0.25 0.21 0.19

5 DBI 0.45 1.18 0.47 0.53 1.55 1.38
SC 0.69 0.39 0.64 0.63 0.20 0.30

Because in the MR imaging process, the real and imaginary parts of the signal are disturbed
by Gaussian noise with uncorrelated zero mean and the same variance at the same time due to the
influence of environment and equipment, in order to verify the anti-noise property of GAESSCND,
the noise addition process is performed again for the image to simulate the problems of blurred
boundary and poor visual effect after the MR image is subjected to noise by adding speckle noise
to the image provided by the hospital, taking the value of 0.03. By comparing the experiment with
other soft subspace clustering, the segmentation effect obtained is shown in Fig. 5.

The experimental data are shown in Table 4 below.

Through the experiments, (a) in Fig. 3 is the image after noise, and the (b–g) columns are all the
effects after clustering segmentation of the brain MR containing noise. From a visual perspective,
the GAESSCND algorithm has the strong anti-noise ability, among which KESSC has segmentation
failure for serial numbers 3 and 4 and cannot segment the brain tissues in the images containing noise.
Under the influence of noise, KESSC affects the weight allocation in nuclear space, most of which
has zero weight. After the cluster center and membership fall into the local optimal solution in the
iteration, the experimental results are wrong, and the brain tissue cannot be segmented from the image
containing noise. KESSC is also more suitable for high-dimensional datasets and does not have a good
processing advantage for noisy data. From the experimental data obtained in Table 4, it can be seen
that GSESSCND shows very good results for all five noise-added brain MR images. The rest of the
soft subspace clustering shows insufficient noise immunity for the images with noise, and the brain
MR images are segmented incorrectly.
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(a) Noisy image (b) GAESSCND (d) ESSC(c) ESSCND

Figure 5: (Continued)
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(e) KESSC (f) FSC (g) EWKM

Figure 5: (a) Depicts the hospital brain MR image after noise, (b) is the segmentation effect of the
proposed algorithm, (c) is the segmentation effect of the ESSCND algorithm, (d) is the segmentation
effect of the ESSC algorithm, (e) is the segmentation effect of the KESSC algorithm, (f) is the
segmentation effect of the FSC algorithm, and (g) is the segmentation effect of the EWKM algorithm
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Table 4: Evaluation metrics on noise-added images of six algorithms

Serial No. Evaluating
indicator

GAESSCND ESSCND ESSC KESSC FSC EWKM

1 DBI 0.43 1.97 2.29 9.26 0.94 1.52
SC 0.56 0.52 0.17 0.15 0.51 0.30

2 DBI 2.99 8.64 7.10 6.81 3.22 5.70
SC 0.51 0.39 0.17 0.04 0.25 0.22

3 DBI 0.67 5.25 6.36 NaN 1.67 3.00
SC 0.55 0.37 0.11 NaN 0.28 0.11

4 DBI 0.61 4.08 7.50 NaN 0.96 2.38
SC 0.66 0.13 0.16 NaN 0.39 0.21

5 DBI 3.15 4.97 5.47 14.38 3.80 8.24
SC 0.32 0.14 0.12 0.06 0.16 0.15

Finally, the GAESSCND algorithm showed good clustering results for both hospital-supplied
MR images and noise-added images, reflecting the robustness and noise resistance of the algorithm.
From some of the compared soft subspace clustering algorithms, the rest of the soft subspace clustering
showed unclear boundary segmentation, high noise content, and unclear soft tissue segmentation.

The time complexity of the GAESSCND algorithm is correlated to the number of data, dimension
and number of clusters. The time complexity of the membership calculation is related to the amount
of data, N, cluster number C and sample dimension D, and its time complexity is O (NCD). The
dimension weight calculation is related to the number of clusters and the sample dimension, and its
time complexity is O (CD). The time complexity of the generalized noise clustering is related to the
number of clusters, N, and the sample dimension, C, and its time complexity is O (NC). Introducing a
genetic algorithm into the clustering process, its time complexity is related to the amount of data, N,
and the number of iterations, T, and its time complexity is O (TN). The three are peers in the computer
execution process, and T>CN. Therefore, the time complexity of GAESSCND proposed in this paper
is O (TN). The introduction of the optimization algorithm makes the running time of this algorithm
higher than that of EWKM, FSC, ESSC, KESSC and ESSCND. If the real-time requirement is not
very high, it is important to exchange a relatively long time for a higher image segmentation accuracy.

5 Conclusion

In this paper, a soft subspace clustering algorithm for brain MR images based on genetic algorithm
optimization is proposed. To improve the noise clustering performance, the algorithm first introduces
the generalized noise clustering function into the objective function and chooses the genetic algorithm
strategy to optimize the affiliation calculation method to find the subspace where the cluster classes
are located when initializing the clustering centers; the weight constraints are released in the objective
function and normalized in the objective function directly; the similarity between each class is
maximized by enhancing the intraclass tightness and interclass separation. In addition, the algorithm
avoids the problem of falling into a local optimum, effectively weighs the local and global searchability,
and improves the clustering effect for the boundary.
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This paper verifies the effectiveness of the GAESSCND algorithm by performing two experi-
ments, which also presents new progress to the research of medical images. For doctors’ diagnoses,
when an MR image containing noise is obtained by the influence of the external environment, the
lesion may be together with normal tissue at this time, which may easily cause brain tissue segmentation
errors, and the boundary of the image containing noise will become blurred when clustering. It is easy
to misclassify the lesion area at this time, so noise immunity plays a crucial role in medical images.

Finally, the proposed algorithm for noisy images has a good segmentation effect for medical
images and other images containing noise. However, the algorithm still has some defects, and the
experimental results are unstable. The emergence of this problem is because the main framework of the
algorithm is still based on the soft subspace clustering algorithm. Once in the initial clustering center
into the local optimal influence, the experimental results will appear unstable, and adding a genetic
algorithm can only optimize and cannot completely solve the problem of soft subspace clustering
itself. In the future, the algorithm should focus on a variety of different frameworks, combining the
knowledge of deep learning to optimize the clustering algorithm itself, which will produce better
segmentation results.
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