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ABSTRACT

The lack of modern technology in healthcare has led to the death of thousands of lives worldwide due to COVID-
19 since its outbreak. The Internet of Things (IoT) along with other technologies like Machine Learning can
revolutionize the traditional healthcare system. Instead of reactive healthcare systems, IoT technology combined
with machine learning and edge computing can deliver proactive and preventive healthcare services. In this study,
anovel healthcare edge-assisted framework has been proposed to detect and prognosticate the COVID-19 suspects
in the initial phases to stop the transmission of coronavirus infection. The proposed framework is based on edge
computing to provide personalized healthcare facilities with minimal latency, short response time, and optimal
energy consumption. In this paper, the COVID-19 primary novel dataset has been used for experimental purposes
employing various classification-based machine learning models. The proposed models were validated using k-
cross-validation to ensure the consistency of models. Based on the experimental results, our proposed models
have recorded good accuracies with highest of 97.767% by Support Vector Machine. According to the findings of
experiments, the proposed conceptual model will aid in the early detection and prediction of COVID-19 suspects,
as well as continuous monitoring of the patient in order to provide emergency care in case of medical volatile
situation.
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1 Introduction

Despite living in the twenty-first century, COVID-19 has claimed the lives of thousands of human
beings due to the lack of an inadequate healthcare facilities. The world witnessed three waves from
time to time since its outbreak in Wuhan City of China in November 2019 [1]. Coronavirus belongs
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to the class of Coronaviridae that mostly infects the upper respiratory system of humans causing the
illness from mild to severe [2]. Coronavirus is a positive-stranded RNA-based virus that replicates
itself very fast and spread from human to human mostly through sneezing [3]. RNA-based viruses can
easily get mutated and change their properties to make new variants. Coronavirus has mutated several
times since its first report as an alpha variant [4]. Till now the world has witnessed many variants like
alpha, beta, gamma, delta, and recent ones as Omicron [5]. COVID-19 is a novel life-threatening virus
that has infected at least 42.6 Crore and has taken 58.9 Lakh lives worldwide so far [6]. COVID-19
has impacted almost every field such as the economy, trade, industries, education, etc., due to the
shutdown [7]. India has imposed lockdowns thrice since November 2019, to decrease the mortality
rate and spread of the virus [§]. Unfortunately, the world is battling to date for effective treatment and
vaccine that is not available yet [9]. The nature of the coronavirus is not completely known because of
the novelty of the virus and the limited availability of the data [10]. Currently, the only way to tackle
the pandemic is to follow standard operating procedures (SOP) such as social distancing, face masks,
and other methods to minimize the outbreak and mortality of COVID-19 [11]. Medical experts with
the help of the government are giving immunity boosters to the general public so that they can resist
the coronavirus infection. From the technological side, the technologies like IoT, AI, ML, and Deep
Learning integrated with traditional healthcare can provide better solutions to tackle the COVID-19
deadlier pandemic [12].

Due to advancements in technology, the healthcare system needs to be renovated to cope with
the speed of the modern era. The traditional healthcare system is a preventive system in which the
first disease is diagnosed then action is taken. This type of healthcare system is not an efficient way to
tackle the disease or any pandemic situation like COVID-19 [13]. Integrating modern technology in
the traditional healthcare system will make it a preventive and proactive healthcare system. Detecting
diseases in the initial stage is only possible using novel technologies like artificial intelligence, machine
learning and computer vision. Skin disease can be diagnosed using image detection and classification
techniques in its initial phases [14]. The healthcare system is a time-sensitive application in which the
required service should be delivered in real-time to preserve the criticalness of an application [15]. The
data collected in real-time should be processed as soon as possible to provide the required services in
real-time [16]. Healthcare is a time-sensitive application area in the time frame of data and the age of
data plays an important role in providing time-critical and timely services to patients [17]. Sensor
technology advancements have enabled the development of new systems that can change the way
humans are living. The Internet of Things (IoT) is a network of physical items (sensors, wearables,
medical sensors, and so on) that can sense the environment and communicate its parameters [18]. IoT
is a novel technology that can be integrated with other technologies to create autonomous systems,
such as machine learning and artificial intelligence. Real-time health parameters can be collected via
IoT and analyzed using machine learning models to determine the patient’s status [19]. The data that
is collected with the help of IoT devices, healthcare sensors, wearables, and etc. is analyzed in different
places based on the requirements of the application. Healthcare is a time-sensitive application,
the computation should be performed close enough to the data sources so that the vital sensitive
information can be retrieved and sent to caregivers for necessary action in real-time. Blockchain
based technology can be incorporated into IoT-based systems to secure the communication channels
from illegitimate users [20]. IoT technology has proven to be the most advantageous technology
for providing various solutions to tackle the COVID-19 pandemic. Tracing contacts of COVID-19-
positive patients can be identified using IoT devices so that suspected persons can isolate themselves
to break the chain of infection spreading [21]. The IoT can be beneficial in detecting and monitoring
COVID-19 suspects to eliminate the spread of infection [22]. Data is collected using IoT devices, then



CMES, 2023, vol.137, no.3 2531

transferred via a gateway to the cloud for analysis and computed results are communicated back to take
necessary actions. High-end analytics is performed by deploying different machine learning techniques
to predict or forecast the future trend [23]. The cloud provides services on demand but it has some
inherited drawbacks such as high latency, response time, jitter, and others [24]. The healthcare system
is a time-sensitive application in which time plays an important role to make decisions. The loT-based
systems integrated with edge computing eliminate the problems of the cloud by delivering the services
locally near the data source [25]. Edge computing is distributed environment in which the services such
as computing, and storage being provided in one single hop [26].

1.1 Motivation and Novelty

The healthcare system globally collapsed due to the COVID-19 pandemic, as it was not ready for
such a huge burst of patients that has been witnessed in the last two years. The healthcare system is not
fully equipped with modern technology that can combat pandemic situations. Millions of people are
dying every year due to inefficient healthcare facilities according to a WHO report'. Half of the popu-
lation of the world lacks access to basic and essential medical facilities. The integration of technology in
the traditional healthcare system can somehow be modified to give healthcare services to more public
in an efficient manner. COVID-19 has claimed thousands of lives in the last two years because of the
unavailability of proper healthcare services. COVID-19 is a communicable disease, hence IoT-based
technologies can be utilized to restrict the virus from spreading. IoT-based healthcare systems can
provide better options for continually monitoring patients from any location. IoT, machine learning,
and edge computing can be combined to create new proactive and preventive healthcare solutions.
IoT is an internetwork of physical objects connected via communication technologies used for sensing
and monitoring the environment. Machine learning is a subclass of artificial intelligence that is used
for data analysis to get insights from the data. The prediction of the future can be made using
machine learning models to take protective measures in advance to decrease the impact. the healthcare
system is a time-sensitive application area in which the requests should be resolved in real-time to
make intelligent decisions. Cloud computing suffers from various disadvantages like high latency,
delayed response, jitter, and others, that are unacceptable in smart healthcare systems. Edge computing
eliminates some of the disadvantages of cloud computing by locally providing the services in real-time.
The IoT-based healthcare setups integrated with machine learning and edge computing will be more
helpful to tackle a pandemic like the situation of COVID-19.

As the healthcare system is still in its infancy, a small contribution to this field will have a
significant impact. The purpose of this research is to describe an innovative healthcare system that
can detect and make accurate predictions about possible COVID-19 carriers at an early stage in order
to stop the spread of the disease and reduce mortality rates. To collect symptomatic data in real-time,
medical Internet of Things devices (M-IoT), sensors, and wearables are being utilized. The Internet
of Things devices have three primary advantages over similar products, one of which is the ability to
perform continuous monitoring from any location and at any time. Thirdly, the data can be collected
within a particular time range, and secondly, they can be collected at regular intervals. On the edge of
the network, the symptomatic data that is received from healthcare sensors are examined in order to
reduce the problems that are caused by the cloud. Let’s say that in the instance of COVID-19, real-
time symptoms are gathered and processed on the edge in order to locate the potential suspect in a
single hop. The edge has limited resources; thus, the power of the cloud is leveraged when it comes
to the training of machine learning algorithms. The ML models are running on the edge after being
trained on the cloud. The proposed framework makes contributions by: 1. Detecting and predicting the
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COVID-19 suspect in the initial phases; 2. Analyzing the symptomatic data on the edge of the network
by running trained machine learning models; 3. Disease diagnosing and generating emergency alerts
with respect to any untoward medical volatile situation; 4. Sending the analyzed data to the cloud for
further analysis in order to better understand the disease; and 5. Maintaining the healthcare database
in preparation for the future.

1.2 Research Contribution
The research contributions are enumerated below:

1. A novel edge-assisted IoT-based framework for early identification and prediction of COVID-
19 suspects has been proposed.

2. A novel COVID-19 primary dataset has been used for experimental purposes employing
various classification-based machine learning models. The proposed model has been trained
using a novel primary symptomatic dataset collected from the Sher-i-Kashmir Institute of
Medical Sciences (SKIMS), Srinagar, Jammu & Kashmir, India.

3. The proposed framework is validated by conducting an experimental study using various
ML models viz: Support Vector Machine (SVM), Logistic Regression, Naive Bayes, Neural
Network, Decision Tree, and Random Forest. Accuracy, Precision, Recall, F-Score, Root Mean
Square Error, and Area under Curve Score are among the performance measures used to
validate the proposed models.

4. The proposed models were validated using k-cross-validation to ensure the consistency of the
models. Based on experimental results, our proposed models have achieved well in terms of
accuracy with the highest of 97.767% by Support Vector Machine.

5. Based on the findings of experiments, the proposed conceptual model will aid in the early
detection and prediction of COVID-19 suspects, as well as continuous monitoring of the
patient to provide emergency care in case of a medical volatile situation.

2 Existing Work

The Healthcare System is in its infancy and needs to be renovated to cope with the speed of
modern technology. Numerous IoT-based healthcare setups have been proposed for various diseases.
10T is a system made up of a network of things connected by communication technologies. Healthcare
is an IoT application where IoT devices are deployed to collect and monitor patient data remotely.
Haghi et al. have systematically reviewed the 10T in healthcare of 146 articles of five years up to 2020.
Authors have categorized the literature on IoT in healthcare into five categories. The categories are
divided based on hardware and software, such as Sensors, Communication, Security, Resources, and
Applications. The limitations in each field have been highlighted. Lastly, the authors have detailed the
future scope and challenges in the healthcare IoT [27]. Habibzadeh et al. have surveyed the up-to-date
literature regarding the Internet of Things in healthcare. They have highlighted various application
areas of IoT healthcare, such as cardiac monitoring, sleep monitoring, BP monitoring, etc. Apart from
this, they have detailed a general architecture of the cloud-based healthcare framework. The framework
is comprised of several layers, such as the sensing layer, cloud layer, and analytics layer. Lastly, the
paper concludes by highlighting some future issues that must be taken into consideration to make
IoT-based healthcare systems more powerful [28]. Bhardwaj et al. have proposed the IoT cloud-based
smart COVID-19 monitoring system. The proposed model is comprised of sensors for monitoring
the oxygen level, temperature, pulse, and heart rate of a person. The data collected by sensors is
sent by edge gateway to the cloud for analysis and alerts are generated in case of emergency [29].
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Mondal et al. have examined current approaches for combating the COVID-19 epidemic. The state of
art technologies such as [oT, machine learning, artificial intelligence, and others are helping to combat
COVID-19’s influence during the epidemic. IoT with other technology like artificial intelligence could
have a great impact in detecting, predicting, monitoring, and mitigating the outbreak of COVID-19
infection. Finally, the researchers have explored the impact of the technologies in the post-pandemic
era [30]. Verma et al. offered a cloud IoT-based mobile healthcare architecture for disease diagnosis
and monitoring. ML techniques are used to classify the condition into four severity levels. The
accuracy, sensitivity, specificity, and f-measure are all used to compare the performance of machine
learning models [31]. Sood et al. presented an IoT-fog-based smart framework for identifying and
controlling heart attacks. The authors are collecting the data using sensors on remote sites and
analyzing it in fog using an artificial neural network. The information is shared with the caregivers
and responders through the cloud. Various ML techniques have been used on different datasets
to measure the performance of the proposed system [32]. Verma et al. introduced an IoT cloud-
based student monitoring mobile healthcare platform that uses health parameters to compute disease
severity. Machine learning techniques were utilized to test the proposed system using a dataset of 182
suspected persons. The ability of the proposed machine learning techniques is computed by comparing
the various measures like accuracy, sensitivity, specificity, and response time [33]. Bukhari et al. have
proposed different machine learning techniques to predict the vaccine for the Zika virus (ZIKV)
T-cell epitope. The T-cell epitope-based vaccines have high efficacy and can be developed in less
time than vivo-based approaches. The researchers used the IEDB (Immune Epitope Database and
Analysis Resource) repository dataset, which contains 3519 sequences, 1762 of which are epitopes
and 1757 of which are not. The results have been analyzed using distinct performance measures
like accuracy, specificity, sensitivity, precision, F-score, and Gini coefficient [34]. Kavitha et al. have
proposed a real-time context-aware framework for healthcare monitoring based on a neural network.
The researchers have used machine learning techniques for extracting of features and for classification
purposes. Apart from this, the authors have also used optimization techniques to get the best optimal
solution. Based on various performance measures such as accuracy, response time, etc. comparative
analyses have been conducted [35]. Nasajpour et al. have examined the importance of IoT technologies
in preventing the COVID-19 epidemic. The authors have identified IoT-based system architectures,
apps, platforms, and other features that can help diminish the impact of the COVID-19 outbreak
[36]. Singh et al. have evaluated the implications of IoT technology during the COVID-19 era. The
effectiveness of IoT in remotely monitoring the COVID-19 patient to reduce the spread rate was
reviewed by the authors. 10T is a prospective technology that can collect the suspect’s symptoms in
real time and deliver effective treatment based on the symptoms [37]. Ajaz et al. have explained the
potential of IoT and ML in tackling the COVID-19 outbreak. Researchers have developed a six-
layer architecture and have elaborated the working of each layer with respect to COVID-19. Apart
from this the paper also introduces the concept of unmanned aerial vehicle (UAV) for the effective
contact tracing [38]. Ahmadi et al. have conducted extensive research on IoT-fog-based healthcare
systems. Healthcare is a time-critical application area and it needs responses in real-time so fog
computing in a distributed environment is an idle solution to preserve the criticalness of healthcare [39].
Verma et al. have presented an IoT-fog-based monitoring framework in a smart home environment.
The authors used multiple machine-learning approaches to validate the framework using a dataset of
67 patients. The model’s performance was assessed using a variety of metrics, including accuracy and
response time [40]. Nguyen et al. have detailed out the impact of Al (Artificial Intelligence) techniques
that can tackle pandemic situations. A lot of application areas of Al have been discussed such as text
mining, image classification, natural language processing, and data analysis. The authors have also
discussed the open databases that are spacing the COVID-19 datasets. Lastly, the paper identifies
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research gaps and presents future directions to provide solutions [41]. Yang et al. have presented a
framework for the COVID-19 monitoring system based on Epidemic Prevention and Control Center
(EPCC). The framework internally uses the mixed game-based Age of Information (Aol) optimization
technique. The authors have used Al bots on the edge of the network and have proposed algorithms
for channel selection [42]. Elbasi et al. have presented an overview of IoT and machine learning
techniques that can collectively be employed in countering the COVID-19 pandemic. The authors have
detailed the classification as well as clustering techniques of machine learning concerning COVID-19
[43]. Otoom et al. proposed a COVID-19 identification and monitoring architecture based on the
Internet of Things. The proposed framework uses [oT for data collection and analyzes incoming data
by applying various ML techniques. The system is comprised of various components such as a data
collection unit, data analytics submodule, cloud system, etc. The researchers have proposed various
ML models to identify the COVID-19 suspect. The authors have used the dataset of 1476 x 7 records
out of which 854 are confirmed positive and 622 are not confirmed. Various performance measures,
including accuracy, precision, and recall, have been used to validate the machine learning model’s
performance. The five machine learning models have achieved above 90% accuracy in predicting the
potential suspect [44]. Imad et al. presented a systematic review of IoT-based ML and DL models to
diagnose and predict the COVID-19 suspect. The authors have also identified issues and presented
a summary for future directions [45]. Castiglione et al. have presented the role of IoT in countering
COVID-19 and have developed a framework for identifying and observing COVID-19 patients. The
proposed framework based on cloud technology made up of four modules: data gathering module,
data analytics module, health center, and healthcare professionals. The framework has been validated
using different machine learning techniques [46]. Ashraf et al. presented a smart system for monitoring
the patient vital signs such as blood pressure, fever, etc., remotely based on edge computing. The
proposed system generates warning signals in case of an emergency by detecting irregularities in
parameters [47]. Mir et al. have used several machine learning approaches to develop an IoT
cloud-assisted system for identifying and predicting COVID-19 suspects. Authors have validated the
proposed framework by proposing various ML algorithms, and the results have been compared with
previous works [48]. Greco et al. presented a state of art literature on IoT-based medical systems from
centralized technology to distributed technology. The survey presents the issues of cloud technology
with respect to the healthcare system. The cloud has inherited disadvantages like delay, response time,
latency, and security issues so shifting from the cloud to the edge is an important move that is to be
taken [49]. Rahman et al. have presented a medical-IoT edge computing-based framework to tackle
the COVID-19 pandemic. Edge computing has various advantages over cloud computing such as low
latency, high response time, and improved security and privacy. The authors of this research article
have created an edge-based system. to collect the system of suspects and analyze them on the edge
to generate emergency alerts in real-time [50]. Dewanto et al. have presented a heart rate monitoring
system based on edge computing. The proposed architecture is comprised of several modules such as a
data acquisition module, analysis module and user system. The results have been generated such as in
terms of time, latency, memory usage, etc. using simulation methods [51]. Malik et al. have proposed
different ML techniques to analyse the COVID-19 symptomatic data. Authors have used SVM, logistic
regression, k-neighbor, decision tree and naive bayes to determine the impact of COVID-19 illness. In
most of the models they have achieved above 92% in terms of accuracy but naive bayes and decision tree
outperform by achieving 93.7% accuracy [52]. Mohammed et al. have devised a novel IoT-based smart
helmet to identify the COVID-19 suspect. They have taken a temperature as an attribute because it is
the most popular symptom of COVID-19 suspects [53]. Shabaz et al. have developed a network model
based on link prediction technique, by which the authors study the different comorbidities of patient.
Suppose if a patient dies who was suffering from pneumonia and was also COVID-19 positive. In this
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case the actual cause of death is unknown whether a patient dies due to COVID-19 or pneumonia.
The paper uses the link prediction technique to predict the future possible disease of the patient [54].

The healthcare system is still in its infancy lot of work is needed to be done to make it more
intelligent to cope with the modern pace. Table | below summarizes the findings of the literature. The
table is comprised of several rows and columns, in which rows represent the various latest works and
columns represent the tools and techniques for smart healthcare.

Table 1: Summary of findings

Reference  Framework used  Technology used  Techniques adopted Healthcare system

[29] Cloud IoT-based sensors  N/A COVID-19
monitoring system
[31] Cloud IoT-based sensors  Various ML Disease diagnosis
techniques system
[32] Fog-Cloud IoT devices Neural network Identification system
[33] Cloud IoT devices Basic ML Monitoring system
techniques
[44] Cloud IoT devices Various ML COVID-19
techniques identification and
monitoring system
[50] Edge-Cloud IoT devices ML/DL techniques COVID-19 detection
system

3 Materials and Methods
3.1 Internet of Things for Smart Healthcare

The Internet of Things (IoT) is an internetwork of connected physical items with onboard
communication, computation, and other technologies to form a network of smart objects. IoT
technology provides smart services to users anytime, anyplace to ease their lives. IoT systems provide
a better environment and smarter applications in terms of reduced cost, time, and energy. [oT refers
to a network of interconnected things that can perceive data and transmit it to others so that actions
can be taken without the need for human interaction. There are three layers to the IoT architecture:
perception, network, and application layer [55]. The sensing layer is comprised of sensors for data
collection, and actuators for taking actions based on sensed data. The sensors are very small in size
so they limited computation power and are battery-powered. Sensors are mainly made up for data
collection purposes and have inbuilt communication technology to send the data to other devices for
computations. BLE, near-field communication (NFC), ZigBee, Bluetooth, IEEE 802.15.4, RFID, and
other low-power communication technologies are designed for low-power sensors [56]. The network
layer is meant for send the data for analysis and it is also responsible for providing solutions to
heterogeneous objects. The IoT devices are from different vendors, there is no common standard of
communication of these objects, and the transport layer provides these services. Besides these services
transport layer provides other high-level services like resolving the scalability issues, service discoveries,
and security & privacy of IoT devices. IoT devices are generating huge data, and to get insights from
the data, ML and DL techniques or algorithms can be used to get better possible results [57]. Various
computing technologies can be used for analyzing the [oT data like cloud computing, fog computing,
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or edge computing, based on the need an nature of an application area [58]. Cloud computing provides
high-level computing power in a centralized fashion. The cloud computing architecture suffers from
various disadvantages like high latency, high response time, and other network-related issues. Cloud
computing is not an ideal solution for time-sensitive applications like healthcare, autonomous vehicle,
robotics, traffic control, and others. Fog computing is another architecture that provides the services
like scheduling servers, resolving scalability issues, and providing data filtering services. Fog computing
provides services such as computation, storage, and network in a limited manner. Edge computing is a
distributed architecture in which services are provided locally in a decentralized fashion. The data that
is gathered from sensors are processed on local edge servers to minimize the cons of cloud technology
like latency, response time, and other issues. Data is stored locally to enhance data security & privacy,
aggregation & filtering, and to provide time-sensitive information in real-time.

3.2 Machine Learning for Smart Healthcare

Machine learning is the subject of computer science and a subset of Al, that allows machines to
learn explicitly without having to be programmed. By 2025, there will be 27 billion connected devices
and a tremendous amount of data will be generating these devices [59]. To tackle this data machine
learning will provide better solutions to get insights from the data. Machine learning models need data
to predict future events by analyzing historical events. Machine learning models can replace traditional
processes with automated systems that uses statistically derived actions [60]. Machine learning is
classified into three different types based on input data: supervised, unsupervised, and reinforcement.
The healthcare problems are both related to classification or clustering either the problem is to classify
it into different levels or discover hidden patterns. In supervised learning, an algorithm takes an input
vector with a predefined label to train the model to enable it to label the new data. The applications
where the output labels are finite and discrete sets are known as classification problems and where
output labels are continuous are known as regression problems. In unsupervised learning, a model
is fed with only input vectors to detect different patterns on its own and to make different possible
clusters. The next incoming data is put into that cluster to which its similarities are close enough, these
problems are known as clustering. Reinforcement learning is gaining experience from the previous
action taken [61]. Classification refers to the labeling of the incoming input data into a class based on
the training dataset. There are various classification machine learning techniques such as K-Nearest
Neighbor (KNN), Naive Bayes, and Support Vector Machine (SVM) [62]. Regression is supervised
machine learning in which the output vector is a continuous variable such as the salary of a person.
There are various regression techniques the simplest one is linear regression. Clustering refers to
grouping the unlabeled data into a different possible number of groups. The most basic clustering
technique is K-Means clustering in which the input vector is divided into k-clusters with different
properties.

3.3 Computing Technologies for Smart Healthcare

IoT-based applications are producing a lot of data, to process the data an efficient computing
framework is to be selected based on the nature of the application. There are various types of
applications such as data storage, entertainment, and social networks that use the cloud for data
processing. For some applications, data should be processed near to data source to give fast responses.
Cloud computing architecture is a centralized platform where data centers receive the data, and
analyze and process it according to the need of an application. Cloud computing provides high
computing power and other high-end resources on-demand [63]. Mainly three types of services
are provided by cloud computing they are as under. Infrastructure as a Service (IaaS): where the
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infrastructure is taken as service from the cloud-like hardware, servers, or network. Software as a
Service (SaaS): in this, the software is taken as a service, it is a distributed software system and is
hosted by service providers to users through the internet. Platform as a Service (PaaS): in this service,
the services are provided on rent or based on pay peruse. For some applications cloud computing is
not an idle choice for processing, because of its inherited cons like latency, response time, and other
issues. Cisco coined another computing environment named “fog computing”, which is the layer below
the cloud environment [64]. Fog computing provides some low-level computations such as scheduling
of processes, limited computations, data filtering, and storage services for cloud data centers. Fog
computing is beneficial in providing application-specific services by data filtering below the cloud
to minimize the issues of the cloud computing environment [65]. Some of the applications cannot
tolerate the issues of cloud computing like latency, response time, bandwidth, and other issues. A smart
healthcare system is one of them in which time plays an important role. Healthcare is a time-sensitive
application in which the required services should be serviced in real-time to preserve the criticalness
of the application. Edge computing is a layer above the data source in an edge of the network to
provide low-level services in real-time [66]. It is a distributed computing environment that provides
limited services such as storage, processing, computation, and other services are provided within a
local network. Edge computing provides services locally with low latency, high response time, and
other services like time-sensitive information in real-time. Edge computing is an idle solution for time-
sensitive applications like healthcare, autonomous vehicle, traffic signaling, etc.

3.4 Methodology Adopted for Data Collection

Coronavirus disease (COVID-19) is an infection that affects a person’s upper respiratory tract.
COVID-19 was initially reported in November 2019 in Wuhan, China, and has since spread to
practically every corner of the globe. COVID-19 has been declared a global pandemic and medical
health emergency by the World Health Organization (WHO). The healthcare system was not ready for
such a medical explosion, that COVID-19 has caused in the world. The healthcare system collapsed due
to the huge number of fatalities and the shortfall of medical facilities for patients in every part of the
globe. The hospitals were full of COVID-19-positive patients and people were dying due to the shortage
of ventilators, oxygen concentrators, and other essential medical items. To combat this pandemic
traditional healthcare systems are not enough to tackle an emergency like one COVID-19. Researchers
from every field are working by leaps and bounds to cope with the current deadly situation. WHO has
made this an open problem so that everyone can contribute to this underdeveloped field. The COVID-
19 data is open and is available on different repositories like Google, WHO, CDC, NIH, COVID,
and other databases & government sites. The available datasets are simple deaths, positives, and other
metadata. Our research is aimed to develop a preventive and proactive loT-ML-based framework, that
will predict and identify the COVID-19 suspect in its initial stages. Based on sensors and other [oT
devices used to collect symptoms from suspected COVID-19 patients, our model will make predictions
about the suspects. To train our model, the dataset should be symptomatic that are primary for a
COVID-19 suspect like Fever, Temperature, Cough, Fatigue, Breathlessness, Oxygen level, and other
parameters. The primary symptoms are identified by WHO’, CDC’, NIH', and Medical Institutes
and published by researchers. The symptomatic dataset is not available, to the best of our knowledge
because of the novelty of coronavirus disease. To make the proposed model productive and usable
the real novel primary data has been acquired from the Sher-i-Kashmir Institute of Medical Sciences
(SKIMS), Srinagar, Jammu & Kashmir, India with due approval and proper ethical process. The

2https://www.who.int/health-topics/coronavirus#tab&#x003D;tab_3
3https://www.cdc.gov/coronavirus/2019-ncov/symptoms-testing/symptoms.html

4https://covid19.nih.gov/covid- 19-topics
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SKIMS’ Institute is one of the premier institutes, and of national importance that has served COVID-
19 during the pandemic. The list of symptoms given by WHO, CDC, and NIH with other symptoms
that were known to be present in patients visiting for consultations to SKIMS has been drafted in the
presence of a team of doctors from the COVID-19 management department. According to the daft the
symptoms were collected from both IN patients as well as from OUT patients with the help of doctors.
Our proposed system is based on machine learning, to train an ML model abundant data is needed
so that after deployment it should predict and classify accurately. The methodology adopted in the
process of data collection and data preprocessing to get the required symptomatic dataset is depicted
in Fig. 1.
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Figure 1: Preparation of dataset

3.5 Symptomatic Dataset Formation

The next phase is data preprocessing, which comes after data preparation. Data preprocessing is
comprised of many sub-steps, in which the dataset is made ready for the model for the training phase.
The first step of data preprocessing is data cleaning. The process of detecting the values of erroneous
values and eliminating or correcting them is known as data cleansing. In our collected dataset, the
analysis is made to check the missing or wrong values to correct them using various statistical methods.
The missing or incorrect values were removed by deleting the rows of the dataset to make it complete
for our model. The second step is data transformation also known as normalization, in which data
is brought to one single format so that it can easily be interpreted by a machine learning model.
Suppose in our case, the fever, pulse, oxygen level, etc. as attributes were collected in numerical form,
and other symptoms of the dataset were collected in categorical form. To make the data acceptable
for the machine learning model, it must be transformed into a single format. The attributes fever,
pulse, oxygen level, etc. were converted to their categorical equivalent values to keep the semantics
unchanged. The conversion was made after consulting the team of experts i.e., doctors of the institute.
The third step is data reduction, which is the process of reducing the size of the dataset either by
dimensionality reduction techniques or by feature engineering to optimize the use of storage and time
of the system. In the case of our collected dataset, some of the attributes were dropped or merged
keeping the originality of the data intact. Like shortness of breath with breathlessness, fever with
temperature, etc. After applying the above steps, the dataset is now made ready for training the model
with the following attributes as shown in Table 2. The dataset contains 7015 rows and 16 columns
with the binary value either 1 (one) or 0 (zero). The column value one (1) indicates that the symptom
is present, while zero (0) indicates that it is not present. The class label for each row is also in binary
format either 1 or 0, in which 1 represents the COVID-19 positive and 0 represents the COVID-19
negative.

Shttps://www.skims.ac.in/index.php?option=com_content&view=category&id=141:statistics&Itemid=275&layout=default


https://www.skims.ac.in/index.php?option=com_content&view=category&id=141:statistics&Itemid=275&layout=default

CMES, 2023, vol.137, no.3 2539

Table 2: Attributes of dataset

Fever Cough Rhinitis Breathlessness

Fatigue Loss of Appetite/Taste Oxygen saturation Vomiting

Sore throat Myalgia Severity of illness Contact/Travel History
Diarrhea Comorbidity Survival Result

4 Proposed Edge-Assisted Healthcare System

Traditional healthcare systems are cloud-based, in which data is sent for processing to the cloud
via the gateway, which is near the data source. Cloud computing has ruled the market during the last
two decades, in this technology processing is done in a centralized fashion. There are various cons
associated with this technology, such as latency, jitter, response time, and other related issues that are
unbearable to time-critical applications. To eliminate these cons, somehow, an edge-assisted system
has been proposed. In this proposed system, an edge computing technology has been incorporated on
the network’s edge near the data source. Edge computing is a computing paradigm in which processing
is done close to a data source, i.e., near the sensors, to eliminate the cons of cloud computing.
The proposed system comprises two parts: the proposed architecture and the second is proposed
framework. The first part of the proposed system describes the system’s working in a layered fashion,
and the second with the help of different modules. The pictorial view of the proposed architecture is
presented in Fig. 2: Layered Architecture of Proposed System and the pictorial presentation of the
proposed framework is formulated in Fig. 3: Proposed Edge Assisted Smart Healthcare Framework.
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4.1 Proposed Architecture

This section explains the proposed system’s loT-based edge-cloud three-layer architecture. The
proposed architecture is divided into three logically connected layers: Sensing Layer (Perception
Layer), Edge Layer, and Cloud Layer. The data is generated by sensors and wearables deployed in
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the sensing layer of the proposed architecture. The sensing layer is meant for collecting data (i.e.,
symptoms). The sensors that are used in our case are a temperature sensor, pulse oximeter sensor,
inertia sensor, audio sensor, blood pressure sensor, and other bio-medical sensors like EEG, ECG, etc.
Runny nose, loss of appetite, vomiting, and other non-sensor-based parameters are taken from apps
like Aarogya Setu. Other parameters such as travel history, contact history, etc., will be taken from a
person’s phone location register. This layer is only made for collecting symptomatic data and sending it
layer next to it. Sensors are battery-powered miniature devices, so it is better to do any processing there.
The second layer is Edge Layer: in this layer, our system has low-powered systems capable of doing low-
level computations and running trained machine-learning models. In this layer, the alert is generated
if the suspected has values of certain parameters high or low based on the required level. Suppose a
person has a fever, a warning is generated, and an alert is sent to caregivers and responders. After
collecting the other parameters, the trained machine model will be run on the collected parameters
to further analyze the suspect for the possible presence of COVID-19 in a suspect. The edge layer is
further divided into three parts: the local data analysis layer, the local decision-making layer, and the
local storage layer. In this layer, the incoming symptoms are locally analyzed on edge, decisions are
made, alerts are generated for a suspected, and local storage is also on the edge layer of the proposed
system. The cloud layer, the top layer of the proposed three-layer architecture, is providing high-end
computations, like advanced data analytics, advanced decision-making, and cloud storage. The high-
end ML models are trained on this data to draw better insights. The data received from the edge is
in aggregated form because some of the logic is also implemented on the edge layer. The edge-based
architecture has many advantages over cloud-based architecture. The Healthcare system is a time-
sensitive application, it needs real-time responses, so the cloud is not a good option. Edge computing
is a novel technique that overcomes the drawbacks of cloud computing. Because the data is generated
near the edge, it is preferable to process it near the data source to get real-time findings. The cloud
layer provides high-end services like storage and other health experts use the stored data to analyze
the disease better. The proposed architecture is presented in Fig. 2.

4.2 Proposed Framework

IoT-based systems are preventive and proactive rather than reactive as are traditional healthcare
systems. This section explains the loT-based Edge-assisted proposed framework. The framework is
based on Edge Computing, so the cons of Cloud Computing are eliminated. The proposed framework’s
main goal is to identify and predict the COVID-19 suspects in its initial phases. The framework can
also be used to limit the spread of disease by detecting a suspect in real-time and sending the suspect’s
data for further investigation. This framework is unique in that it generates alerts at the network’s
edge to avoid delays and latency between the cloud and the user. The framework is comprised of three
different subsystems: symptom collection subsystem, user-centric subsystem, and cloud subsystem as
shown in Fig. 3.

4.2.1 System Collection Subsystem

IoT technology has opened new doors for various application areas, smart healthcare is one of
them. With the help of IoT, a person can easily be monitored from anywhere, anytime. In our proposed
system, the system collection subsystem is responsible for collecting data, i.e., symptoms. The collected
symptoms are of two types based on the collection technology used: sensor-based and application-
based. Numerous sensors and wearables are deployed to collect real-time symptoms, and others are
collected from applications. The sensors are forwarding this data to another subsystem above it for
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analysis. The sensors are low-powered devices with onboard communication technology such as BLE,
ZigBee, Bluetooth, and other low-power communication technologies.

4.2.2 User-Centric Subsystem

The second important module of our proposed system is the user-centric subsystem, which
comprises several sub-modules. The data received from the subsystem below it through different
sensors and applications are analyzed. Various services like data aggregation, data security, data
redundancy, and other services are provided by this module. Most of the logic of the proposed system
is implemented in this module, the data sent by the sensors are checked for any severity in real-time.
In the case of COVID-19, the first parameter that is checked is body temperature, the temperature
sensor’s reading is checked by a machine learning algorithm model deployed on edge of the network.
If the temperature is above the normal level, the alert is generated and other essential parameters
are taken to check the possibility of COVID-19 suspects. Similarly, the proposed system works with
COVID-19-positive patients in case of emergency. Suppose a COVID-19-positive patient is isolated or
home quarantined, our proposed will keep track of oxygen saturation, if it falls below the threshold
value, an emergency alert will be generated and sent to different participating parties. The novelty
of the proposed system is monitoring and getting the current status of the COVID-19 suspected
from the local database i.e., from edge anytime in real-time without contacting the cloud services.
Considering the importance of time criticality in the healthcare systems, the proposed framework at
its core incorporates edge as a base technology, which helps in providing decisions in real-time. Keeping
all the cons of the cloud in consideration, the proposed system is based on edge computing to eliminate
the cons of the cloud.

Edge Gateway: This sub-module is used for communication with an outside network and with the
sensors and wearables. Due to the heterogeneity of devices and different communication technologies
used by different sensors and wearables, there is a need for a standard device that can translate to
and from different technologies. An edge gateway is used to communicate with other subsystems in
its vicinities such as users, caregivers, local data analysis, and others. The edge gateway uses low-
power communication technologies with the module below it and other high-power communication
technologies such as cellular networks etc., through the internet with the cloud.

Users: The general public comes under the category of users. Our proposed system collects the
symptoms as input from users and compares the results with stored values to see if COVID-19 is
present in the first phase. The proposed system checks different parameters with predefined values,
such as fever, oxygen saturation, pulse, blood pressure, etc. If these parameters are in the normal range,
the person is treated as normal, otherwise, COVID-19 suspect. If the person is a COVID-19 suspect,
the alert is generated, and the suspect is sent for a medical test such as RAT, or RT/PCR. The COVID-
19-positive patients are monitored by keeping track of different parameters for any medical emergency.
Suppose an oxygen level of a COVID-19 person dips below a predefined value or threshold value, an
emergency alert is sent to caregivers, doctors, and other medical facilities to provide services in real-
time. The proposed system can both eliminate the spread of infection by early detecting the suspect
and minimize the fatality rate by providing the services immediately in case of emergency.

Local Data Analysis: The data that is received from the below subsystems are analyzed in this
subsystem at the edge of the system. The machine learning models that are trained in the cloud are
deployed on the edge of the network and are running to check the severeness of the user. The Bayesian
methods work well for a small amount of data, so different Bayesian machine-learning models are used
in our proposed system. Suppose, if a user has a fever, i.e., above a threshold value, the suspect is sent
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for medical examinations to get better insights. In case of any emergency like low oxygen, the alert can
be generated in real-time to provide the needed medical services. The edge subsystem of the proposed
system can be used for different services such as data aggregation, data security, data storage, etc. In
this sub-module, the data is stored in local databases, i.e., data is local to the system and synchronized
with the cloud system for further analytics.

Caregivers and Physicians: The healthcare system is incomplete without caregivers; it is a
generalized term for medical facilities and non-medical facilities. The medical staff like doctors, nurses,
and ambulance services come under medical facilities, and caretakers (family members) come under
non-medical facilities. The caregivers monitor the patient continuously, indirectly (IoT), or directly
(physicians & caretakers). The IoT technology is a potential technology that can be mingled with
traditional healthcare systems to tackle the COVID-19 outbreak.

Medical Lab: The suspect data sent from the edge gateway is processed here in this module. This
module is made up of medical lab technologists like biochemistry, microbiology, etc. If the suspect is
COVID-19 positive, the data is sent back to the edge gateway, where the alert is generated, and the local
database is updated. If a person is negative, he may be put under surveillance or be home quarantined.

Emergency Alert: Human life is the most valuable on earth, so it is a fundamental right to
provide high-end services to the public. The healthcare system is mainly related to human lives, so
the healthcare system should be developed enough to tackle any pandemic. Our proposed system
is a combination of different technologies like IoT, Machine Learning, and computing technology
(Edge/Cloud). The emergency alert is a subsystem of our proposed system by which alerts are
generated in case of a medical emergency. This module is generating two types of alerts one is first
when a person with high temperature, high or low pulse, etc. came under the scanner and when an
under surveillance COVID-19 patient’s oxygen level dips below the threshold value. An emergency
alert is generated by the proposed system in real-time to tackle the situation.

4.2.3 Cloud Subsystem

The central processing system where everything is processed on demand is cloud computing.
Cloud computing is a buzzword of the twenty-first century, where processing is done in a centralized
manner. Cloud computing provides different services on demand like infrastructure as a service (IaaS),
platform as a service (PaaS), software as a service (SaaS), and other services. The cloud system is a
powerful system where high-end computations and analytics are done using the available services. Our
proposed system is connected through the internet, i.e., cellular networks with the cloud system and
other components. The data analyzed by the subsystem below it is sent here for other analysis to better
understand the nature of the disease. The cloud system is used for storing the data and training the
machine learning models on the updated data received from the edge system. The data from the cloud
is accessed by different participating agencies which are part of the system.

Advanced-Data Analytics Center: The advanced-data analytics center is a sub-module of our
proposed system, in which high-end machine learning models are trained repeatedly to modify the
model. The parameters of a person taken from the module below are analyzed for other possible
comorbidities such as hypertension, kidney disease, lung disease, etc. If so, information is sent to the
edge gateway to update the patient’s local database and emergency alerts are generated if needed. The
machine learning models currently running on the edge of the network are synchronized with those
running on the advanced-data analytics center. The accuracy of both subsystems increases with time,
and our proposed system will be more accurate with time and data. The medical database of the cloud
subsystem is also updated with the results generated during predictions.
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Disease Diagnosis System: Our healthcare system is not technology-based; our proposed system
is a step forward toward it. Our eyes will see intelligent healthcare systems where bots will soon replace
doctors with high accuracy in diagnosing the disease. All medical procedures will be done through an
automatic medical machine where there will be no chance of errors. Till now as of our knowledge,
no medical expert system is available, so still, medical experts are needed. Our proposed system has
different modules; the disease diagnosis system is one among them. In this module, well-known experts
in the field are checking the parameters of patients and prescribe medicines. The health physicians
are checking the other symptoms of the patients by collecting the data from the advanced medical
lab module. The data is analysed for the possible presence of other diseases such as comorbidities like
hypertension, kidney, etc., or levels of the infection. Similarly, in the case of COVID-19, the parameters
are checked based on severity like mild, moderate, severe, and critical based on a patient’s clinical
parameters. The symptoms of individuals are analyzed to understand the virus’s nature better so that
an effective vaccine can be developed.

Advanced Medical Lab: The high-level medical procedures of the patients are checked in this
module, like the other microbiological and biochemistry procedures. The edge module is not so
powerful to do whole procedures on a local level so the offloaded requests from the edge module
via the cloud are handled by this module.

4.3 Data Flow of Proposed Framework

The most important part of the proposed system is showing the flow of data in a pictorial
representation to better understand the proposed framework. Fig. 4, gives a graphical representation
of the data flow of the proposed system. In our proposed system, the data goes from lower layers to
upper layers, and from upper layers, information flows to lower layers. The data flow from the data
acquisition module to the local data analysis module and then to the high-end data analytics module.

The data flow of the proposed system is elaborated following steps:

1. The sensors, wearables, and other applications are used as data generators. These sensors
collect the symptoms such as fever, pulse, BP, oxygen saturation, runny nose, dyspnea, myalgia,
and other parameters through smartphones like travel history, etc., in real-time. The sensors,
wearables, and smartphones collectively make a network of body-worn sensors known as a
body area network (BAN). The collected symptoms from the sensors are then z analyzed.

2. The data, i.e., symptoms received from step 1 is analyzed with the help of trained machine
learning models running on the edge of the network. Based on the results of algorithms the
detection and prediction are made on whether the suspect is COVID-19 or not. The main goal
of this sub-module is to send time-sensitive information to caregivers and responders in real-
time. The incoming data from step 1, is locally stored on edge of the network. The analyzed
data is then sent to the next module for further analysis and machine learning models are
updated accordingly.

3. The data received from step 2, is further analyzed by high-end machine learning models to get
better insights from the received data. The machine learning models are continuously updated
with data and are synchronized with models deployed on the network edge.

4. The information is stored in the cloud and is shared or accessed by participating parties like
healthcare professionals and healthcare centers. The patients are then sent for further clinical
tests to check further comorbidities like hypertension, lung disease, kidney disease, etc. If so,
the database in both places is updated accordingly. The patients are sent for medical treatment
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and are monitored and put under medical observation. In this way, the spread of coronavirus
infection may be eliminated and the nature of the disease may be better understood.
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Figure 4: Pictorial representation of data flow of proposed system

5 Experimental Setup
5.1 Methodology Adopted

The section describes the overall methodology adopted and the working of a proposed framework
in detail. According to the proposed architecture and framework in the above paragraphs, the
framework is divided into three different networks. The three different networks are Medical Sensor
Network (MSN), Medical Edge Network (MEN), and Medical Cloud Network (MCN). MSN is
responsible for data collection (symptoms) by different deployed sensors. MEN receive’s the data
from MSN for local analysis and generates emergency alerts. MCN is receiving the symptoms from
MEN for further analytics, training the ML models, and further analyzing the symptoms. The pictorial
presentation of the overall setup is depicted in Fig. 5.

The working of each module concerning layered architecture is elaborated in the following steps:

1. Medical Sensor Network (MSN): MSN is a network of medical sensors, such as a temperature
sensor, pulse sensor, oxygen sensor, breath sensor, inertial sensor, airflow sensor, audio sensor, motion
sensor, ECG sensor, other devices & wearables. The sensors collect the data (symptoms) of a suspect
and send the values to the edge gateway. In the case of COVID-19, the temperature sensor sends
the temperature of the suspect and the oxygen sensor sends the oxygen saturation of the suspect. The
edge gateway is providing services locally like computation, analysis, aggregation, and storage. The
parameters of the sensor reading are checked in the edge layer with the available values. The sensors
are low-power and resource-constrained devices, so offloading is necessary to increase the life the
sensors. The communication between the sensors and the edge gateway is through 802.15 standards.

2. Medical Edge Network (MEN): MEN is a middle layer between MSN & MCN and acts
as a gateway between these two layers. The edge gateway translates the protocols of MEN when
communicating to MCN and vice versa. The edge layer provides various services such as computation,
local analysis, storage, and aggregation in real-time. The edge layer is close enough, i.e., in the proximity
of the data source, to provide time-sensitive information to caregivers and responders. The edge layer
is comprised of many high-level devices where computation and analysis can be done. For example, if
the temperature of the COVID-19 suspect is above the predefined value an alert will be generated, and
other parameters of the suspect are collected. If a suspect is identified as COVID-19 positive, it is then
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monitored continuously. Suppose the oxygen level of a person dips below a certain level an emergency
alert will be generated and the caregivers and responders will be notified accordingly. In our proposed
framework the machine models are trained on the cloud and are running on edge to eliminate the
cons of the cloud. Healthcare is a time-critical application as it does not bear high response, high
latency, and jitter, so the edge provides the solution to overcome these problems. The edge gateway
uses cellular technology to communicate with the cloud network. Two types of alerts are generated in
this layer one is when a suspect has a high temperature, low or high pulse, low oxygen saturation, and
difficulty breathing. In this case, an early alert is generated to check the suspect for the presence of
COVID-19 infection. The procedure and working for an early sign for the possible suspect to generate
an early alert is described in Algorithm 1. The second is when the suspect is confirmed as COVID-
19 positive and is on continuous monitoring support for vital parameters. If the patient has a dip in
oxygen saturation and shortness of breath, an emergency alert is generated, and the signal is sent to
all participating parties for emergency care. The patient needs to be hospitalized as soon as possible to
provide the necessary support. The working procedure for a medical emergency needed for a patient
to generate an emergency alert is depicted in Algorithm 2.
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Figure 5: Logical view and working of framework

Algorithm 1: To Predict the COVID-19 Suspect at Edge Layer

INPUT: Symptoms of Suspect;

OUTPUT: Whether a Suspect is COVID-19 Positive or Negative;

Step 1: Select the Primary Symptoms of Context, i.e., Fever, Pulse, O, Saturation, and Breath;,
(Continued)
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Algorithm 1: (continued)

3 Step 2: Compare each Symptom value with the stored value:
a. If the value is not in the Normal Range;

Then the person may be a COVID-19 suspect: and GOTO Step 3;
b. Else Person may not be a suspect GOTO Step 5;

Step 3: Generate an Early Alert and send it to responders and caregivers:
a. Collect all other parameters of the suspect,

b. Send the collected parameters for analysis;
Step 4: If the Suspect is COVID Positive,
a. Update the database;

b. Send the Information to Caregivers and Responders;
Step 5: Exit;

Algorithm 2: To Predict the Severity of COVID-19 Patients at Edge Layer
INPUT: Vital Signs of Patient;
OUTPUT: Whether a COVID-19 Positive needs Emergency Support or Not;
Step 1: Select the vital Symptoms of Context, i.e., Fever, Oxygen Saturation, and Breath;
Step 2: Compare each Symptom value with the stored value:
a. If the value is not in the Normal Range;
Then the COVID-19 patient needs emergency support: and GOTO Step 3;
b. Else Patient is Stable GOTO Step 4,
Step 3: Generate an Emergency Alert and send it to responders and caregivers;
a. Collect all other parameters of the suspect;

b. Monitor the Patient Continuously,
Step 4: Exit;

3. Medical Cloud Network (MCN): MCN is the last layer of our proposed architecture and is
comprised of high-end medical servers. This layer is responsible for providing high-level services
computation, analytics, storage, and others. The communication between the edge and cloud layer
goes through edge gateways using cellular networks like 3G, 4G, 5G, and LTE. The requests that MSN
generates are handled by MEN and those which are not available on edge are sent to the MCN. MCN
responds to the requests of MEN and a response is sent to MSN. The high-level machine learning
algorithms are running on the data received from MEN to get better insights and better understand the
nature of the disease. The ML models are trained on MCN and deployed to MEN. The edge layer is not
powerful enough, so machine learning models can be trained on MEN. MCN provides all other high-
level services and stores the data for future use. Cloud computing is a centralized computing paradigm
in which computation is done in the cloud in a centralized fashion. There are many disadvantages of
this fashion like response time, latency, and jitter, which are not tolerable by healthcare applications.
Healthcare is a time-critical application in which high responses, latency, and jitter are not acceptable.
To overcome this and maintain healthcare’s criticalness, our proposed system has used an edge layer
to eliminate these problems.

The main focus of our proposed system is on edge of the network, i.e., the Medical Edge Network
(MEN). The main logic is implemented in this module of the proposed system. The data that is
acquired through the perception layer from different sources such as sensors, wearables, and medical
IoT devices is handled by the edge layer. The processing of data and ML models are running to generate
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results. The time-sensitive information is sent to caregivers and responders as emergency alerts. The
detection and prediction of the potential suspect are made through ML models in the early stages. The
other services are also provided by the edge layer such as data aggregation, data compression, local
storage, etc. for fast communication. The data is sent to the cloud for further high-end analytics and
for getting other high-level services. The proposed model will minimize the communication latency,
response time and delays occurred in cloud-based systems. The data that is sent to the cloud from
the edge in aggregate and compressed to minimize the network traffic and bandwidth requirement.
Other services can also be provided such as data security to ensure the privacy of the individual’s
healthcare data.

5.2 Machine Learning-Based Detection & Prediction Model

This work uses the dataset preprocessed in Subsections 3.4 and 3.5 of Section 3 to build a
prediction model for our proposed system. Predictive analytics are useful in almost all fields, especially
in modern smart healthcare systems where the data is generated from multiple sensors. In traditional
systems, the models were built on historical data and by expert suggestions, associations between
variables are established. These data models are static and of limited use for fast-changing and irregular
data. On the other hand, IoT-based systems are producing a lot of data in a dynamic state continuously
and in real-time, so traditional data models would not be a good choice to follow. The machine learning
models can learn explicitly without being programmed. Since our proposed model is predictive and
the dataset collected is used to test the model for the prediction of COVID-19 suspects. The gathered
dataset is symptomatic and is categorical data with the class label as positive (1) and negative (0). The
work of this proposed model is to predict the COVID-19 suspects in the initial stage to minimize
the transmission of coronavirus infection. Our dataset is labeled and the problem is based on the
classification of COVID-19 as positive or negative, so our primary focus is on supervised machine
learning techniques. During model building the dataset is split into two parts; one training part and
another testing part. The training part is mostly above half of the dataset and the testing part is below
half. The training part is used to train the build on different instances and the test part is used to
examine the performance of the proposed model. Based on the working of the ML algorithms there
are various categories of algorithms. In our study different ML techniques are used to build a perfect
model.

Support Vector Machine (SVM) is a non-probabilistic binary classifier best separates the two
classes with the maximum margin by drawing the hyperplane. The model is then used to predict the
class label for new unseen input data to which class it belongs. In our case, the proposed model is used
to predict the class label based on the symptoms collected in either positive or negative classes. SVM
works by creating a decision boundary that can best segregate m-dimensional space into different
classes. The hyperparameter settings adopted during the training and testing phase of the model for
some of the important parameters like, C = 1.0, Kernel = ‘rbf’, Cache = 200 and Random_State =
‘None’.

Logistic Regression is the most significant supervised machine learning technique based on logistic
function. Logistic regression is the upper version of linear regression and is used for regression
problems whereas logistic regression is used for classification problems. Logistic regression predicts
the output as a categorical value (Yes or No) of 0 or 1 but in probabilistic form. Logistic regression
works by fitting the S-shaped curve based on a function that can predict two maximum values. The
parameter settings adopted for the solver = ‘Ibfgs’, max_iter = 100, and verbose = 0 during the training
and testing of the model.
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Naive Bayes is a probabilistic supervised machine learning technique based on the Bayes theorem
used for classification problems. Naive Bayes is a fast and easy machine-learning technique that can
predict the class label of the data. Naive Bayes is based on assumption that the attributes have no
relation and are independent of each other so it is unable to draw the relationships among the attributes.
There are various types of naive bayes models like Gaussian, Multinomial and Bernoulli naive bayes.
The values adopted for the parameters like alpha = 1.0, force_alpha = ‘warn’, fit_prior = True, and
class_prior = None. The hyperparameter setting is adopted during the training and testing of the model
according to the problem to get the best results.

Neural Network belongs to the family of artificial neural networks (ANN) modeled to mimic the
human brain. The neural networks are used for classifications as well as clustering problems but it is
mainly used for supervised learning. Neural networks work by learning the relationships among the
attributes by using a series of inbuilt connections, i.e., neurons are connected with others to classify
things. Neural networks are mainly made up of three layers: input layer, hidden layer, and output
layer. There are various types of neural networks like modular NN, Feedforward NN, Recurrent NN,
Convolutional NN, etc. The attribute setting adopted during the training and testing of the proposed
model for activation_function = ‘relu’, lereaning_rate = ‘constant’ and random_state = 10. Based on
these settings, we have got the best results for our problem of COVID-19 disease classification.

A decision Tree is a supervised machine learning technique that is used for both classifications
as well as for regression problems. Internally it organizes the attributes in the form of a tree-based
structure, where internal nodes are representing the attributes, links are decisions made and leaf nodes
represent class labels. For selecting the best root various selection measures are followed, Information
Gain and Gini Index are most commonly used. The hyperparameter values for the decision tree
adopted during the training and testing phase are as, criterion = ‘gini’, max_depth = 4 and splitter
= ‘best’.

Random Forest is a supervised machine learning technique used for both classification and
regression problems. Random forest internally works by generating many decision trees and takes an
average of all to predict the accuracy. The random forest is based on the concept of ensemble learning,
in which multiple classifiers are used to solve complex problems. Decision trees suffer from a problem
of overfitting during the training phase that is eliminated in random forests. The attribute settings
adopted during the training and testing phase of the model for some of the important parameters
are, n_estimators = 100, criterion = ‘gini’, and max_features = ‘sqrt’. Hyperparameter tuning is an
important step in building the optimal model for any problem. The hyperparameters are to be tailored
according to the need of the problem. In our case, to classify the suspect either as COVID-19 Positive
or COVID-19 Negative, we have tried different settings and lastly saved the best one.

The work is done using Python 3.9 and in Anaconda Environment. The novel primary dataset
collected from SKIMS, Srinagar, Jaimmu & Kashmir, India, is used to build the models using different
algorithms. The statistical analysis of the data is performed in python to get better knowledge about
the nature of the dataset. Table 3, highlights the main statistical findings of the prepared dataset. The
dataset contains 7015 rows and 16 columns with binary values either 1 or 0. The statistical analysis
of the dataset shows that the dataset contains 3112 as negative and 3903 instances as positive. Apart
from this, the average mean is 0.399567 and the average standard deviation is 0.258997.

During our study, the dataset has been divided into ratio of 70:30 in which 70% of the data is
used to train the model and 30% is used to test the model. The novel primary dataset of COVID-19
symptoms contains a total of 7015 x 16 instances. The training set contains the 4910 and the test set
contains the 2105 instances of the dataset based 70:30 ratio. As our problem is a classification problem,
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the suspect is either COVID-19 positive or negative so the binary classification method is used, in which
0 represents negative and 1 represents positive. Fig. 6 displays the train, test, and overall accuracy of
the proposed models.

Table 3: Statistical analysis of dataset

Total number of instances Total number of rows Negative instances
7015 16 3112
Positive instances Average mean Average standard deviation
3903 0.399567 0.258997
100
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Figure 6: Accuracy of proposed machine learning models

The performance of the developed models is generally measured in terms of the accuracy achieved
by the model. During our research work, six machine learning models were proposed namely, support
vector machine, logistic regression, naive bayes, neural network, decision tree, and random forest.
The models were compared using three different accuracies such as train accuracy, test accuracy, and
overall accuracy. The training accuracy is defined as the accuracy achieved by the model during the
training phase to perfectly classify the suspects into either a positive class or a negative class. Test
accuracy on the other hand is the ability of the developed to perfectly classify the suspects into either
positive or negative classes. Accuracy is generally the same as the test accuracy of the proposed model
to check the performance of the model. The support vector machine, logistic regression, and neural
network have achieved 98% accuracy, whereas the decision tree and random forest have achieved 97%
accuracy. The Naive bayes model did not perform well on this data while it achieved only 84% accuracy.
During the training phase, the support vector machine achieved 97.31, logistic regression 96.56%, naive
bayes 84.20%, neural network 97.62%, decision tree 96.44%, and random forest achieved 97.88%. The
above discussion makes it clear that most of the proposed machine learning models performed well in
terms of accuracy except naive bayes which performed least on the novel dataset.
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6 Performance and Model Evaluation

The models that are built in the above section are validated through various performance
measures. Model evaluation is an important part of the development process of a model. The model
evaluation process helps us to select the best-fit model that describes our data. The future predictions
that would make our model are evaluated in the process of model evaluation. As our problem is a
binary classification of the COVID-19 suspects, there are four types of possible outcomes. These four
possible outcomes make a confusion matrix of the model represented in Fig. 7.
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Figure 7: Diagrammatic representation of confusion matrix

6.1 Various Performance Measures

A confusion matrix is a 2 x 2 (two rows, two columns) matrix representation, that provides the
figure of True Positives (TP), True Negatives (TN), False Positives (FP), and False Negatives (FN). The
confusion matrix provides a graphical representation of the accuracy of the model, and how much our
model is accurate.

e True positive (TP) is the number of instances that are predicted positively by the model and are
also positive in actual. Suppose a person is COVID-19 positive, our model has also predicted
the suspect as COVID-19 positive.

e True negative (TN) is the number of instances that are negative in actuality, and our model has
also predicted them as negative. In our case of COVID-19, if a suspect is negative and the model
has put the suspect in the negative class.

e False positive (FP) is the number of instances that are negative in actual but our model has
predicted them as positive. Let us suppose a COVID-19 case if a suspect is negative but our
model predicted it as positive.

e False negative (FN) is the number of instances that are labeled as negative by our model but in
actuality, they are positive. Suppose a person is COVID-19 positive, our model has predicted it
as negative.

Furthermore, the performance evaluation of the above machine learning models is evaluated
through the different performance measures such as Accuracy, Precision, Recall (Sensitivity), F-Score,
Specificity, Area Under Curve Score (AUC-Score), and Root Mean Square Error (RMSE). Based on
the above short definitions the performance measures are computed as follows:
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The accuracy of a model is a basic and important performance-measuring metric that is used
to check the performance of a machine learning model. Mathematically, it is computed as the
total number of correctly predicted instances divided by the total number of instances. The
mathematical representation of accuracy is denoted as below:

TP+ TN
TP+ FP+ TN + FN

Accuracy =

Precision is the measure of the exactness of the machine learning model. Mathematically it is
represented in the equation below:

TP

Precision = ———
TP + FP

The recall is referred to as the true positive rate (TPR) of a machine learning model and is also
known as sensitivity. A mathematical representation of the recall is shown below:

TP

Recall/ Sensitivity = TP L FN

F-Score is the harmonic mean of the recall and the precision and mathematical representation
of the equation being given below:

Precision % Recall

F-S =2
core ¥ Precision + Recall

Specificity is referred to as the true negative rate (TNR) of a machine learning model.
Mathematically it is represented as follows:

TN

Specificily = ]—N—W

RMSE is a performance measure and is computed as the difference between the predicted
instances of the model and the total number of instances. A mathematical representation of
the equation is given below:

FP+ FN
TP+ TN+ FP+ FN

RMSE = \/

AUC-Score is the region under the ROC Curve and the value is always between 0 and 1. The

proposed model is good if its value is close to 1. Mathematically it is represented as follows:
1 TP TN
AUC = <= %

2 TP+FN+ TN + FP

6.2 Model Validation Techniques Adopted

Model Validation is a technique of evaluating the performance of the model by authenticating

that the model is performing for what it was intended to. Suppose in the case of a COVID-19 suspect,
it is predicting the right person as a COVID-19 suspect based on the symptoms. The logic behind
the model evaluation is that the model is trained with one part (mostly large) of the data and one
part (small part) is used for testing the performance of the model on new instances. There are various
techniques to evaluate the performance of the model, the hold-out method and k-cross-validation are
the most frequently used. The hold-out cross-validation is the simplest method in which the dataset is
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divided into two sets usually in the ratio of 70:30 depending upon the size of the data. 70 percent of
the data is used for training the model and 30 percent is used to test the performance of the model.
But this method may result in overfitting, in which the model performs well during the training phase
but drops its performance in the testing phase. To overcome this problem another technique is k-cross-
validation. In k-cross-validation the dataset is divided into k equal parts, k-1 parts are used for training
the model and the kth part is used to test the model’s performance. This procedure is followed k times
and shuffling of data each time. Generally, the k = 5 or k = 10, as these values do not suffer from high
bias or low variance. In our case, the 10-cross validation has been used to check the performance of
the model proposed. The dataset is divided into k-folds (k = 10), k-1 folds are used for training, the
kth fold is used for testing and this process is repeated k times. The procedure of k-fold-validation
employed in our research is represented in Fig. &.
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Figure 8: Diagrammatic representation of adopted k-fold cross-validation

7 Results and Discussions

The performance of the proposed machine learning models is elaborated in the below sections.
As our problem is a binary classification of disease, i.e., COVID-19 positive or negative. The most
basic and important performance measures by which our proposed models are verified are Accuracy,
Precision, Recall, F-Score, Root mean Square Error and Area Under Curve Score. Apart from these
performance measures Confusion Matrices and Receiver Operating Characteristic Curves are also
shown diagrammatically. Lastly, the k-cross-validation of proposed machine models is carried out to
check the model’s robustness.

7.1 Confusion Matrices of Various Proposed Models

The confusion matrices of the machine learning models applied to the novel primary symptomatic
dataset are represented in Fig. 9. The diagonal elements of the matrices represent truly classified scores
whereas non-diagonal elements represent misclassified scores of the proposed models.

The confusion matrices of the proposed machine learning models above are summarized in
Table 4. The table displays the outcome of the matrices of the proposed models in terms of true posi-
tives, true negatives, false positives, and false negatives. The confusion matrix represents the instances
into four quadrants in the case of binary classification. As our problem is to classify the suspects into
either COVID-19 positive or negative based on the symptoms. During the experimentation, the hold-
out method has been used in which the dataset has been divided into unequal parts 70:30. The 70% of
the data is used for training the proposed machine learning model and 30% for testing the performance
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of the model in terms of various performance measures. In our study, the primary novel dataset based
on the symptoms of the patients collected from the SKIMS, Srinagar, J&K, India has been used.
The dataset contains 7015 rows and 16 columns with each column having a binary number either 1
or 0 as a value. The class label is also in binary value, as our problem is to classify the suspects as
either COVID-19 positive or negative. 1 represents the presence and 0 represents the absence of the
symptom similarly, for class label 1 represents the COVID-19 positive, and 0 represents the COVID-19
negative. After analyzing the confusion matrices of proposed machine learning models almost all have
performed well except the naive bayes.
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Figure 9: Confusion matrices proposed machine learning models

Table 4: Summary of figures of confusion matrices

Machine learning model ~ True positive  True negative False positive False negative Support

(TP) (TN) (FP) (FN)
Support vector machine 1165 893 22 25 2105
Logistic regression 1164 889 23 29 2105
Naive bayes 1106 660 81 258 2105
Neural network 1162 891 25 27 2105
Decision tree 1164 880 23 38 2105
Random forest 1153 895 34 23 2105

The table above displays each proposed machine learning model concerning its four quadrants of
matrix and the support. From the above table, it is clear that the dataset used for experimentation
purposes is balanced, so there are less chances of biased prediction. As in our proposed machine
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learning models, 70% of the data is used for training and 30% for testing the performance of the model.
The dataset contains 7015 instances in total which implies 4910 instances of the dataset are being used
for training the machine learning model and 2105 instances are used for testing the performance of
the model. The above table represents the correctly classified instances and misclassified instances
into four columns. Our problem is a binary classification of suspects either COVID-19 positive or
negative, so the entries of the table will be true positive & true negative (correctly classified) and false
positive & false negative (misclassified). The model has performed well if it has less (~0) number of
false positives and false negatives, i.e., a smaller number of misclassified instances. In our case, almost
all proposed machine learning models have performed well except the naive bayes which have made
more misclassifications. In the case of disease, both the values, i.e., false positives and false negatives
should be low (~ 0) to minimize the impact of the disease. But in the case of COVID-19, the model
should have a low i.e., ~ 0 number of false negatives to minimize the fatality and spread of the infection.
Suppose our model predicts COVID-19-positive persons as negative, it will infect many others and
degrades the performance of the proposed model. The above concept can be further understood with
the concept of errors made by the model. There are two types of errors first is a Type-I error and
the second is a Type-II error. Type-I error means when the model misclassifies a person and wrongly
puts him in a positive class. Suppose in the case of COVID-19, a person is classified as positive but
in actuality, he is negative, this will not impact so much on our proposed model much. On the other
hand, if the person is misclassified as negative, but in actuality he is positive, it will make a bad impact
on the proposed model. This is known as Type-II error, Type-II error is more dangerous in our case
of COVID-19.

7.2 Various Performance Measures Used for Comparing the Proposed Models

The proposed machine learning models are evaluated using different performance measures such
as Accuracy, Precision, Recall, F-Score, RMSE, and AUC area. Table 5 displays the results of each of
the applied machine-learning techniques with respect to essential performance measures.

Table 5: Summary of results of performance measures

Machine learning model Accuracy  Precision  Recall F-Score  AUC-Score = RMSE

Support vector machine 97.767 0.98 0.98 0.98 0.98 14.94
Logistic regression 97.530 0.98 0.97 0.97 0.98 15.72
Naive bayes 83.895 0.85 0.83 0.83 0.83 40.13
Neural network 97.530 0.97 0.97 0.97 0.98 15.72
Decision tree 97.102 0.97 0.97 0.97 0.97 17.02
Random forest 97.292 0.97 0.97 0.97 0.97 16.02

The proposed models are checked or tested using different measures that are listed in the table
above. Our problem is related to the healthcare domain to detect and predict the COVID-19 suspect
in the early stage to minimize the fatality and spread of the coronavirus infection. Accuracy is a
performance measure to check the performance of the proposed model, from the above table almost
all of the proposed models have achieved above 97% accuracy but naive bayes performed least with
83.895% accuracy.

Root Mean Square Error (RMSE) is the standard deviation of errors that are made by the
proposed machine learning models in making the predictions. The lower the values of RMSE the
better the model is, SVM achieved the least value of 14.94, logistic regression and neural network got
15.72, random forest 16.02, decision tree 17.02 and the highest score of 40.13 by naive bayes. In terms
of precision, recall, f-score, and AUC-score almost all the proposed models have achieved a good score



2556 CMES, 2023, vol.137, no.3

except naive bayes which performed the least. F-score is the best measure for any application area, it
gives overall information about the proposed model in terms of classification. F-score is a combination
of precision and recalls as a single metric to check the performance of the model. When the cost is
associated with the false negatives (FN) the recall is the best measure to check the performance of
the model. Otherwise, if the cost of the problem is associated with false positives (FP), precision is
the metric to check the performance of the model. In our study of the detection and prediction of
COVID-19 suspects, the cost of the problem is associated with the false negatives (FN) recall is the
best measure to check the performance of the model.

7.3 ROC Curves of Various Proposed Models

Receiver Operating Characteristic Curve (ROC) is another important performance measure by
which the efficiency of the machine learning model is checked. The ROC curve is shown in the graph
with the true positive rate on the x-axis and the false positive rate on the y-axis on all thresholds. The
classifier is better if the curve tends to be close to the upper left corner of the graph, otherwise degrades
the efficiency of the model. Fig. 10 shows the ROC curves of the proposed machine-learning models.
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Figure 10: ROC curves of proposed ML models

7.4 K-Cross Validation of Various Proposed Models
The most important thing to check the reliability and consistency of the proposed model is by

0

04 05 08 10
False Posttive Rate

using cross-validation. In cross-validation, the proposed models are checked for the problems of
overfitting and underfitting that are occurred in hold-out validation. Overfitting is a problem of
training the model with a lot of data and it tends to learn new things from noise. Underfitting on
the other hand occurs when there are fewer data instances to train the model or when the model does
not fit the data. Both conditions are degrading the performance of the model in terms of accuracy
and other performance measures. In our research, the 10-fold cross-validation (k = 10) has been used
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to check the robustness of the proposed machine learning models. The accuracies of all 10 iterations
have been recorded with the mean accuracy of each iteration listed in Table 6.

Table 6: K-Fold (10) cross-validation results
Folds

ML model Accuracy Mean

Fold 1 Fold2 Fold 3 Fold 4 Fold 5 Fold6 Fold7 Fold8 Fold9 Fold 10 >

Support 96.01 97.15 98.01 98.15 96.58 96.58 98.15 96.29 97.57 98.00 97.25
vector
machine

Logistic 95.73 96.58 97.58 97.44 96.44 9586 97.43 96.01 97.72 98.00  96.89
regression

Naive bayes 8591 82.48 85.04 83.33 83.62 83.02 83.31 84.31 84.74 8573 84.15

Neural 96.01 97.01 97.44 98.01 96.44 96.15 97.18 96.15 9729 98.15 97.04
network

Decision 95.58 96.72 97.15 98.14 96.87 96.01 97.43 95.72 96.72 97.15 96.75
tree

Random 95.73 96.58 97.15 98.15 97.01 96.58 97.72 95.86 96.58 97.86 96.92
forest

The model validation is an important step to check the reliability and consistency of the model and
whether the model is free from overfitting and underfitting problems. During our work, the models are
validated using k-cross-validation. The accuracy graph is shown diagrammatically of all 10 iterations
in Fig. 11. From Table 5 and Fig. 11, it is clearly visible that each proposed machine learning model
has shown consistency in all ten accuracies. The accuracies are varying at most three decimal numbers
for almost each proposed machine learning model. The lowest accuracy of SVM is 96.01%, the highest
is 98.15% and the mean accuracy is 97.25%. Similar differences are in the accuracies of the rest of the
proposed machine learning models. Fig. 11 displays the 10-fold cross-validation accuracies of various
proposed machine learning models.
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Figure 11: Graphical representation of the 10-fold cross validation accuracies
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The graph above is drawn for the accuracies of proposed machine learning techniques against
the 10-fold. From the figure above it is clear that almost all the proposed techniques have achieved
accuracy above 96%, and the naive bayes have achieved only around 84%. SVM and neural networks
have achieved around 97% mean accuracy, whereas, decision trees and random forests have achieved
around 96.5%. From the above discussion, it is clear that SVM and neural networks have performed
well on our novel dataset.

7.5 Comparative Analysis
7.5.1 Comparative Study of Different Proposed ML Models Based on Accuracies

The Table 7 displays the accuracies of various proposed machine learning models with respect to
two validation methods. The two validation techniques used in our work are hold-out validation and
k-cross validation, for hold-out validation the ratio of 70:30 is used and for k-cross validation, k = 10 1s
used. The hold-out validation is dependent on the train-test split that cannot be changed for all. On the
other hand, during the cross-validation method, the model is trained on each part and tested on each
part. The table compares the accuracies achieved each in hold-out validation and k-cross validation.
During our study we have used k = 10, which implies the dataset is divided into ten-folds (10), from
that nine-folds are used for training and one-fold for testing. The process is repeated ten times to give
each fold a chance for training as well as for testing. This process requires a lot of time and resources to
build a model, but it will indicate how better predictions can be made on unseen instances of the data.
From the above discussion and Table 6, it is clear that our models have performed well in both the
hold-out and cross-validation methods. The differences in hold-out accuracies and 10-fold accuracies
are minor for each proposed model so it is clear that our proposed models are not biased.

Table 7: Comparison of hold-out and K-fold accuracies

Machine learning model Hold-out accuracy  10-fold mean accuracy
Support vector machine 97.767 97.249
Logistic regression 97.530 96.878
Naive bayes 83.895 84.148
Neural network 97.530 97.035
Decision tree 97.102 96.750
Random forest 97.292 96.921

The two accuracies such as hold-out accuracy and 10-fold mean accuracy of each proposed model
given above in the table being represented in the bar chart format. The SVM has achieved 97.77%
accuracy in the hold-out method and 97.23% accuracy in the cross-validation method. Similarly,
all proposed methods have achieved good in terms of both the accuracies except naive bayes which
has achieved the least. Fig. 12 gives a graphical representation of the hold-out accuracies and cross-
validation accuracies.

Fig. 13, a line graph is a diagrammatical representation of the hold-out and cross-validation
accuracies of various proposed machine-learning models. From Figs. 12 and 13, it is clear that the
models built on the novel symptomatic dataset, are robust. The two accuracies have minor differences
so the proposed models are reliable and consistent and have not suffered from any bias.
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Figure 13: Graphical representation of hold-out and cross-validation accuracies

7.5.2 Comparative Analysis of the Proposed Work with the Existing Work

The work that is being presented is examined in conjunction with articles that have been published
in the past on methods that are based on machine learning. For this comparative analysis, we
selected the most recent papers that were also the most pertinent. Our proposed research is based on
symptomatic data in order to anticipate and diagnose COVID-19 in its earliest phases, hence reducing
the infection’s spread and the number of fatalities. In addition to the aforementioned aims, one of our
key goals is to develop a rapid and inexpensive approach to recognizing and preventing the spread
of COVID-19. The proposed system employs an edge-based Internet of Things (IoT) environment
to communicate time-sensitive data efficiently and inexpensively. In this work, a variety of machine
learning and ensemble learning models are presented, and their performance is compared to that of
previous research in related fields. The findings of our study, which are based on an environment at
the edge of the Internet of Things (IoT), have an accuracy rate of 97.767 percent. The work that has
been proposed, to the best of our knowledge, has reached the highest achievable level of accuracy.
Only a handful of the publications on COVID-19 identification are based on symptoms, whereas the
vast bulk of the research on COVID-19 identification is based on CT scans. Table § displays the most
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up-to-date findings from research on COVID-19 based on a variety of criteria. The dataset that was
used, the methods that were applied, the framework that was applied, and the valuable information
regarding the accuracy that each obtained are all listed in separate columns in the table.

Table 8: Comparative analysis of proposed work with existing work

Authors Technique Dataset Computing Accuracy
framework

[44] WEKA Tool 1476 x 7 records 854 positives  IoT cloud-based 92%
various algorithms and 622 negatives system

[67] Deep learning 618 CT samples N/A 86.7%
(CNN)

[68] Gradient-boosting 51,831 tested N/A 95%
with decision-tree individuals (of whom 4769 were

confirmed to have COVID-19)
[69] Machine learning Medical history, demographic ~ N/A 93.75%

(LR, SVM, NN, KNN) data, as well as
COVID-19-related information

[70] Transfer-learning 1065 CT images of N/A 79.3%
model pathogen-confirmed
COVID-19
Proposed Machine learning (support Primary symptomatic data IoT edge-based 97.767%
vector machine, logistic collected from SKIMS system
regression, naive bayes, 7015 x 16 with 3112 Negative
neural network, decision instances and 3903 Positive
tree and random forest) instances

8 Conclusion

The COVID-19 pandemic has taken thousands of precious lives since 2019. The combination of
IoT with other novel technologies such as ML, Al, and edge computing can combat the COVID-
19 pandemic. The novel healthcare systems can provide time-sensitive information to caregivers and
responders in real-time is the need of an hour. Traditional healthcare systems are reactive systems
that are providing healthcare services to the users only after diagnosing a specific disease. In contrast
to reactive healthcare systems, the article proposes a novel healthcare framework that is proactive
and preventive. A novel healthcare edge-assisted framework is proposed in this study to detect and
predict the COVID-19 suspect in the early stages to break off the spread of coronavirus infection
and reduce the mortality rate. The framework is based on edge technology to provide localized
healthcare facilities with minimal latency, fast response time, and optimal energy consumption. The
framework has mainly three components: symptom collection module, user-centric module, and cloud
module. The proposed framework uses sensors, wearables, and IoT devices to collect the data and
apply machine learning models to detect and predict COVID-19 suspects. The framework is validated
using the novel symptomatic dataset collected from the SKIMS, Srinagar, Jammu & Kashmir, India.
During our study, six machine learning models have been proposed namely, support vector machine,
logistic regression, naive bayes, neural network, decision tree, and random forest. Various performance



CMES, 2023, vol.137, no.3 2561

metrics, including accuracy, precision, recall, F-score, AUC-score, and RMSE, have been used to
assess how well the proposed models perform. The 97% and above accuracy is achieved by almost all
proposed models except naive bayes has achieved only 84%. In our case study, the proposed models are
validated using k-cross-validation to check the reliability and consistency of the model. The proposed
novel edge-assisted framework will help in identifying and predicting the COVID-19 suspect in the
early stages and monitor the patient continuously. Apart from the above, the framework will provide
time-sensitive information to caregivers and responders to provide emergency support. In the future,
the large dataset will be used to better comprehend the nature of the disease to come up with more
specific solutions. Our focus would be to propose ensemble models like Gradient Boosting, Bagging,
and XGBoost algorithms. Furthermore, after getting access to a large dataset, deep learning techniques
would be implemented to enhance the performance of the model.
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