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#### Abstract

In this paper, we propose a parameterization transfer algorithm for planar domains bounded by B -spline curves, where the shapes of the planar domains are similar. The domain geometries are considered to be similar if their simplified skeletons have the same structures. One domain we call source domain, and it is parameterized using multi-patch B -spline surfaces. The resulting parameterization is C 1 continuous in the regular region and G 1 continuous around singular points regardless of whether the parameterization of the source domain is C1/G1 continuous or not. In this algorithm, boundary control points of the source domain are extracted from its parameterization as sequential points, and we establish a correspondence between sequential boundary control points of the source domain and the target boundary through discrete sampling and fitting. Transfer of the parametrization satisfies $\mathrm{C} 1 / \mathrm{G} 1$ continuity under discrete harmonic mapping with continuous constraints. The new algorithm has a lower calculation cost than a decomposition-based parameterization with a high-quality parameterization result. We demonstrate that the result of the parameterization transfer in this paper can be applied in isogeometric analysis. Moreover, because of the consistency of the parameterization for the two models, this method can be applied in many other geometry processing algorithms, such as morphing and deformation.
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## 1 Introduction

In computer-aided design (CAD), boundary representation is one of the main methods for representing three-dimensional (3D) shapes. The process of obtaining a solid spline representation of a computational domain from a given boundary is called parameterization. For planar geometries, parameterization means finding a B-spline surface representation from given boundary curves. The quality of the parameterization of the computational domain has a great impact on the computational accuracy and efficiency in isogeometric analysis (IGA), which is similar to the influence of the mesh quality in finite element analysis. Usually, the parameterization of a computational domain suitable for IGA satisfies the following three basic requirements: (1) Regularization. The mapping from the parametric domain to the physical domain should be injective. Therefore, there is no self-intersection
in the iso-parametric structures. (2) Uniformity. The iso-parametric lines are as uniform as possible. (3) Orthogonality. Orthogonality of the iso-parametric structures is preferred in IGA.

In this paper, we propose a parameterization transfer algorithm from one planar domain to another domain, where the two domains have similar shapes, and the parameterization of one domain is given. The geometry with a given parameterization is called the source model, and the other is called the target model. The parameterization of the target model with the transfer algorithm is C1/G1 continuous regardless of whether the source model is C1/G1 continuous or not. The boundaries of the two planar domains are B-spline curves. Therefore, boundary control points of the two planar domains need to be matched first, and the parameterization transfer process is to map the internal control points of the source model to the interior of the target model. The parameterization transfer we proposed meets the following three requirements: (1) Injectivity. The resulting parameterization does not have self-intersection. (2) Low distortion. As the two planar domains are similar in our algorithm, if the parameterization of the source model has high quality, the resulting parameterization also has high quality if the distortion of the map is as small as possible. (3) C1/G1 continuity. Whether the parameterization of the source model satisfies C1/G1 continuity or not, we hope the resulting parameterization has this continuity without additional post-processing.

We use the method proposed by Xu et al. [1] to parameterize the source model. The parameterization transfer process roughly consists of the following two steps:

- Construct boundary correspondence. First, we extract the boundary splines of the source model in the counter-clockwise direction, and then we process the boundary of the target model to obtain a boundary representation that is also in the counter-clockwise direction. Second, the number of control points on the boundaries of the target model $n_{s}$ may not be the same as that of the source model $n_{t}$. If $n_{t}>n_{s}$, we will re-parameterize the boundary of the target model to make $n_{t}=n_{s}$. Otherwise, refinement will be performed on the target model to make $n_{t}=n_{s}$. After that, the boundary representations of the source and target models are consistent, and we establish a one-to-one correspondence between the boundary control points of the two models.
- Construct a discrete harmonic map that preserves the continuity of the source model or adds C1/G1 continuity to the target model. In this paper, the mapping is computed on a triangle mesh of the source target model, and the position of the internal control points of the target model is obtained by linear interpolation on the triangle mesh. The C1/G1 continuity and boundary correspondence are used as constraints to obtain the parameterization transfer result.

Experiments show that if the shape of the target model approximates the shape of the source model under a rigid transformation, articulation transformation, or tiny non-rigid transformation, the transfer process can produce a high-quality parameterization for a target model, and the resulting parameterization satisfies C1/G1 continuity.

## 2 Related Work

A considerable amount of work has been conducted related to the parameterization of twodimensional domains for IGA. However, parameterizing two domains with the same spline topology has been rarely researched. Our work aims to parameterize the target model with some topology of a spline representation of the source model, which can produce high-quality parameterization of the target model, and the same topology of the two models can be used for pre-processing of other geometry processing problems. Below, we introduce the work most related to our algorithm.

IGA-suitable planar parameterizations. The parameterization of the computational domain is a basic problem in IGA. Many methods have been proposed to parameterize the computational domain for IGA in the past years, and there are some methods for dealing with the parameterization of two-dimensional regions based on single spline surface representations that are suitable for IGA. Xu et al. [2] constructed the injective planar parameterization by optimizing constrained energy. Nian et al. [3] proposed a method for generating bijective high-quality planar parameterizations from four specified boundary curves based on the Teichmüller mapping, and the condition number of the stiffness matrix can be effectively reduced. Yuan et al. [4] proposed a novel method to obtain a bijective low-distortion planar parameterization. It fits the spline function to a piecewise linear map between the computational and parametric domains while ensuring bijection. However, if the region is complex or contains holes, the above methods will not work. It is necessary to parameterize the region based on decomposition. The two-dimensional planar region is partitioned into several subregions, and these sub-regions are parameterized separately to obtain the parameterization result for the entire model. For the parameterization of complex planar geometries, Xu et al. [5] used the skeleton of the input domain to guide the domain decomposition and obtain the planar parameterization with C0-continuity between patches. Xu et al. [1] proposed a general framework for constructing an IGA-suitable planar parameterization from complex boundaries consisting of standard B-spline curves, and the result could achieve C1/G1 continuity between adjacent patches. Xiao et al. [6] presented an efficient and practically robust method to compute high-quality IGA-suitable planar parameterizations via the PolySquare-enhanced domain partition strategy, and it had good robustness for various complex high-genus regions.

Discrete geometric mapping. The construction of a bijective map between two surfaces is a fundamental problem in computer graphics and geometric processing. In practical applications, we usually define the energy function with respect to the distortion of the mapping function, then impose constraints on the mapping (e.g., boundary correspondence and bijection), and finally optimize the constrained optimization problem. Kim et al. [7] proposed a blended intrinsic map (BIM) that described a fully automatic pipeline to establish an intrinsic map between two non-isometric surfaces, but it could only cope with surface meshes with genus zero and produced high distortion for some examples. Vestner et al. [8] proposed an algorithm to build vertex-to-vertex maps based on a set of matching descriptors and pairwise distances.

Zheng et al. [9] constructed maps between surfaces with the same genus by decomposing the surface into a family of closed loops and then computing harmonic maps between a set of intermediate cylindrical domains. There is another class of methods based on parameterization, where two models are mapped to a common parametric domain, and the mapping to be calculated is the composite of the two bijective mappings. The common parametric domains include planes [10,11] and spheres $[12,13]$. The optimization goal of such methods is that the distortion of shapes to the common domain is minimized, but they cannot guarantee low distortion of the composite mapping. Panozzo et al. [14] calculated the direct mappings between the surface meshes. Ezuz et al. [15] proposed a method to optimize the mapping distortion between surfaces based on reversible harmonic maps, which could obtain smaller local distortion.

## 3 Algorithms

### 3.1 Problem Description

We denote the source model as a and the target model as $b$ for simplicity. The purpose of our method is to obtain a parameterization of $b$ whose shape is similar to $a$, and $b$ is given as a boundary
representation, as shown in Fig. 1. If we parameterize b directly, it has no correspondence with the parameterization of a. However, the same topology of the parameterization between the two models is necessary for some problems, such as interpolation. We construct an injective map from a to $b$ that will parameterize $b$ in the same way as $a$. Here, "same" means there is a one-to-one correspondence between the representations of the two models, and the difference of the spline representations of the two models is the position of the control points. The mapping $f$ we are going to construct will transfer the parameterization of a to $b$, and the result of parameterization satisfies the requirements of the IGA and obtains C1/G1 continuity between adjacent patches.

(a)

(b)

Figure 1: (a) Parameterization of the source model. (b) Spline boundary representation of the target model

The construction of the mapping can be viewed as the following constrained optimization problem:
$\min E_{d i s}(f)+\lambda E_{b d y}$
s.t. $f$ is bijective and satisfies $\mathrm{G} 1 / \mathrm{C} 1$ continuity,
where $E_{d i s}(f)=1 / 4 \sum_{(u, v) \in \xi_{1}}\|f(u)-f(v)\|_{2}^{2}, E_{b d y}=\sum_{i=1}^{r}\left\|f\left(p_{i}\right)-f\left(q_{i}\right)\right\|_{2}^{2}$, and $\xi_{1}$ is the interior edge set of the source model. $E_{d i s}(f)$ measures the distortion of the mapping $f$ and the quality of the parameterization transfer. $E_{b d y}$ measures the boundary distance of the parametrization transfer result to the target boundary. In the expression of $E_{b d y}, r$ is the number of control points that we marked on boundary of the source model, and $<p_{i}, q_{i}>$ are corresponding control point pairs on the boundaries of the two models. The initial boundary control points of the source and target models may not satisfy the one-to-one correspondence. Hence, we will make a boundary representation of the target model consistent with the source model boundary. Minimization of the energy function in Eq. (1) will generate a mapping that meets the requirements of IGA whileroviding C1/G1 continuity between adjacent patches.

The procedure of our algorithm can be summarized as follows. Suppose a source model is given as parameterized spline surfaces and a target model is given as boundary spline curves. First, boundary control points of the two models will be pre-processed to be consistent. Then, the two models are triangulated based on a boundary control polygon, and a discrete map on the background triangular mesh is established with C1/G1 continuity along adjacent spline patches. The location of the interior control points of the target model can be determined with the optimized mapping.

### 3.2 Boundary Registration

In this paper, we suppose the two models are similar, which means their simplified skeletons have the same structure. The target boundary shape approximates the source shape through rigid transformations (such as scaling, translation, and rotation) or small non-rigid transformations (such as articulation and local transformation). However, the boundary representation is not necessarily the same. To establish a one-to-one correspondence between the boundary control points of the two models, we need to sample control points on their boundaries. If the density of the target boundary is less than that of the source boundary, the target model will be refined through knot insertion. The target boundary is approximated based on the sampled boundary control points so that the target boundary curve representation is the same as that of the source boundary. The process can be roughly divided into the following two steps:

- Let $b_{s}^{i}, i \in\{1, \ldots, L\}$ denote boundary spline curves of the source model and $b_{t}^{j}, j \in\{1, \ldots, H\}$ denote boundary spline curves of the target model, where $L$ and $H$ are the numbers of segments of the source and target boundaries, respectively. We sample control points on the boundaries of the two models to obtain the point sets $P_{s}$ and $Q_{t}$, where end points of each spline curve will be included in the sampled point sets. Each sampled point set on the boundary of the model forms a closed non-self-intersecting polygon. The input landmark pairs $\left(p_{i}, q_{i}\right)$, where $p_{i} \in P_{s}$, $q_{i} \in Q_{t}$, and $i \in\{1, \ldots, r\}$ segment the boundary of each model into $r-1$ arcs $\operatorname{Arc} c_{s}^{k}$ and $\operatorname{Arc}_{t}^{k}$, where $k \in\{1, \ldots, r-1\}$. The lengths of the polygon between two landmarks $p_{i-1}, p_{i}$ and $q_{i-1}, q_{i}$ are computed as length approximations of arcs $\operatorname{Arc}_{s}^{i-1}$ and $\operatorname{Arc}_{t}^{i-1}$.
- For each curve $b_{s}^{i}, i \in\{1, \ldots, L\}$ in the source model, if $b_{s}^{i}$ is included in one of $\operatorname{Arc} c_{s}^{k}, k \in$ $\{1, \ldots, r\}$, we calculate the proportion and position of $b_{s}^{i}$ relative to the curve segment $A r c_{s}^{k}$ it is on. Accordingly, we use the same proportion and position on $\operatorname{Arc} c_{t}^{k}$ in the target model as a correspondence with $b_{s}^{i}$ and fit a sub-curve on $A r c_{t}^{k}$ with the same knot vector and degree as those of $b_{s}^{i}$ to obtain one target curve $b_{t}^{i}$. If $b_{s}^{i}$ intersects one of the curve segments $\operatorname{Arc}{ }_{s}^{k}$, it is marked until all boundary curves are processed. For each marked boundary curve, we determine two adjacent unmarked curve segments from two directions of the marked curve and denote the closest end points as $a$ and $b$. The arc-length of arc $\operatorname{Arc} c_{a b}$, including the marked curve between $a$ and $b$, is calculated. Then, the proportion and position of the marked curve relative to arc $\operatorname{Arc}_{a b}$ are calculated. Sampling points are obtained with the proportion and position in the target boundary, and the sampling points in the corresponding target curve are fit with the knot vector of the marked curve. The above process is repeated to represent the boundary of the target model in the same way as the source model boundary, and the one-to-one correspondence of the control points on the source and target boundaries is established.

For the B -spline curve fitting, given $\mathrm{n}+1$ sampling points $\left\{q_{0}, q_{1}, \ldots, q_{\mathrm{n}}\right\}$, a B -spline curve with $h$ control points and order $p$ will be constructed to fit these sampling points. Suppose a B-spline curve interpolates the first and last sampling points, then the B-spline curve to be fitted can be expressed in the following form:
$C(u)=N_{0, p}(u) P_{0}+\sum_{i=1}^{h-2} N_{i, p}(u) P_{i}+N_{h-1, p}(u) P_{n}$,
where $N_{i, p}$ represents basis functions, and $P_{i}$ represents control points. Control points $P_{i}, i \in$ $\{1, \cdots, h-2\}$ are determined by the least squares method:
$f\left(P_{1}, \cdots, P_{h-2}\right)=\sum_{k=1}^{n-1}\left\|q_{k}-C\left(t_{k}\right)\right\|^{2}$,
and parameter $t_{k}$ is computed uniformly.

Inserting Eq. (2) into Eq. (3) gives

$$
\begin{align*}
& f\left(P_{1}, \cdots, P_{h-2}\right) \\
& \quad=\sum_{k=1}^{n-1}\left[Q_{k} \cdot Q_{k}-2\left(\sum_{i=1}^{h-2} N_{i, p}\left(t_{k}\right) P_{i} \cdot Q_{k}\right)+\left(\sum_{i=1}^{h-2} N_{i, p}\left(t_{k}\right) P_{i}\right) \cdot\left(\sum_{i=1}^{h-2} N_{i, p}\left(t_{k}\right) P_{i}\right)\right], \tag{4}
\end{align*}
$$

where
$Q_{k}=q_{k}-N_{0, p}\left(t_{k}\right) P_{0}-N_{h-1, p}\left(t_{k}\right) P_{n}$.
The control points $P_{i}$ can be obtained by solving the system of linear equations by differentiating $f$ with respect to $P_{g}, g=1, \cdots, n-2$, and settinthe derivative to zero:

$$
\begin{equation*}
\frac{\partial f}{\partial P_{g}}=-2 N_{g, p}\left(t_{k}\right) Q_{k}+2 N_{g, p}\left(t_{k}\right) \sum_{i=1}^{h-2} N_{i, p}\left(t_{k}\right) C_{i} . \tag{6}
\end{equation*}
$$

Finally, we can establish $h-2$ equations to find the coordinates of the control points and determine the expression of the target boundary curves $\left(b_{t}^{i}\right)^{\prime}, j \in\{1, \ldots, L\}$, which are shown in Fig. 2.


Figure 2: (a) Boundary curves $b_{s}^{i}, i \in\{1, \ldots, L\}$ in the source model. (b) Boundary curves $b_{t}^{j}, j \in$ $\{1, \ldots, H\}$ in the target model. (c) Boundary curves in the target model $\left(b_{t}^{i}\right)^{\prime}, j \in\{1, \ldots, L\}$ after fitting

### 3.3 Discrete Map

Once the boundary representation of the target model is consistent with the source model, there is a one-to-one correspondence between the boundaries of the two models. The goal of parametrization transfer is to determine the location of the internal control points under mapping $f$. Many scholars have proposed methods of establishing geometric mappings on meshes. Based on the method proposed by Xu et al. [1], we establish a discrete mapping to determine the internal control points of the target model and add constraints related to the linear boundary correspondence and $\mathrm{C} 1 / \mathrm{G} 1$ continuity between the patches of the target model.

### 3.3.1 Construct Background Mesh

We construct a Delaunay triangulation based on the Triangle library with control points of the source model and boundary control polygons as constraints to obtain the source mesh $M_{a}$. For the
target model, mesh $M_{b}$ is constructed while taking boundary control polygons as constraints. Fig. 3 shows one example of the triangle meshes.


Figure 3: (a) Resulting mesh $M_{a}$ after triangulation of the source model. (b) Resulting mesh $M_{b}$ after triangulation of the target model

### 3.3.2 Harmonic Map with C1/G1 Continuity

Sets $\left(V_{i}, E_{i}, F_{i}\right)$ are used to represent mesh $M_{i}(i=a, b)$. Any point $p$ in the source mesh $M_{a}$ can be uniquely identified by its barycentric coordinates $W_{l}(p)$ and the face $f:=\left(v_{1}, v_{2}, v_{3}\right) \in F_{a}$ that the point belongs to. Let $\mathbf{R}(p) \in \mathbf{R}^{1 \times n}$ denote a row vector that is non-zero only at vertex indices of face $f$, where $\mathbf{R}(p)\left[v_{l}\right]=W_{l}(p)$. Then, the discrete map of mesh $M_{a}$ to $M_{b}$ can be represented by the matrix $P_{a b}(l,:)=R_{b}\left(\varphi_{a b}\left(v_{l}\right)\right), l=1, \ldots, n_{1}$, and $P_{a b} \cdot V_{b} \in R^{n_{1} \times 3}$ represents the result of $V_{a}$ after mapping $\varphi_{a b}$.

The locations of the control points inside the target geometry are determined by the mapping $f$, which should make the parameterization result of the target domain satisfy the IGA requirements. This is equivalent to making the distortion of the discrete mapping $\varphi_{a b}$ as small as possible and is a bijection. Whether the C1/G1 continuity is satisfied between the source parameterization patches or not, we want the result obtained by the discrete mapping $\varphi_{a b}$ to meet the continuity constraint. Therefore, the determination of the discrete mapping can be viewed as a constrained optimization problem:
$\min _{P} E_{d i s}\left(\varphi_{a b}\right)+\lambda E_{b}$,
s.t. $B \varphi_{a b}(P)=0$, .t. $B \varphi_{a b}(P)=0$,
and $\varphi_{a b}$ is bijective,
where $P$ represents vertices of the source mesh under $\varphi_{a b}$, and $B$ is the constraint matrix of C1/G1 continuity. $E_{d i s}\left(\varphi_{a b}\right)$ measures the distortion of $\varphi_{a b}$, and $E_{b}$ indicates the proximity of the position from the boundary point $p_{j}$ under $\varphi_{a b}$ to the position of the corresponding point on the target model. In discrete differential geometry, distortion of the mapping can be measured by the discrete Dirichlet energy, and the mapping that minimizes the Dirichlet energy is the harmonic map. For the discrete triangular mesh, the Dirichlet energy is defined as follows:
$E\left[\phi_{a b}\right]=\frac{1}{2} \sum_{f \in F_{1}}\left\|d \phi_{a b}(f)\right\|_{2}^{2} a_{f}$,
where $d \phi_{a b} \in R^{2 \times 2}$ is a description of the linear transformation between each face $f \in F_{a}$ and its face $f^{\prime}$ obtained by the mapping $\varphi_{a b}$, and $a_{f}$ describes the area of face $f$. The above energy can be equivalently described as follows:
$E\left[\phi_{a b}\right]=\frac{1}{4} \sum_{(u, v) \xi_{1}} w_{u v}\left\|\phi_{a b}(u)-\phi_{a b}(v)\right\|_{2}^{2}$,
where $w_{u v}$ represents the cotangent weight of the edge $(u, v)$ in $M_{a}$.
To obtain the C1/G1 continuity between the patches of transferred parameterization, we can define the constraints in a linear form $B u=0, u \in V_{a} . B$ is determined according to the C1/G1 continuity constraint mentioned in [13]. In the regular region, according to [13], the two adjacent Bézier patches of the parameterization satisfy C 1 continuity when the control mesh near the common boundary of the patches satisfies the following condition:
$2 s_{j}^{k}-p_{j}^{k}-q_{j}^{k}=0, k=0, \cdots N, j=0, \ldots, n$,
where $s_{j}^{k}$ represents the control points on the common boundary of the patches in the regular region, and $p_{j}^{k}$ and $q_{j}^{k}$ are the control points near the common boundary of the adjacent Bézier patches (see Fig. 4). The equation represents a part of the linear constraints $B u=0, u \in V_{a}$ in regular regions, where $B(t,:)$ has non-zero elements at indices $s_{j}^{k}, p_{j}^{k}$, and $q_{j}^{k}$ corresponding to the triangular mesh. For the irregular region with the singular points of valence 3 or 5, such as $P_{00}$ shown in Fig. 5, according to the condition of G1 continuity in [13], we can determine the values of $\alpha_{i}$ and $\beta_{i}$ by the following equation at the singular point $P_{00}$ :
$\left(s_{1}^{i}-P_{00}\right)=\alpha_{i}\left(s_{1}^{i+1}-P_{00}\right)+\beta_{i}\left(s_{1}^{i-1}-P_{00}\right)$.
These are then inserted into the following equation to obtain the G1 continuity constraint that should be satisfied at the singular points $B(t,:)$ :
$\left.s_{2}^{i} 0=\mathrm{n} \alpha_{i} P_{11}^{i}+n \beta_{i} P_{11}^{i-1}+n\left(1-\alpha_{i}-\beta_{i}\right) s_{1}^{i}-(n-1) s_{2}^{i}-P_{00}\right), i=1,2, \cdots, M$,
which represents the remaining part of the linear constraint $B u=0, u \in V_{a}$ in the irregular region. $B(t,:)$ has non-zero elements at indices $P_{00}, s_{1}^{i}, s_{2}^{i}$, and $P_{11}^{i}$ in the mesh under the harmonic mapping.


Figure 4: Blue points in the brown patch represent $p_{j}^{k}$, green points represent $s_{j}^{k}$ on the common boundary, and blue points in the green patch represent $q_{j}^{k}[1]$

### 3.3.3 Approximation of Mapping

After obtaining the background mesh of the source model, the vertices satisfying the constraint $B u=0, u \in V_{a}$ are marked on the mesh, and the vertices in the target model under the discrete map also need to satisfy the constraint. We first obtain an initial mapping result without considering the
bijection constraint based on the reversible harmonic map proposed by Ezuz et al. [15]. The initial mapping result is determined with Dirichlet energy and boundary correspondence together as the optimization objective function with the continuity of $\mathrm{C} 1 / \mathrm{G} 1$ as constraints:
$E=E\left[\varphi_{a b}\right]+\lambda E_{b}$,
$B u=0, u \in V_{a}$,
where
$E_{b}=\sum_{p \in p_{j}}\left\|p-p_{b}^{t}\right\|_{2}^{2}, j=1, \cdots, n$.
We use block coordinates to solve the optimization problem similar to the reversible harmonic map, and the result obtained is shown in Fig. 6.


Figure 5: $s_{1}^{i}$ and $s_{2}^{i}$ are the points on the common boundary, and $P_{11}^{i}$ expresses the points inside of the Bézier patch nearest the irregular point $P_{00}$ [1]


Figure 6: (a) Source mesh. (b) Target mesh. (c) Initial map result with Dirichlet energy as the optimization objective function and the boundary correspondence together with the continuity of $\mathrm{C} 1 / \mathrm{G} 1$ as the constraint

When the difference between the target and source shape is large, the initial mapping result by $\varphi_{a b}$ may have some flipped faces and it will not satisfy the bijection constraint. The resulting transferred parametrization may also have flipped elements, which does not meet the requirements of the IGA. The fold-over-free method proposed by Zheng et al. [9] is used to handle the flipped unit. The mapping $\varphi_{a b}$ consists of segmented linear maps $g_{i}(x)=J_{i} x+b_{t}$ defined on face $f_{i}$, where $J_{i}$ is a $2 \times 2$ matrix. Define the face as $f_{i}=\left(v_{1}, v_{2}, v_{3}\right)$ and the mapped face $\phi_{a b}\left(f_{i}\right)=\left(v_{1}^{\prime}, v_{2}^{\prime}, v_{3}^{\prime}\right)$, where $v_{i}^{\prime}$ represents the result of $v_{i}$ under the map. Then, $J_{i}$ can be defined as follows:
$J_{i}=\left[v_{0}^{\prime}-v_{1}^{\prime}, v_{0}^{\prime}-v_{2}^{\prime}\right]\left[v_{0}-v_{1}, v_{0}-v_{2}\right]^{-1}$.
The singular value decomposition (SVD) decomposition of $J_{i}$ yields $J_{i}=U_{i} S_{i} V_{i}^{T}$, where $U_{i}$ and $V_{i}$ are orthogonal matrices, and $S_{i}=\operatorname{diag}\left(\sigma_{i, 1}, \sigma_{i, 2}\right)$ with singular values $\sigma_{i, 1} \geq \sigma_{i, 2}$. Su et al. [16] used a signed singular value decomposition (SSVD) to define flip-free constraints that form the bijection constraint of the mapping with a one-to-one boundary correspondence and a mapping distortion constraint. When $\operatorname{det} J_{i} \geq 0$, the SSVD is equivalent to the SVD; otherwise, $U_{i}$ and $V_{i}$ are rotation matrices with the smallest singular value less than zero. Then, the conformal distortion is defined as follows:
$\tau\left(J_{i}\right)=\frac{\sigma_{i, 1}}{\sigma_{i, 2}}$.
If the smallest singular value $\sigma_{i, 2}$ is greater than zero, the face $f_{i}$ has not flipped and $\tau\left(J_{i}\right) \geq 1$. Hence, the bounded conformal mapping that preserves the $\mathrm{Cl} / \mathrm{G1}$ continuity needs to satisfy
$1 \leq \tau\left(J_{i}\right) \leq k_{i}, i=1, \ldots, N$,
s.t. $A u=b, B u=0$,
where $A u=b$ shows that the mapping needs to satisfy a one-to-one correspondence on the boundary vertices, and $B u=0$ indicates the C1/G1 continuity constraint. The optimization for the above problem uses an alternating algorithm to obtain the upper bound $k$ of the bounded conformal distortion and the coordinates $u$ of the optimized mesh vertices:

- Determination of $k_{i}$. If the monotonic projection cannot eliminate all fold-over, the upper bound $k_{i}$ of the bounded distortion may be small, and a larger $k_{i}$ should be assigned, as shown in the following equation, where $\beta$ becomes larger as the number of iterations increases:

$$
\begin{equation*}
k_{i}^{n e w}=\beta \cdot k_{i}, i \in\{i, \ldots, N\} . \tag{17}
\end{equation*}
$$

- Coordinates $u$ of the optimized mesh vertices. Once $k_{i}$ is determined, we can update the coordinates of the mesh vertices $u$ by projecting the Jacobian matrix $J_{i}$ of face $f_{i}$ into the bounded conformal distortion space $H_{i}, i \in\{1, \ldots, N\}$. The energy optimization function for this procedure is defined as follows:

$$
\begin{align*}
& \min _{u} E_{d}=\sum_{i=1}^{N}\left\|J_{i}-H_{i}\right\|_{F}^{2}, \\
& \text { s.t. } H_{i} \in \mathrm{H}_{\mathrm{i}}, i=1, \ldots N,  \tag{18}\\
& \text { s.t. } A u=b, B u=0 .
\end{align*}
$$

The unknown quantities in the above equation are the bounded conformal mapping $H_{i}$ and the target mesh vertices $u$, which can be solved using the local-global method, and $A u=b$ and $B u=0$ are satisfied in the process of computing $u$. The above alternating algorithm is performed until there is no flip or it reaches the specified number of iterations. The combination of optimizing the fold-over and constraint for obtaining $\mathrm{C} 1 / \mathrm{G} 1$ continuity leads to a flip-free result. To further optimize the distortion of the mapping $\varphi_{a b}$, we fix the boundary and vertices to keep the $\mathrm{C} 1 / \mathrm{G} 1$ continuity on the common
boundaries, and the conformal distortion of the map is further optimized according to [4] to obtain the result. We can obtain the positions of the control points inside the target model by the computed discrete mapping, which determine the parameterization of the target model. The result of the discrete mapping and parameterization of the target model is shown in Fig. 7.


Figure 7: (a) Result after the initial map. (b) Resulting mesh after flipping and distortion optimization. (c) Final parameterization transfer result

## 4 Experiments and Analysis

Various domains. We tested our method on various models and achieved the desired parametrization transfer results shown in Fig. 8, where the target shape approximates the original model with rigid, articulated transformations and smaller nonlinear deformation.


Figure 8: (Continued)


Figure 8: Results for different models by parametrization transfer. The left-most figure shows different source models. The second column of the above figure shows the target model. The third column shows the result obtained by our algorithm that transfers the source model to the target model. The rightmost figure above shows the iso-parametric lines of the resulting surfaces

Quality metric for IGA-suitable parameterizations. We used two indicators to measure the quality of the parameterizations after the parametrization transfer. For a known parameterization $B(u, v)$, let $J$ be the Jacobian matrix of $B$. Assume that $B(u, v)=(x(u, v), y(u, v))^{T}, x(u, v), y(u, v) \in R$. One of the indicators is the scaled Jacobian, which is calculated as follows:
$J_{s}(u, v)=\frac{J(u, v)}{\left\|B_{u}\right\|\left\|B_{v}\right\|}$.
Another important evaluation indicator is the condition number of the Jacobian matrix $J$. It is expressed as follows:
$\kappa(J)=\|J\|\left\|J^{-1}\right\|,\|J\|=\left(\operatorname{tr}\left(J^{T} J\right)\right)^{\frac{1}{2}}$,
where
$J=\left(B_{u}, B_{v}\right)=\left(\begin{array}{ll}\frac{\partial x(u, v)}{\partial u} & \frac{\partial x(u, v)}{\partial v} \\ \frac{\partial y(u, v)}{\partial u} & \frac{\partial y(u, v)}{\partial v}\end{array}\right)$.
For a planar parameterization, the closer the scaled Jacobian matrix is to 1.0 , the better the quality of the parameterization result will be. Similarly, the closer the condition number of the parametric Jacobian matrix is to 2.0 , the better the parametrization will be. In the following example, we use the colormap of the scaled Jacobian matrix on the iso-parametric edges in the source and target models whose parameterizations were obtained by transfer, which is shown in Fig. 9. Table 1 shows the minimum, average, and maximum values of the scaled Jacobian matrix and the condition number of the Jacobian matrix for all examples in the paper.

C1/G1 continuity. If patches of the input source model satisfy C1/G1 continuity, the transfer result obtained by our algorithm can maintain this property, and if patches of the input source model are only C 0 continuous, the constraint about $\mathrm{C} 1 / \mathrm{G} 1$ continuity in the algorithm can add this constraint for the parametrization transfer result of the target. Fig. 10 shows the slope difference between the two sides on some of the common boundaries, from which we can see that the algorithm in this paper has some advantages in terms of continuity preservation.


Figure 9: Colormap of the scaled Jacobian matrix on the iso-parametric edges in the source and target models whose parameterization was obtained by transfer. The first and third columns show the colormaps of the source model, and the second and fourth columns show the colormaps of the target model

Table 1: Quality metrics for the transfer results of the parameterization

| Model | Scaled Jacobians |  |  |  | Condition number |  |  |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
|  | Minimum | Average | Maximum |  | Minimum | Average | Maximum |
| Rabbit_s | 0.0013 | 0.9308 | 1 |  | 2 | 2.4689 | 2011.8 |
| Boarder_s | 0.0128 | 0.8905 | 1 |  | 2 | 2.5718 | 156.667 |
| Two_hole_s | $2.92 \times 10^{-5}$ | 0.9543 | 1 |  | 2 | 4.3951 | 73852 |
| Human_s | 0.0013 | 0.8957 | 1 |  | 2 | 2.5958 | 1598.8 |
| Rabbit | 0.0048 | 0.9244 | 1 |  | 2 | 2.4940 | 439.59 |
| Boarder | 0.0017 | 0.8770 | 1 |  | 2 | 2.8581 | 1751.4 |
| Two_hole | 0.00487 | 0.9590 | 1 |  | 2 | 2.2722 | 4113.7 |
| Human | 0.000189 | 0.9083 | 1 | 2 | 2.6942 | 1030.1 |  |



Figure 10: Vertical coordinates of the blue and red points indicate the difference in slopes of the control points on both sides of the common boundary when the C1/G1 constraint is applied and not applied, respectively

Solving partial differential equations with IGA. To demonstrate that the parameterization of target models obtained by our method can be used in IGA, we solve the Poisson problem mentioned in [17] on a target domain:
$\left\{\begin{array}{l}-\Delta \phi=f(\text { in } \Omega) \\ \phi=g(\text { on } \partial \Omega)\end{array}\right.$.
The right terminal term in the Poisson equation is $f=2 \pi^{2} \sin (\pi x) \sin (\pi y)$, since we know that the analytic solution of the equation is $\phi(x, y)=\sin (\pi x) \sin (\pi y)$. To satisfy the Dirichlet conditions $g$, we approximate $g$ with boundary basis functions before solving the equation with IGA.

Based on the definition of the spline surface, the approximating numerical solution in each subdomain can be formulated as follows:
$\phi^{h}(\xi, \eta)=(x(\xi, \eta), y(\xi, \eta))=\sum_{i=0}^{m} \sum_{j=0}^{n} u_{i j} N_{i, j}(\xi, \eta)$,
where $N_{i, j}(\xi, \eta)$ is the product of bivariate basis functions. We need to obtain the coefficients $u_{i j}, i=$ $0,1, \cdots, m ; j=0,1, \cdots, n$ in each subdomain, and the coefficients on common boundaries of neighboring subdomains are the same. Fig. 11 shows the exact solutions and absolute errors of our models, where we used uniform vectors for each subdomain in all of the models. More specifically, the degree of the B-splines for models in the first and fourth columns was four, and the degree of the other two models was three. The number of control points for the model in the fourth column was $12 \times 12$, and the number of control points for the other three models was $5 \times 5$.

Limitations of algorithm. In this paper, we experimentally verified that if the target model approximates the source model after rigid transformations such as scaling, translation, and rotation or non-rigid transformations such as minor articulation and local transformation, the parameterization results of the target model obtained after the parametrization transfer meet the computational accuracy and efficiency requirements in the subsequent simulation analysis of the model. For the case when the difference between the target and original models is large, the algorithm in this paper can also yield reasonable results. Fig. 12 shows the parametrization transfer results after increasing the degree of nonlinear transformation of a wrench model. The parametrization results of the target model met
the requirements of the IGA in this process for all cases, but the quality of the patches in the part with articulation will keep decreasing. Although this process produced reasonable results for all the examples presented in this paper, the optimization process cannot theoretically guarantee the complete elimination of fold-over in the patches. Thus, it cannot guarantee that the parametrization transfer results always meet the requirements of the IGA, which will be a direction of future improvement.


Figure 11: The first row shows the exact solutions in different computational domains, and the second row shows the colormap of the absolute error of the solution


Figure 12: (a) Source model of a wrench. (b, c) Results of the parametrization transfer when the two corners of the wrench underwent constant downward transformation. The results show that even with a relatively large degree of articulation transformation, a desirable parameterization result could be produced

## 5 Conclusions and Future Work

We proposed a novel method to transfer the parameterization results of a model to another model with a similar shape, and the C1/G1 continuity was satisfied between adjacent patches of the target model. The parameterization results can be used in IGA and other geometry processing problems. Experiments showed that if the shape of the target model is similar to the original model, e.g., if the two models can be transformed by rotation, translation, scaling, and other rigid or articulation transformations, with a small degree of nonlinear deformation, the algorithm can obtain a more ideal parametrization transfer result. However, determining how to measure the similarity of the two shapes and the transfer result theoretically has not been defined clearly, which is a problem to be solved in the future.
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