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ABSTRACT

Building indoor dangerous behavior recognition is a specific application in the field of abnormal human recogni-
tion. A human dangerous behavior recognition method based on LSTM-GCN with attention mechanism (GLA)
model was proposed aiming at the problem that the existing human skeleton-based action recognition methods
cannot fully extract the temporal and spatial features. The network connects GCN and LSTM network in series,
and inputs the skeleton sequence extracted by GCN that contains spatial information into the LSTM layer for
time sequence feature extraction, which fully excavates the temporal and spatial features of the skeleton sequence.
Finally, an attention layer is designed to enhance the features of key bone points, and Softmax is used to classify
and identify dangerous behaviors. The dangerous behavior datasets are derived from NTU-RGB+D and Kinetics
data sets. Experimental results show that the proposed method can effectively identify some dangerous behaviors
in the building, and its accuracy is higher than those of other similar methods.
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Nomenclature

N Number of joints
T Number of frames
E Edge set
H Set of joint human points
w Weight function
d Distance
L Relative distance
lt
kj Average distance

i Input gate and
o Output gate
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f Forgetting gate
b Deviation
∗g Convolution operation
δ Feature vector

1 Introduction

A dangerous human behavior system is an important part of building an intelligent security system
[1], which is crucial for crime prevention and accident handling. According to statistical analysis,
modern people spend more than 80% to 90% of their time indoors in a day [2]. With the increasingly
prominent problem of population aging in the world and the change in office mode in the post-
epidemic era, home care and home office mode will also be the inevitable choices for most people
for a long time in the future [3]. Motion recognition plays a crucial role in video surveillance, smart
home, elderly and child care, medical care and other applications. It is a hot research issue in the
industry and academia at home and abroad [4,5]. With the improvement of people’s safety awareness
and the demand to build a safe and harmonious society, more and more monitoring equipment are
used in banks, supermarkets and other public places.

In the field of human behavior recognition, numerous studies have shown that the use of human
skeleton information in feature extraction can effectively overcome the interference of occlusion,
motion perspective transformation, complex background, and other factors in the recognition process
[6]. With the continuous improvement of hardware devices, the use of human pose recognition
technologies such as OpenPose and AlphaPose can directly obtain motion information [7], including
the optical flow pose of human skeleton, which can improve the efficiency of related work. There-
fore, the human skeleton has received widespread attention because of its strong robustness to the
environment [8].

At present, domestic and foreign scholars have conducted extensive research on skeleton behavior
recognition methods. Zhao et al. [9] encoded the spatio-temporal information of the skeletal joint
point sequence into the view-invariant skeleton mapping and used the three-dimensional convolutional
neural network (CNN) to extract features for three-dimensional action recognition. Liu et al. [10]
proposed a long short-term memory (LSTM) model with trust gates, which combined the advantages
of a long short-term network for long video extraction and reduced the noise of joint point data.
Zhou et al. [11] proposed a long short-term network behavior recognition framework based on
spatio-temporal convolution, which integrated deep spatial information into each segment to improve
recognition performance. Su et al. [12] proposed a multi-loop network fusion behavior detection
model to increase the temporal feature extraction ability of the skeleton sequence. Hu et al. [13]
proposed a dual attention-guided multi-scale dynamic aggregate graph CNN to establish effective
associations amongst human bone nodes to obtain detailed information. Tang et al. [14] applied the
deep progressive reinforcement learning method during the extraction of video key frames based on
the graph CNN. You et al. [15] extracted the spatial position of key points from the original image
of behavior and constructed the skeleton features of human behavior. Then, the edge algorithm is
used to extract the skeleton features of different time scales on each edge node and identify them.
Although the existing skeleton behavior detection methods have been widely used, the comprehensive
extraction of the spatiotemporal features of video data is still difficult. Furthermore, human behavior
recognition belongs to inter-class recognition, and the use of salient features is insufficient. In addition
to the differences amongst different types of actions, the same kind of action will also have certain
differences due to various action ranges considering that the human behavior recognition process
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belongs to inter-class recognition [16]. Although the CNN model is relatively simple, problems, such
as gradient explosion or gradient disappearance, exist in the actual training process amongst several
common neural networks. Although the LSTM network has advantages in extracting video sequences,
the extraction effect of spatial features is general, whilst the graph convolution network has a strong
ability to capture spatial nodes.

Aiming at the aforementioned problems, this paper proposes a LSTM-graph convolutional
network (LSTM-GCN) with an attention mechanism (GLA) model to identify the dangerous behavior
of the human body in indoor video surveillance. The model connects GCN in series to the LSTM
network so that the skeleton sequence that contains spatial information extracted by the GCN layer
can be directly inputted to the LSTM layer for temporal feature extraction and then to realize the
direct spatiotemporal fusion. The main innovations of this paper are presented as follows:

(1) A LSTM-GCN with an attention mechanism dangerous behavior recognition model based on
attention mechanism that can effectively classify and recognize dangerous behaviors is proposed.

(2) The attention mechanism is integrated into the basic framework of the LSTM-GCN network,
which enables the network model to make full use of the salient features and key frames in the video
data and solves the problem that the key feature extraction is discontinuous and incomplete in the
process of skeleton feature extraction.

(3) The LSTM network is improved in structure, and the bidirectional-LSTM (Bi-LSTM) is
used to extract the temporal features of the association between a complete action fully, thereby
overcoming the problem of poor long-term memory of the graph convolution network and improves
the recognition accuracy. Therefore, this paper introduces Bi-LSTM network to judge the dangerous
behavior of the human body.

2 GCN-LSTM Network with Attention Mechanism

The OpenPose open-source programme is a human posture recognition project developed by the
Carnegie Mellon University in the United States [17]. It is an open-source library based on CNN and
supervised learning and developed with caffe as the framework. It is characterised by capturing the
whole-body joints of the human body only through two-dimensional images. Therefore, this study uses
OpenPose open-source programme to extract the pixel coordinates of human joint points in the image
and matches the pixel coordinates of joint points projected in multiple cameras.

The dangerous behavior recognition detection model proposed in this paper is shown in Fig. 1.
The graph convolution layer is used to highlight the extraction of spatial features. The OpenPose
toolbox is used for target locking and bone point extraction. Its focus is on processing the position
change information of bone points in continuous video frames, and the video frames with bone point
information are inputted into the GLA network for spatiotemporal feature extraction. The LSTM
layer is used to highlight the extraction of time information features, with a focus given on processing
the information of bone point data that changes with time points in continuous video frames. Next, the
skeletal sequence with spatio-temporal features is inputted into the attention layer to enhance the key
features. Finally, Softmax is used to identify and classify building indoor dangerous human behavior.
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Figure 1: GLA network model structure diagram

2.1 GCN Network Layer
GCN is good at processing some graph data connected by nodes and between nodes, and behavior

recognition based on the human skeleton is exactly the same [18]. Firstly, the continuous video is cut
into continuous pictures, and then the feature extraction is performed by graph convolution after
obtaining the bone information. The human’s overall motion information can be represented by joint
points. The skeleton is connected by adjacent joint points. Each joint point has a unique coordinate.
Subsequently, the motion state of the human body is analyzed by the information of these coordinate
changes. Thus, the network input corresponds to the joint coordinate vector of the graph node, similar
to an image-based CNN, and then generates a deeper feature input to the next network layer.

2.1.1 Model Architecture

The OpenPose toolbox can be used to obtain the coordinate data of human joint points, and the
number of joint points extracted is 25 (Fig. 2). The number of each joint point in the graph is unique,
and its feature vector consists of three parts, namely, x, y, and confidence score.

Figure 2: Openpose skeleton collection diagram

The human motion process is represented by dividing the video frame into multiple separate
video frame images, and the joint points will change in time and space accordingly. Let the video
frame that contains the human skeleton be represented as G = (V , E) the number of joints in the
picture is N, the number of frames of the video is T , the set of the entire joint point sequence is
V = {vti |t = 1, . . . , T ; i = 1 . . . N} , and the edge set is E, which contains time and space. In a separate
video frame, the joints are connected by edges according to the structure of the human body as
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Es = {
vtivtj |(i, j) ∈ H} , and H is the set of joint human points. The connection amongst different

frames of the same joint is expressed as EF = {
vtiv(t+1)j |(i, j) ∈ H} .

2.1.2 GCN Network Layer Structure

After obtaining the human skeleton data, a pixel matrix with the same size as the weight matrix
near each node position is extracted. The feature vectors on these pixels are spliced in spatial order
and inner-producted with the parameter vector of the convolution kernel to obtain the convolution
output value at this position. The schematic diagram is shown in Fig. 3:

Figure 3: Convolution graph on GCN spatial domain

The step size is set to 1, the convolution kernel size is set to K ∗ K, fin is the mapping of the input
feature, and then the spatial position of the single channel at x is outputted as shown in Eq. (1):

fout (x) =
K∑

h=1

K∑
w=1

fin (p (x, h, w)) ∗ w (h, w) (1)

The sampling function is that p (x, h, w) is a pixel point of K ∗ K size around the center position,
which is used to determine the position of the subset in the neighborhood. The neighborhood value
is set to 1, and the weight function is w. Its function is to assign values to the convolution kernel, and
its input value is fixed to achieve the sharing of convolution kernel weights and make the sampled
pixels the same. Based on this, Eq. (1) is extended to the human skeleton map, and the equation is now
redefined.

Let B (vti) = {
vti

∣∣d (
vtj, vti

) ≤ D
}

be the neighborhood of node vti, where d
(
vtj, vti

)
is the minimum

distance between b and c, and the maximum value of the neighborhood range is set to 1. Hence, the
sampling function is:

p
(
vti, vtj

) = vti, vtj ∈ B (vti) (2)

In the general two-dimensional convolutional network structure, the sampling unit will select
the adjacent pixels according to the spatial structure of the two-dimensional grid, that is, when
the grid is fixed in the center position, the adjacent pixels will have a relatively fixed arrangement as
the position. In the structural diagram of the human skeleton, the spatial structures such as grids, the
number of nodes, and the order of arrangement are different. Therefore, the neighborhood range of
the vertex must be set artificially, the neighborhood nodes should be divided into K fixed subsets and
must number them as a unified mapping Lti : B (vti) → {0, . . . , K − 1}. Thus, we can assign a weight
function to this subset, as expressed as Eq. (3):

w
(
vti, vtj

) = w′ (ln
(
vtj

))
(3)

In the space division strategy, it is divided into three parts, namely, the root node itself, the
centripetal set and the centrifugal set. The centripetal set represents the adjacent nodes closer to the
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bone center than the root node, and the centrifugal set represents the adjacent nodes farther away from
the bone center than the root node. The expression is presented as follows:

L
(
vi, vj

) =
⎧⎨
⎩

0, rj = ri

1, rj < ri

2, rj > ri

(4)

where L(Vi ,Vj) represents the relative distance between two nodes; ri and rj represent the relative distance
between two skeletal points and the center of gravity of the human body, respectively. Finally, a graph
convolutional layer network model is constructed to extract features from the data. The equation is
expressed as Eq. (5):

fout (vi) =
∑

vj∈B(vi)

1
Zi,j

fin

(
vj

) ∗ w
(
L

(
vi, vj

))
(5)

where x is the weight, y is the normalisation term to balance different subsets, and z represents the
corresponding number of nodes in the subset.

2.1.3 Joint Point Weight Algorithm

All the joints of the human body involved in modelling during the recognition process affect the
accuracy of the results, and their contribution also varies. The actual detection found that the hand,
head, foot, and other joints in the recognition process have more obvious effect. They all have one
thing in common, that is, the distance from the center of gravity of the body is far. This article selects
the chest bone point as the center of gravity. The line from the coordinate

(
xji, yji

)
of the remaining

bone points to the center of gravity is defined as l. Higher scores are given to those with a larger l
value. Here, we take the average of the distance sum of the continuous (t, t + �t) moments and deal
with its specific calculation method, as shown in Eq. (6):
→
lt
kj =

(∣∣lt
kj

∣∣ + ∣∣lt+�t
kj

∣∣)
2

(6)

lt
kj represents the average distance from the remaining bone point to the center of gravity. The larger

the value, the farther the bone point is from the center of gravity, and a small value indicates that the
distance from the center point is close, thereby further highlighting the role of the key bone points. In
this way, the confidence score of each joint point is different, the representation of the feature vector
will also be different and the distinction among different actions will become evident.

2.2 LSTM Network Layer
The LSTM network refers to an improved recurrent neural network that is often used to train

dynamic time series models [19]. The LSTM network considers the relationship between the output of
the current moment and the output of the previous moment, which is more conducive to extracting
hidden information and is not prone to problems such as gradient disappearance and explosion.

In fact, the GCN relies on the expansion and multi-layer stacking of convolution kernels to
improve the receptive field in the time domain in the feature learning process, which restricts the ability
to learn long-term features. Therefore, this paper uses Bi-LSTM.
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2.2.1 Input Mode of the LSTM Layer

The general LSTM unit contains input gate, forgetting gate and output gate. Now, we take the
output of the GCN layer as input to the LSTM (Fig. 4).

Figure 4: LSTM unit under convolution input

The LSTM recursion under the graph convolution input is shown in Eqs. (7)–(11):

ft = σ
(
Wxf ∗gXt + Wln f ∗gHt−1 + bf

)
(7)

it = σ
(
Wxi∗gXt + Whi∗gHt−1 + bi

)
(8)

ot = σ
(
Wxo∗gXt + Who∗gHt−1 + bo

)
(9)

Ct = ftct−1 + it tanh
(
Wxc∗gXt + Whc∗gHt−1 + bc

)
(10)

Ht = ot � tanh (ct) (11)

The model has two activation units, namely, the input and output activation, where tanh function
is the activation function; f , i and o are the input gate, output gate and forgetting gate, respectively.
Matrix W is the weight, variable b is the deviation, and ∗g is the convolution operation. In this way,
the hidden layer and memory unit connected by GCN and LSTM contain two-layer features in the
spatiotemporal domain.

2.2.2 Bi-LSTM Layer

The Bi-LSTM network has two network layers (the structure is shown in Fig. 5), which learn
deeper temporal features from forward and reverse. The structural improvement also enhances the
spatial features of the graph convolutional layer input.

Figure 5: Bi-LSTM structure diagram
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It operates in the same way as before, but consists of two parts when processing timing char-
acteristics, forward postprocessing and backward forward processing. The equation is expressed as
Eqs. (12)–(14):

Ht = f (w1Xt + w2Ht−1 + bc) (12)

H ′
t = f (w3Xt + w5Ht−1 + be) (13)

Ot = w4Ht + w6H ′
t (14)

The bidirectional structure combines the time dynamics of the circulatory system for feed forward
and backward training models. In the training process of the Bi-LSTM structure, the Bi-LSTM
calculates two sequences (e.g., forward hidden sequence and backward hidden sequence) to generate
output sequence by iterating forward layer rising from time t = 0 to t = T and hidden backward layer
falling from time t = T to t = 1. The network layer specification is shown in Fig. 6.

Figure 6: Single-layer Bi-LSTM network structure

3 Attention Layer

The attention mechanism suggests that people or machines selectively focus on and process
information with different degrees of importance according to their needs [20]. It has been widely used
in the field of computer vision. It automatically analyses the important part of the data characteristic
data to predict the relationship between the results in order to facilitate some of the default input
and output debugging parameters. The purpose of adding attention mechanism is to enlarge some
key features. For the skeletal behavior recognition in this paper, the key is the extraction of skeletal
features. This paper adds an attention layer after the GCN-LSTM layer (Fig. 7).

After entering the attention layer, the attention scores of different sequences are added, and the
equation is expressed as Eq. (15):

Ôt = fatt (Ot) + Ot (15)

This strengthens the key skeleton points without weakening the information for all points, as
shown in Fig. 8.
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Figure 7: Model diagram incorporating attention mechanism

Figure 8: Attention overlay diagram

Next, focus on Ôt as the output of the GCN-LSTM, as follows:

e(n)

t = tanh
(

WeiÔt + bt

)
(16)

Si = exp
(
en

t

)
∑t

i=1 exp
(
en

i,t

) (17)

δ =
n∑

i=1

SiÔi (18)

Eq. (17) shows the proportion of the current hidden layer output to the overall score. The greater
the value, the greater the overall ‘attention’ is in the whole at the current time to realise the conversion
of the current original hidden layer state to the attention state, and the feature vector δ that contains
the skeleton sequence is calculated by Eq. (18). Finally, Softmax is used to integrate and complete the
classification and identification of dangerous behaviors.
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4 Experimental Results and Analysis
4.1 Dataset

The dataset of indoor dangerous behaviors used in this paper is selected from NTU-RGB+D
dataset. NTU-RGB+D dataset is a widely used public 3D human behavior dataset at present. This
dataset is collected by three Kinect2.0 cameras, which the same height but have different horizontal
angles, namely, −45°, 0° and 45°. Therefore, the author of this dataset presents two reference evaluation
benchmarks, namely, cross subject (CS) and cross view (CV). The CS is collected by more than one
volunteer for the same action in the training and test sets. CV tests the robustness of the method from
three different perspectives. This paper uses the samples collected by camera 1 as the test set and those
by cameras 2 and 3 as the test set.

Kinetics dataset is a widely used dataset in the field of human behavior recognition. It is composed
of all the key points of the human skeleton in the video identified by Google DeepMind through
OpenPose pose estimation software. The dataset divides actions into 400 categories, with a total of
about 300,000 videos. To match the number of people in the NTU-RGB+D dataset, the two highest
skeletons are selected for action videos with more than two people. To facilitate the calculation of some
low confidence video clips deleted, they are not included in the final result. The accuracy of the [21]
Kinectics dataset is compared with the accuracy of the Top 1 and Top 5.

Considering that the Kinetics dataset contains many types of actions, this paper selects 15 actions
that intersect with the NTU-RGB+D dataset as dangerous actions. These 15 dangerous actions
are divided into single-person actions and double-person actions. Between the two classifications
dangerous single-person actions are defined as kicking things, back pain, neck pain, vomiting, falling,
headache, nausea, throwing things, chest pain, and hobbling. Double actions including pushing,
pointing at someone, slapping, kicking and touching a wallet, are defined as dangerous. Approximately
16,000 video clips, two-thirds and one-third of which account for the training set and test set,
respectively. Another 45 actions are taken to define non-dangerous actions. The training set and test set
ratio of approximately 40,000 video clips are consistent with the aforementioned number. The Resize
function is used to standardise images to 224 × 224 when processing video frames.

4.2 Experiment and Result Analysis
To verify the performance of the GLA network in dangerous behavior recognition, we have per-

formed three groups of experiments, including accuracy verification experiment, attention mechanism
visualisation experiment and GLA network and other algorithm comparison experiments.

4.2.1 Precision Verification Experiment

The language used in this method is Python, and the deep learning framework is TensorFlow2.0.
In the training optimisation algorithm, this paper selects the Adam optimisation algorithm. In this
paper, the parameters of the Bi-LSTM model are selected from the empirical data, and Dropout
is set to 0.5 to prevent overfitting. The initial learning rate was set to 0.01, the batch-size of NTU-
RGB+D was set to 64, and the batch-size of the Kinetics dataset was set to 32. In the GLA network,
the dimension of the hidden state and memory unit is 256, and the maximum number of network layers
is 3. The NTU-RGB+D dataset training result graph is shown in Fig. 9. Fig. 9a illustrates the training
accuracy curve of the dataset. The test accuracy of the model on the NTU-RGB+D dataset is 81.4%
(CS) and 89.6% (CV). Fig. 9b presents the loss rate curve. The graph shows that it has good adaptability
and faster convergence speed for the NTU-RGB+D dataset. The reason is that after integrating the
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attention mechanism, the model can learn more important feature information and has a stronger
ability to distinguish different actions with minimal changes in joint point coordinates.

Figure 9: NTU-RGB+D dataset training result graph: (a) accuracy; (b) loss

In addition, the number of GLA network layers will also affect the accuracy of identification.
Thus, this paper conducted a number of comparative experiments. In the original GCN-LSTM
network, the network layer is set to 2, 3, 4, 5 and 6 layers. However, in the GCN-Bi LSTM network,
the two-way long and short term has been divided into two layers. Here, the network layer, which is
divided into 2 and 3 layers, is merged and tested. Now, these two different ways of connection are
compared. Only the comparison of the accuracies of CS and CV is performed here. The accuracy is
shown in Table 1:

Table 1: Accuracy comparison of different network layers

Model Layer number CS% CV%

GCN-LSTM 2 81.2 87.7
3 82.9 89.6
4 85.6 91.2
5 88.3 91.0
6 84.7 90.9

GCN-Bi LSTM 2 85.3 92.2
3 89.1 93.7

The experimental results show that as the number of network layers in the GCN-LSTM network
increases, the accuracy also improves first and then decreases. The reason is that the ability of
the model to extract features will be enhanced with the increase of the number of network layers.
However, the saturation of gradient differences and the difficulty in training and optimization will
also increase. Compared with the single-layer LSTM network and the double-layer multi-directional
LSTM network, the accuracy of the Bi-LSTM model is higher than that of the original model under
the same number of network layers, thereby also showing that the improved Bi-LSTM network layer
has stronger ability to extract skeleton features.
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In the Kinetics dataset verification experiment, referring to the comparison method in the NTU-
RGB+D dataset, the highest CV accuracy is selected from the three deep learning-based methods for
repeated verification. The accuracy indicators are Top 1 and Top 5, and the comparison results are
shown in Table 2.

Table 2: Accuracy comparison of different network layers

Algorithm Top1 Top5

AGCN 37.8 59.3
Res-CNN 37.3 58.9
Ind-RNN 38.1 59.8
LSTM-GCN 38.4 60.3

The simulation results show that the model in this paper still performs best in the test of the
Kinetics dataset, which further proves the universality of the method in this paper.

4.2.2 Visualisation of Attention Mechanism

The results were compared visually to verify the necessity of incorporating attention mechanism
into this study. Fig. 10 represents the attention distribution vector of the kicking action, where (a), (b)
and (c) correspond to different input attention vectors, and the size of the blue circle represents the
distribution of the attention values. The larger the circle, the greater the corresponding attention value
will be. Fig. 10a represents the concerned right hip and right knee. Fig. 10b represents the right ankle
and right foot segments of concern. Fig. 10c represents both of them. Interestingly, the distribution
of attention fits the characteristics of kicking. Fig. 11 shows the attention distribution vector of the
action. Without the loss of generality, it also has better joint point recognition ability in double multi-
body movements, as shown in Fig. 11.

Figure 10: Attention distribution vector of action ‘kick’
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Figure 11: Attention distribution vector of multi-action ‘finger’

4.2.3 Comparative Computational Experiments

As a commonly used visualization method to present the performance of the algorithm in the field
of scene classification, the confusion matrix can measure the confusion degree of the classification
model intuitively and concisely [22]. In the confusion matrix, the values on the diagonal are all
correct prediction results, and the remaining values are the wrong prediction results caused by model
misjudgement [23]. Each row of the matrix represents the real category, and each column of the matrix
represents the prediction label of the model. The confusion matrix obtained in this paper is shown in
Fig. 12, and the classification accuracy of the drop is 100%.

Figure 12: Confusion matrix
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In addition, to prove the superiority of the GLA network, its accuracy is compared with that of
some mainstream methods.

The results in the Table 3 show that the proposed GLA model in this paper has certain advantages
and reference significance over other popular methods.

Table 3: Accuracy comparison of different algorithms

Algorithm CS% CV%

3D-CNN [24] 79.6 84.8
Visaualize-CNN [25] 76.0 82.6
Two stream-LSTM [26] 81.8 89.6
ATT-ConLSTM [27] 76.1 84.0
ST-AGCN [28] 86.4 92.1
HCN [29] 86.5 91.1
GLA 89.1 93.7

5 Conclusion

A LSTM-GCN network model that incorporates the attention mechanism is proposed to identify
dangerous behaviors based on the indoor conditions of buildings. The model connects GCN and
LSTM networks in series. Firstly, the bone information is inputted into the GCN network for spatial
feature extraction. Secondly, the bone sequence that contains spatial information is inputted into the
LSTM layer for temporal feature extraction to achieve direct spatio-temporal fusion. Bidirectional
long short-term network is used to extract temporal features from two directions, which overcomes
the problem of poor long-term memory of GCN in feature learning. Thirdly, we designed an attention
layer to enhance the key skeletal information. Finally, the simulation results show that the proposed
method can effectively achieve the expected goal and has certain practical application value. At the
same time, considering the dangerous behavior recognition is ‘afterwards’ recognition research, that
is, the system needs to identify the action after it is completed. In many application scenarios, people
prefer to predict and identify the action in time before the completion of the action, which can provide
us with enough reaction time to prepare in advance. For example, when the system observes that a
person has lost his balance, he may fall. We hope that the system can predict the occurrence of this
action in time, take appropriate measures in advance and respond accordingly to avoid irreparable
accidents.
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