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ABSTRACT

Graduate education is the main way to train high-level innovative talents, the basic layout to cope with the
global talent competition, and the important cornerstone for implementing the innovation-driven development
strategy and building an innovation-driven country. Therefore, graduate education is of great remarkably to the
development of national education. As an important manifestation of graduate education, the quality of a graduate
thesis should receive more attention. It is conducive to promoting the quality of graduates by supervising and
examining the quality of the graduate thesis. For this purpose, this work is based on text mining, expert interviews,
and questionnaire surveys to obtain the factors influencing the quality of a graduate thesis first. Then, through three
rounds of expert consultation, a multidimensional evaluation indicator system for the graduate thesis quality is
built. Furthermore, probabilistic linguistic term sets (PLTSs) are utilized to obtain the initial evaluation information
and apply the stepwise weight assessment ratio analysis method to determine the weights of attributes. In the
ensuing step, the novel multi-attribute border approximation area comparison based on the PLTS method is
established. Finally, the proposed method is employed in a case study concerning the quality evaluation of a
graduate thesis and the effectiveness of this approach is further illustrated.
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1 Introduction

As the highest level of higher education in China, graduate education is an important way to
cultivate innovative, high-quality talents. With the rapid development of China’s economy, the level
of graduate education is also improving rapidly [1]. At present, to improve the quality of higher
education comprehensively, the reform of domestic graduate training mechanism continues to deepen,
and the writing and publication of a graduate thesis are closely related to the enhancement of graduate
research ability, the cultivation of graduate quality, and the sustainable development of graduate
education. Therefore, thesis quality is an important embodiment of the graduate education level.
The quantitative data show that students who enter graduate education do so chiefly to improve
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employment prospects [2]. The lack of academic research spirit among graduates has led to a
downward trend in the level of theses, a marker of the quality of graduate training. The most evident
manifestation is that theses published by graduates suffer from insufficient innovation, insufficient
theoretical depth, and weak writing ability. In addition, several problems are observed in topic
selection, writing, and academic ethics in graduate theses, such as impractical topic selection and lack
of standardization in thesis and academic misconduct [3]. These problems are highly detrimental to the
development of a good environment for thesis quality. In response to a series of problems in practice,
thesis quality has attracted wide attention from educational and theoretical circles, and several scholars
have launched active discussions on thesis quality.

The bibliometric tool CiteSpace is utilized to select the core database of Web of Science to explore
the overall research status of thesis quality with the theme “dissertation or thesis” and “quality or
impact”. The time period is from 2000 to 2021, with one year as the time slice and keywords as the
nodes, to generate the keyword co-occurrence map, and the results are shown in Fig. 1. The larger the
node is, the more the occurrences of keywords. Fig. 1 shows that the research on the quality of the thesis
is carried out in three main directions, namely, the direction of thesis quality evaluation represented
by “quality,” the response to students’ education represented by “education”, and the effect of thesis
quality produced by “impact”.

Figure 1: Keyword co-occurrence map of graduate thesis research

First, the data of the top 12 keywords are obtained by merging similar keywords, as shown in
Table 1. The research centrality of “education,” “quality,” and “impact” is much higher than other
aspects. The centrality of “simulation,” “webinar model,” and “growth” are all 0.13. Moreover, the
centrality of other keywords is 0.1.

Table 1: Centrality of top 12 keywords

Centrality Keywords Centrality Keywords

0.24 1. Education 0.1 7. Dissertation
0.23 2. Quality 0.1 8. Double blind

(Continued)
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Table 1 (continued)

Centrality Keywords Centrality Keywords

0.21 3. Impact 0.1 9. Perception
0.13 4. Simulation 0.1 10. Family
0.13 5. Webinar model 0.1 11. Social cla
0.13 6. Growth 0.1 12. System

Then, the frontiers of research are analyzed. Burst term refers to the keyword with a sudden
increase in frequency in a short period of time, and burst rate refers to the intensity of the sudden
increase in the frequency of words in a short period of time. Burst term and burst rate are used to
reflect the changing trend of the research frontier. The results of the analysis of emerging keywords in
the literature generated by CiteSpace are shown in Table 2. The top 11 keywords with high intensity of
appearance and strong disciplinary representation are given. From 2010 to 2021, the academic terms
with high research popularity include “management,” “quality,” “education,” “impact,” “model,”
“student,” and “higher education.” However, the research fields represented by “quality,” “student,”
and “higher education” have been gaining attention since 2012 and remain research hot spots in this
field until now.

Table 2: Top 11 keywords on citation burst over time

Keywords Strength Begin End 2000–2021

Performance 3.42 2005 2012                      

Perception 3.69 2008 2011                      

Management 8.74 2010 2016                      

Quality 25.51 2012 2021                      

Education 19.03 2012 2021                      

Quality of life 15.58 2012 2018                      

Impact 13.34 2014 2021                      

Experience 5.74 2015 2017                      

Model 4.69 2016 2017                      

Student 16.00 2017 2021                      

Higher education 14.43 2018 2021                      

The above researches show that thesis quality is closely integrated with students and higher
education, which has certain research value and practical significance. Improving the quality of the
graduate thesis is not only an important embodiment of graduate education but also an inevitable
requirement of university development. Therefore, more attention should be paid to it. Besides, the
quality of theses published by graduates is one of the common problems of degree-granting units in
China. It is of great significance to explore the influencing factors and effective evaluation methods.
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The investigation and summary of factors affecting the quality of the graduate thesis can provide a
reference for the analysis of the quality of the graduate thesis. Given the present situation of the thesis
quality of college graduates, this paper discusses the influencing factors and the multidimensional
evaluation index system of thesis quality, readers can understand what conditions a good thesis should
have and what factors have a greater impact on its quality, so as to make efforts to effectively improve
the quality of thesis. At the same time, in the actual evaluation, the evaluators may hesitate between
several linguistic terms when they use those to evaluate each index of the target object, and their
preference for the hesitant linguistic terms varies. Facing it, this paper tries to introduce the concept
of probabilistic linguistic term sets to solve the problem that all possible linguistic terms are of equal
importance, which can make the evaluation result more accurate. Therefore, this paper combines the
SWARA method and PL-MABAC method to evaluate the quality of graduate theses. Readers can
evaluate the quality of dissertations, and researchers can apply this evaluation method to other aspects,
which is conducive to the improvement of research theories and the expansion of research dimensions.
Moreover, this paper demonstrates the validity of the model by taking the quality of graduate theses
from five universities in Sichuan Province as an example.

The rest of this paper is arranged as follows: Section 2 provides an in-depth analysis of related
research. Section 3 briefly introduces the PLTSs and the MABAC methods. Section 4 discusses the
realization of the proposed method according to the operation. Section 5 takes five universities as cases
to demonstrate the use of this method and analyzes its scientific nature. Section 6 draws conclusions
that clarify the contributions and limitations of this paper.

2 Related Research
2.1 Study on Influencing Factors of Thesis Quality

Graduate students and supervisors directly affect the quality of the thesis. On the one hand,
graduates are direct “surgeons.” The differences in the quality of graduates and their specialties
make them spend different efforts and time in thesis writing; hence, the quality of the thesis is also
different. For example, helping engineering graduates write their theses can be a difficult, time-
consuming undertaking for a thesis advisor [4]. Graduates who properly manage their time, process,
and energy are more likely to write research proposals, theses, and dissertations and become published
[5]. On the other hand, a tutor is an important person within a student’s talent development [6], and
their academic ethics, research level, and academic attitude directly affect the innovative research
of a graduate thesis. What’s more, the relationship with the supervisor could influence the quality
evaluation of the postgraduate theses [7], but will not on that about Ph.D. dissertations. In the field of
graduate education, tutor feedback plays a critical role in students’ learning experiences and academic
performance [8]. A good tutor’s feedback can play a better role in guidance. The personal ability and
the quality of the tutor are also related to the level of graduates’ learning achievement [9]. However, in
developing countries, the growth in the supervisory capacity of tutors has not kept pace with the growth
in the number of students [10]. Several tutors have outdated personal knowledge, lax requirements for
students, poor guidance, and inadequate responsibilities.

The factors that graduates are most concerned about include tutors, competency development,
research climate, infrastructure, paper review, and clarity of mission [11]. Existing research has
found five factors at three different levels that affect the quality of the thesis: one student factor
(favorable characteristics for conducting research), three consultant factors (research experience,
latest research knowledge, and ratio of consultants to students), and one institutional factor (close
monitoring and management system) [12]. The content of graduate curricula and the opportunities
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for graduates to participate in research projects can also affect the quality of their theses. A high-
quality thesis may also be caused by factors such as the language skills that students have already
mastered at the time of admission or the complex interaction between tutor and student, and not just
effective classroom design or curriculum settings [13]. Mastering academic writing is indispensable
for successful performance in tertiary education [14]. Thesis writing is inseparable from citation, and
citation is positively correlated with the quality of writing. After analyzing the citation types and
trends of 157 master’s theses in 19 different disciplines from one university over 10 years, Swart [15]
suggested that postgraduate students need to select citations from more reliable sources and format
them correctly, which can help improve the quality of theses. By comparing the citation characteristics
of master’s and doctoral dissertations of English majors in China, it can be found that doctoral
students can cite more theories or models, which to some extent reflects the higher academic ability
of doctoral students [16]. The choice of the topic and the connection of the content directly affect the
quality of the thesis. A high-quality thesis should have an excellent literature review to elaborate on the
research background and the motivation of the research. Therefore, scholars regard the quality of the
literature review as the influencing factor of thesis quality [17]. The peer-review system is an important
step to evaluate the quality of a graduate thesis, using a specially developed online peer-review system,
the Peer Portal, which also has a certain degree of supervision for improving the quality of the graduate
thesis and affecting the thesis quality [18].

The above research reveals that the problems in graduate theses are formed under the combined
influence of many factors. The factors affecting the quality of graduate theses can be summarized
in many aspects. At present, a single level of research on the influencing factors of thesis quality is
noted. A multidimensional, all-around thesis quality evaluation system is lacking. Based on online
and offline approaches, the factors affecting the quality of graduate theses are identified in this
paper from multiple perspectives through text mining, interviews, and questionnaires. This paper takes
graduates, tutors, university administrators, and recruitment units as research objects to determine the
influencing factors of thesis quality and constructs the evaluation indicator system.

2.2 Study on Evaluation of Thesis Quality
The performance of a graduate thesis is related to the quality of graduate education and the

outcomes of scientific research [16]. With the continuous reform of graduate education, the importance
has gradually changed from the quantity of the thesis to quality. How to improve the quality of the
thesis has become a hot topic at present. Studying the quality evaluation methods of the past articles
is conducive to further analysis and exploration of the quality evaluation of the graduate thesis, which
can provide extensive reference experience for graduate education management.

Thesis quality evaluation is a typical multifactor comprehensive evaluation system. Existing
indicators for evaluating thesis quality mainly include peer review and citation frequency. When
citation frequency becomes an indicator of the importance of scientific articles [19], it is used by many
scholars in measuring the quality of articles [20–22]. In the evaluation of citations, multiple indicators
such as article impact factors, position impact factors, and journal impact factors are proposed.
Using multiple indicators for evaluation, especially considering different weights, should be given
to citations in different positions of the article [23]. Moreover, the criteria and focus of evaluation
are different according to specialty. For the master of public health (MPH), a specific description
of the methods and results is valued in the dissertations [24]. For translation studies, examiners put
more emphasis on the accuracy of language and the presentation of ideas in master’s dissertations
[25]. How to ensure the accuracy of the evaluation effectively needs further discussion and research.
The existing research is limited by the data sources, which makes the research unconvincing. The
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evaluation of the quality of the graduate thesis should not be confined to a single thesis but should
be carried out from the perspective of the whole university. Nevertheless, the overall evaluation of
the thesis situation under the graduate education system is lacking. To determine the differences
between the quality of thesis in universities’ undergraduate education, universities must be set as
alternatives using the constructed evaluation indicator system; thus, this constitutes multiple attribute
decision-making (MADM) problems. MADM is an important research field in decision science and
operations research [26]. Further theoretical studies on MADM problems with qualitative information
have been ongoing all the time in recent years [27]. They increasingly find that linguistic information
is better at coordinating the human mind in terms of expressing preference information as well as
conveying ambiguous information than numerical values. With the application of a linguistic term
set (LTS), the probabilistic linguistic term set (PLTS) is proposed [28]. PLTS is an up-to-date tool for
dealing with uncertain information in decision-making [29]. Many scholars have applied PLTSs to the
MADM problem. PLTSs are integrated with the ORESTE method to identify preference relations,
indifference relations, and incomparability among alternatives [30]. Water security is evaluated based
on the TODIM method with PLTSs [31]. PLTSs are also combined with other MADM methods to
explore more scientific decision processes and outcomes.

The existing research on graduate thesis quality evaluation inspires us to establish an evaluation
index system from different stakeholder perspectives to better evaluate the quality of the graduate
thesis. And that is where we lay the originality of this paper. On the one hand, traditional research from
a certain single point of view on the quality of graduate thesis factors to explore, few at the same time
combine multiple perspectives to study, and few people pay attention to the enterprise recruitment unit
on the quality of the graduate thesis. On the other hand, most of the existing evaluation methods ignore
the influence of the ambiguity and hesitancy of experts’ scores on the evaluation results. Related studies
combined with PLTS are very scarce, which is worthy of further study. Therefore, it is very important to
study the influencing factors of thesis quality from the overall perspective, combine multi-source data,
and build the thesis quality evaluation model which is helpful to eliminate the influence of experts’
hesitation, to improve the correctness of the thesis quality evaluation results of graduate students, and
to provide a feasible evaluation method for universities.

3 Fundamental Knowledge
3.1 Concepts of PLTSs

Given the complexity of decision-making problems in the real life, decision-makers (DMs) often
hesitate among several possible linguistic terms when expressing their preferences in using linguistic
information for decision-making [29]. Therefore, the PLTSs, which consist of several possible linguistic
terms and their relative probabilities, are proposed [32]. As a flexible, efficient tool, PLTSs can handle
the probabilistic distribution of linguistic assessments well and help experts express complex cognitive
information, which is difficult to define or express in precise language. As an extended tool, it can
simultaneously consider several linguistic terms with different weights (represented by probabilities),
which can help DMs describe objects in terms of linguistic expression and probability [33]. Several
concepts and operations related to PLTSs are as follows:

Definition 1 [28] Let S = {s0, s1, . . . , sτ} be a LTS, and a PLTS can be defined as

L (p) =
{

L(k)
(
p(k)
) ∣∣L(k) ∈ S, p(k) ≥ 0, k = 1, 2, . . . , #L (p) ,

#L(p)∑
k=1

p(k) ≤ 1

}
(1)
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where L(k)
(
p(k)
)

is the linguistic term L(k) associated with the probability p(k), and #L (p) is the number
of all different linguistic terms in L (p).

Definition 2 [28] Given a PLTS L (p) with
∑#L(p)

k=1 p(k) < 1, the associated PLTS L̇ (p) is defined as

L̇ (p) = {L(k)
(
ṗ(k)
) |k = 1, 2, . . . , #L (p)

}
(2)

where ṗ(k) = p(k)/
∑#L(p)

k=1 p(k) for all k = 1, 2, . . . , #L (p).

Definition 3 [28] Let L1 (p) and L2 (p) be any two PLTSs, L1 (p) = {L1
(k)
(
p1

(k)
) |k = 1, 2, . . . , #L1 (p)}

and L2 (p) = {
L2

(k)
(
p2

(k)
) |k = 1, 2, . . . , #L2 (p)

}
, and let #L1 (p) and #L2 (p) be the numbers of

linguistic terms in L1 (p) and L2 (p), respectively. If #L1 (p) > #L2 (p), then #L1 (p)−#L2 (p) linguistic
terms are added to L2 (p) so as to make the numbers of linguistic terms in L1 (p) and L2 (p) identical.
The added linguistic terms are the smallest ones in L2 (p), and the probabilities of all the linguistic
terms are zero.

Normalization can be conducted in two steps:

(1) If
∑#L(p)

k=1 pi
(k) < 1, then L̇i (p) , i = 1, 2 is calculated by using Eq. (2).

(2) If #L1 (p) �= #L2 (p), then several elements are added to the one with a smaller number of
elements according to Definition 4.

After standardizing the PLTSs, they need to be compared with one another to conduct subsequent
rankings. Then, the score of each PLTS can be obtained.

Definition 4 [28] Let L (p) = {
L(k)
(
p(k)
) |k = 1, 2, . . . , #L (p)

}
be a PLTS and r(k) be the subscript

of the linguistic term L(k). Then, the score of L (p) is

E (L (p)) = sa (3)

where a =∑#L(p)

k=1 r(k)p(k)/
∑#L(p)

k=1 p(k).

For two PLTSs, L1 (p) and L2 (p), if E (L1 (p)) > E (L2 (p)), then L1 (p) � L2 (p), which means
L1 (p) is superior to L2 (p). However, if E (L1 (p)) = E (L2 (p)), then L1 (p) cannot be compared with
L2 (p). Thus, the deviation degree of a PLTS is proposed as follows:

Definition 5 [28] Let L (p) = {
L(k)
(
p(k)
) |k = 1, 2, . . . , #L (p)

}
be a PLTS and r(k) be the subscript

of the linguistic term L(k). Then, the deviation degree of L (p) is

σ(L(p)) =
⎛
⎝∑#L(p)

k=1

(
p(k)
(
r(k) − α

) )2
)1/2/∑#L(p)

k=1
p(k) (4)

For two PLTSs, L1 (p) and L2 (p), with E (L1 (p)) = E (L2 (p)), if σ (L1 (p)) > σ (L2 (p)), then
L1 (p) ≺ L2 (p); if σ (L1 (p)) = σ (L2 (p)), then L1 (p) is indifferent to L2 (p).

3.2 Classical MABAC Method
The MABAC method was introduced by Pamucar and Cirovic in 2015 [34]. Initially, this method

was utilized to research the problem of selecting transport and distributing resources in logistic centers
[35]. The basic assumption in this method is to divide the alternatives into the border, upper, and lower
approximation regions, and define the distance of the alternatives from the border approximation
area. Each alternative is evaluated and ranked by specifying the difference between the distances.
The MABAC method has the advantages that the computation is simple, the results are stable, and a
comprehensive result can be obtained considering the potential amount of gain or loss [36], which is
a helpful, reliable tool for MADM [37]. Currently, this method is utilized in MADM problems.
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First, the MABAC method utilizes a compromise normalization equation to compute the positive
and the negative attributes to form a matrix Z = (

zij

)
n×m

. Then, according to the known attribute
weights and zij, the weighted normalized decision matrix is obtained by rij = wj +zijwj, i = 1, . . . , n, j =
1, . . . , m. The border approximation area matrix is further obtained by gj =

(
n∏

i=1

rij

)1/n

, and a 1 × m

matrix is formed. The distance from the border approximation area is determined by qij = rij − gj.
Finally, the order of alternatives is determined by the total distances from the border approximate

area, which can be obtained by Si =
m∑

j=1

qij.

4 Methodology

To solve the problem of graduate thesis quality evaluation, a multidimensional evaluation
indicator system for graduate theses is constructed, and then the attribute weights are calculated using
the SWARA method in this section. Finally, the PL-MABAC method is introduced to rank the quality
of the graduate theses. The proposed framework is shown in Fig. 2.

Figure 2: Framework of graduate thesis quality evaluation

4.1 Evaluation Indicator Analysis
In this section, the information data generated by text mining, expert interviews, and questionnaire

surveys are utilized to study the relative influencing factors of the research object. By collating and
analyzing influencing factors, the underlying information can be obtained to establish the indicator
system, and the decision-making method is applied to make a rigorous process and gain accurate
results.

4.1.1 Acquisition and Pretreatment of Influencing Factors

Evaluating the quality of graduate theses is conducive to optimizing the thesis quality manage-
ment system and management process, discovering the deficiencies in university education in time,
promoting the benign development of academic research, creating an effective research environment,
and strengthening the cultivation of high-quality talents. Most of the existing factors affecting the
quality of graduate thesis focus on three aspects, namely, students, tutors, and universities, but the
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factors affecting thesis quality are multifaceted, including structural and nonstructural factors. A
comprehensive study of these factors is of great relevance to improving the comprehensive quality
of students and the influence of scientific research in universities.

Data on factors affecting thesis quality are obtained through online and offline channels. Online
text mining methods include the use of small wood insects to obtain education review texts and
literature searches based on thesis quality. Offline methods mainly utilize semi-structured interviews
and questionnaires to collect opinions and information from relevant experts to help construct a
reasonable evaluation indicator system. We sent questionnaires to four main types of experts: the
graduate students who have graduated who are very familiar with the writing work of the dissertation,
the supervisors who direct the work of the graduate thesis who understand the problems often
encountered in the writing process of the graduate thesis and what should be paid attention to,
the university management personnel responsible for the evaluation of the graduate thesis who
comprehend the review process and basic requirements of the graduate thesis, and the personnel
responsible for the recruitment of the company who are clear about the abilities and conditions they
need to recruit graduate students.

Through the previous research and analysis, this work obtains 68 influencing factors, which
can be divided into four dimensions according to their correlation: graduates, tutors, university
administrators, and recruitment units.

4.1.2 Establishing the Indicator System

Based on the collected data and information, combined with the expert evaluation method,
experts’ professional knowledge and experience are reviewed and utilized in this paper to determine
the relationship between the influencing factors and score them according to the degree of influence.
The higher the score is, the higher the influence. According to the above influencing factors, three
expert interviews are conducted, and we keep deleting and merging the influencing factors. Finally, a
thesis quality evaluation indicator system including 13 attributes is obtained, as summarized in Table 3.
Graduates, tutors, university administrators, and recruitment units are taken as the survey objects,
and questionnaires and interviews are conducted to collect relevant data. Moreover, the evaluation
indicator related to the quality of theses is evaluated by reading graduate theses of relevant universities.

Table 3: Quality of graduates’ thesis evaluation indicator system

Level 1 Object Level 2 Definition

The quality of graduate
thesis evaluation

Graduates and tutors Recognition Degree of graduates’
recognition of the
importance of the thesis

Purpose Degree of clarity of
learning purposes of
graduates

Personal ability The ability of graduates to
analyze and solve problems

Material Accumulation of materials
related to the thesis

(Continued)
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Table 3 (continued)

Level 1 Object Level 2 Definition

Topic selection The degree of closeness
between thesis topic
selection and professional
direction

Guidance Tutor’s guidance to
graduates

Environment The quality of the scientific
research environment in
the university

Tutor ability The research ability and
level of the tutor

University
administrators

Curriculum The setting of professional
Curriculums in the
university

Defense system The situation of the thesis
defense system in the
university

Review system The situation of the thesis
review system in the
university

Recruitment units Practical
experience

Professional practice
experience of graduates

Internship The university’s emphasis
on graduates’ professional
internship

The evaluation indicator system constructed in this paper includes multiple perspectives of
graduates, tutors, university administrators, and recruitment units, which is conducive to a multi-
dimensional analysis of the objective and subjective factors affecting the graduate dissertation. At
the same time, the paper is based on the actual situation, pays attention to the key factors affecting the
quality of graduate papers, focus on breaking through the bottleneck, and solves the existing problems,
which is conducive to improving the level of graduate papers on the whole.

4.2 PL-MABAC Method Based on the SWARA Weight Method
In this section, the concrete process of implementing the PL-MABAC method based on the

SWARA weight method to solve the problem of MADM is put forward. The method consists of
two parts: (1) calculating the weight of attribute based on the SWARA method and (2) determining
the final ranking based on the PL-MABAC method. The detailed flowchart is shown in Fig. 3.
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Figure 3: Flowchart of the proposed PL-MABAC method

4.2.1 Calculating the Weight of Attribute Based on the SWARA Method

Determining attribute weights is a basic step in MADM. Different attribute weight values will lead
to different decision results. The process of attribute prioritization and weighting is an important part
of MADM, and it affects the final decision result. Therefore, it is very important to obtain attribute
weights correctly. The SWARA method is utilized to calculate attribute weights. The SWARA method
was introduced by Kersuliene et al. in 2010 [38]. In this method, done by the weighting method, the
relative importance and the initial priority of each attribute are determined by the opinion of the DMs,
and then the relative weight of each attribute is determined by calculation. This method enables DMs
to express their opinions freely because they are not defined by fixed measures or scales [39]. The
strength of the SWARA method is simpler and more straightforward to operate compared with other
weighting methods [40,41].

The attributes are prioritized in terms of relative importance, determined by DMs. The modified
SWARA method [42] is used to integrate the results from DMs by introducing the geometric average
method. First, each DM prioritizes attributes based on their importance. The most important attribute
is assigned a value of 1.00, and other attributes are given in descending order according to their relative
importance as a multiple of 0.05. In the attribute decision method, the mean value of the attribute j
given by l DMs is pt

j, j = 1, 2, . . . , m, t = 1, 2, . . . , l.

Integrating the evaluation information of all DMs, the combined relative importance score of each
attribute is determined as follows:

pj =
(

l∏
t=1

pt
j

)1/l

(5)
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Then, starting from the second attribute, the relative importance of the attribute j with respect
to the previous attribute (j − 1) is calculated, which results in the initial prioritization of attributes
determined by the DMs, denoted as Pj.

Pj = pj−1 − pj, j = 2, . . . , m (6)

The coefficient (Cj) of each attribute is obtained by further comparison and calculated as

Cj =
{

1, if j = 1
Pj + 1, if j > 1 , j = 1, . . . , m (7)

At this stage, C ′
j is applied to compute the initial weight of each attribute.

Cj
′ =
{

1, if j = 1
Cj−1

′
/Cj, if j > 1 , j = 1, . . . , m (8)

Hence, the final attribute weights are calculated as

wj = C ′
j∑m

j=1 C ′
j

(9)

The above are all the steps in this paper to calculate the weight w = (w1, w2, . . . , wm) using the
SWARA method.

4.2.2 Determining the Final Ranking Based on the PL-MABAC Method

Similar to the classical MABAC method, the initial decision matrix must be obtained and
normalized. First, PLTS is utilized to build the initial decision matrix. PLTS has been proposed
to deal with the probabilistic distribution in providing linguistic assessments [43]. The PL-MABAC
method is proposed in this work to explore the ranking of alternatives. The LTS S = {s−τ , . . . , sτ},
which is a subscript-symmetric linguistic evaluation scale, is utilized [44]. It facilitates the analysis
and calculation, and has been widely utilized. Therefore, utilizing this linguistic evaluation scale is
convenient.

Considering the MADM problem with probabilistic linguistic information, n alternatives A =
{A1, A2, ..., An} are evaluated in terms of m attributes O = {O1, O2, . . . , Om}. The evaluation can be
expressed by a PLTS [28].

Lij (p) = {Lij
(k)
(
pij

(k)
) |k = 1, 2, . . . , #Lij (p)

}
, i = 1, 2, . . . , n, j = 1, 2, . . . , m (10)

where Lij
(k) is the kth value of Lij (p); pij

(k) denotes the probability of Lij
(k); pij

(k) > 0; k = 1, 2, . . . , #Lij (p);∑#Lij (p)

k=1 pij
(k) = 1; and #Lij (p) is the number of linguistic terms in Lij (p). The probabilistic linguistic

decision matrix L = [Lij (p)
]

n×m
consists of all the PLTSs:

L = [Lij (p)
]

n×m
=

⎡
⎢⎢⎣

L11 (p) L12 (p) . . . L1m (p)

L21 (p) L22 (p) . . . L2m (p)

. . . . . . . . . . . .

Ln1 (p) Ln2 (p) . . . Lnm (p)

⎤
⎥⎥⎦

n×m

(11)

To rank the alternatives, the initial matrix, which should have specific operator values to facilitate
the computation and solution, needs to be obtained. In previous studies, people always utilized the
score of PLTS to construct the decision matrix, but in PLTS comparison, when the scores are the same,
further deviation degree needs to be compared. Therefore, the deviation degree is directly utilized to
construct the decision matrix to make the results more accurate. Eqs. (3) and (4) are applied to calculate
the deviation degree of Lij (p). xij = mini σ

(
Lij (p)

)
/σ
(
Lij (p)

)
connects the PLTSs with the MABAC
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method because the smaller the deviation degree is, the better the PLTS. The initial decision matrix
X = [xij

]
n×m

in the PL-MABAC method is

X =

⎛
⎜⎜⎝

x11 x12 . . . x1m

x21 x22 . . . x2m

. . . . . . . . . . . .

xn1 xn2 . . . xnm

⎞
⎟⎟⎠

n×m

; i = 1, . . . , n, j = 1, . . . , m (12)

The initial decision matrix generated by PLTS can be directly applied to the rank calculation.
Therefore, the generation of a matrix X provides basic support for subsequent calculation and analysis.
Then, the MABAC method is utilized to rank the alternatives according to the initial matrix X [34].

Above all, the positive and negative attributes of the decision matrix are normalized by Eqs. (13)
and (14), respectively.

zij = xij − mini xij

maxi xij − mini xij

(13)

zij = maxi xij − xij

maxi xij − mini xij

(14)

The new matrix Z = [
zij

]
n×m

is formed. Given the normalized values of the decision matrix Z
by PLTSs and the weight of the attributes w = (w1, . . . , wn) by the SWARA method, the weighted
normalized values of each attribute are obtained from Eq. (15).

rij = wj + zijwj, i = 1, . . . , n, j = 1, . . . , m (15)

The border approximation area for each attribute is obtained according to Eq. (16).

gj =
(

n∏
i=1

rij

)1/n

, j = 1, . . . , m (16)

By determining the values of the border approximation area matrix, the border approximation
area matrix G, which is a m × 1 matrix, is obtained.

With respect to the elements in the weighted normalized values and the border approximation
area matrix of each attribute, the distance of the alternatives from the border approximation area is
determined by Eq. (17).

qij = rij − gj, i = 1, . . . , n, j = 1, . . . , m (17)

A calculation of the values of the attribute functions for the alternatives is determined as the sum
of the distance of the alternatives from the border approximation areas. The total distances of each
alternative from the border approximate area are determined by Eq. (18).

Si =
m∑

j=1

qij, i = 1, . . . , n (18)

The total distance between the alternatives and the border approximate area in descending order
is determined, and the final ranking of all alternatives is obtained based on this.

In summary, an algorithm for the whole decision making is presented as follows:

Input: Probabilistic linguistic decision matrix

Output: Ranking of alternatives
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Step 1: Collect relevant information and construct the probabilistic linguistic decision matrix.

Step 2: Normalize the probabilistic linguistic decision matrix by Definitions 3 and 4.

Step 3: Construct the initial decision matrix X = [xij

]
n×m

by Eqs. (11) and (12).

Step 4: Calculate the ranking order of attributes according to DMs.

Step 5: Determine alternative weights wj based on Eqs. (5)–(9).

Step 6: Normalize the initial decision matrix and form the decision matrix Z = [zij

]
n×m

by Eqs. (13)
and (14).

Step 7: Obtain the border approximation area matrix G by Eqs. (15) and (16).

Step 8: Determine the total distances from the border approximate area Si by Eqs. (17) and (18).

Step 9: Rank the overall alternatives Ai based on the values of Si.

Step 10: End.

5 Case Study

A case study on the ranking of graduate thesis quality of five universities in Sichuan Province,
China through the proposed method, which can illustrate the use of the PL-MABAC method, is
presented in this section. Then, its validity and feasibility in actual cases and comparative analysis
can be proven.

5.1 Application of the Proposed Methodology
In recent years, university construction has become an important part of national education

development. In China, the reform of the graduate cultivation mechanism is being promoted deeply,
and many universities are strengthening quality education. To reflect the quality of current graduate
education in universities, we can start from the most intuitive aspect and judge the graduate education
of universities through the evaluation of the quality of the graduate thesis. In this paper, five universities
in Sichuan Province are selected to illustrate the proposed approach.

They are the University of Electronic Science and Technology of China (A1), Southwestern
University of Finance and Economics (A2), Sichuan Agricultural University (A3), Chengdu University
of Technology (A4), and Southwest Petroleum University (A5), which can be expressed as A =
{A1, A2, A3, A4, A5}. Through preliminary research, 13 main attributes are identified to evaluate the
graduate thesis of these universities, as summarized in Table 4.

Table 4: Symbolic representation of all attributes

Symbol Attribute

O1 Recognition
O2 Purpose
O3 Personal ability
O4 Material
O5 Topic selection
O6 Guidance

(Continued)
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Table 4 (continued)

Symbol Attribute

O7 Environment
O8 Tutor ability
O9 Curriculum
O10 Defense system
O11 Review system
O12 Practical experience
O13 Internship

Through questionnaire surveys and interviews, the opinions of graduates, tutors, university
administrators, and recruitment units are sought to provide them with relevant reference materials
and a linguistic evaluation scale. The following LTS is utilized: S = {

s−3, s−2, s−1, s0,s1, s2, s3

}
, where

s−3 = very poor, s−2 = poor, s−1 = a little poor, s0 = middling, s1 = a little good, s2 = good, and
s3 = very good.

By collecting relevant questionnaires, all the judgments can be obtained. For example, when
evaluating the degree of recognition (O1) of alternative A1, 10.6% of the interviewees consider
that the attribute O1 of A1 is “a little good (s1),”, 42.4% of the interviewees consider that the
attribute O1 of A1 is “good (s2),” and 47.0% of the interviewees think that the attribute O1 of A1

is “very good (s3).” Therefore, the evaluation value of O1 in A1 is obtained, denoted as L (p)11 =
{s1 (0.106) , s2 (0.424) , s3 (0.470)}. Similarly, the decision matrix is obtained in the form of PLTSs in
Table 5. The normalized linguistic decision matrix with the same length is shown in Table 6.

Utilizing Eq. (3), the scores of the PLTSs are calculated. The deviation degree of the PLTSs can
be obtained by Eq. (4). L11 (p) is taken as an example:

a11 = {3 × 0.470 + 2 × 0.424 + 1 × 0.106}/(0.470 + 0.424 + 0.106) = 2.364,

σ (L11 (p)) =
√

(0.470 × 0.636)
2 + (0.424 × 0.364)

2 + (0.106 × 1.364)
2

0.470 + 0.424 + 0.106
= 0.366.

Then, xij = mini σ
(
Lij (p)

)
/σ
(
Lij (p)

)
is set, and Eqs. (11) and (12) are utilized to obtain the initial

decision matrix X = [xij

]
n×m

as follows:

X =⎡
⎢⎢⎢⎢⎣

0.963 0.820 1 0.929 0.914 1 1 0.807 0.421 0.681 0.493 0.719 0.611
0.986 0.754 0.593 1 1 0.860 0.875 0.802 0.702 0.729 0.488 0.727 1

1 0.761 0.732 0.817 0.920 0.960 0.914 0.729 0.534 0.681 0.559 0.434 0.499
0.762 0.713 0.739 0.799 0.472 0.638 0.476 1 1 1 0.575 0.568 0.936
0.591 1 0.610 0.710 0.888 0.727 0.532 0.673 0.310 0.675 1 1 0.576

⎤
⎥⎥⎥⎥⎦

The SWARA method is used to obtain the weights of attributes. Thus, the individual evaluations
of five DMs are utilized to obtain the ranking order of attributes, and Eq. (5) is utilized to merge
relative importance scores calculated for each criterion. The results are given in Table 7.

Attributes are ranked in descending order according to merged relative importance scores. Table 8
provides the initial prioritization, coefficient, initial weight, and final weight w = (w1, w2, . . . , wm) of
each attribute, which are calculated by Eqs. (6)–(9), respectively.
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Table 7: Evaluations of DMs for criteria and merged relative importance scores

Attributes Individual evaluations of DMs pt
j

pj

DM1 DM2 DM3 DM4 DM5

O1 0.90 0.85 0.95 0.80 0.90 0.879
O2 0.90 0.80 0.85 0.95 0.80 0.858
O3 1.00 1.00 0.95 0.95 1.00 0.980
O4 0.90 0.75 0.60 0.30 0.70 0.611
O5 0.80 0.65 1.00 0.70 0.60 0.738
O6 0.90 0.75 0.95 0.50 0.45 0.679
O7 0.90 0.40 0.15 0.20 0.35 0.328
O8 0.90 0.65 0.65 0.60 0.45 0.634
O9 0.50 0.15 0.45 0.70 0.20 0.343
O10 0.05 0.20 0.45 0.15 0.55 0.206
O11 0.05 0.15 0.30 0.15 0.20 0.147
O12 0.80 0.10 0.15 0.40 0.15 0.235
O13 0.90 0.15 0.15 0.40 0.15 0.261

Table 8: Calculation of final attributes weights with the SWARA method

Attributes pj (Ordered) Initial
prioritization Pj

Coefficient
value Cj

Initial weight
Cj

′
Final weight
wj

O3 0.980 1 1 0.113
O1 0.897 0.101 1.101 0.908 0.103
O2 0.858 0.020 1.020 0.890 0.101
O5 0.738 0.120 1.120 0.794 0.090
O6 0.679 0.059 1.059 0.750 0.085
O8 0.634 0.045 1.045 0.718 0.082
O4 0.611 0.023 1.023 0.702 0.080
O9 0.343 0.268 1.268 0.553 0.063
O7 0.328 0.015 1.015 0.545 0.062
O13 0.261 0.067 1.067 0.511 0.058
O12 0.235 0.026 1.026 0.498 0.057
O10 0.206 0.029 1.029 0.484 0.055
O11 0.147 0.060 1.060 0.457 0.052

Then, the attribute weights are obtained as w = (0.103, 0.101, 0.113, 0.080, 0.090, 0.085, 0.062,
0.082, 0.063, 0.055, 0.052, 0.057, 0.058).
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After determining the weight of each attribute, the universities are ranked according to the quality
of their graduate thesis. Eqs. (13) and (14) are utilized to normalize the initial decision matrix X and
form the decision matrix Z.

Z =⎡
⎢⎢⎢⎢⎣

0.910 0.374 1 0.756 0.837 1 1 0.409 0.162 0.019 0.011 0.503 0.223
0.967 0.144 0 1 1 0.614 0.761 0.395 0.568 0.167 0 0.517 1

1 0.168 0.341 0.368 0.849 0.889 0.835 0.171 0.325 0.020 0.139 0 0
0.417 0 0.358 0.304 0 0 0 1 1 1 0.170 0.236 0.873

0 1 0.043 0 0.788 0.247 0.107 0 0 0 1 1 0.154

⎤
⎥⎥⎥⎥⎦

Furthermore, the weights of the attributes that are obtained by the SWARA method are utilized
to obtain the weighted normalized values in Table 9 by Eq. (15). Utilizing the values in Table 9, the
border approximation area matrix G is obtained by Eq. (16), as presented in Table 10.

Table 9: Values of weighted normalized decision matrix

O1 O2 O3 O4 O5 O6 O7 O8 O9 O10 O11 O12 O13

A1 0.197 0.139 0.227 0.140 0.166 0.170 0.124 0.115 0.073 0.056 0.052 0.085 0.071
A2 0.203 0.116 0.113 0.159 0.180 0.137 0.109 0.114 0.098 0.064 0.052 0.086 0.116
A3 0.206 0.118 0.152 0.109 0.167 0.161 0.114 0.095 0.083 0.056 0.059 0.057 0.058
A4 0.146 0.101 0.154 0.104 0.090 0.085 0.062 0.163 0.126 0.110 0.061 0.070 0.109
A5 0.103 0.202 0.118 0.080 0.161 0.106 0.068 0.082 0.063 0.055 0.104 0.113 0.067

Table 10: Border approximate area matrix

O1 O2 O3 O4 O5 O6 O7 O8 O9 O10 O11 O12 O13

gj 0.165 0.131 0.148 0.115 0.149 0.128 0.092 0.111 0.086 0.066 0.063 0.080 0.081

Based on Tables 9 and 10, the distance of the alternatives from the border approximation area
qij, i = 1, . . . , n, j = 1, . . . , m are calculated by Eq. (17). The results are presented in Table 11. The
final ranking result is produced according to the total distances from the border approximate area
Si (i = 1, . . . , n), which can be obtained by Eq. (18). The results are shown in Table 12.

Table 11: Distance from the border approximate area

O1 O2 O3 O4 O5 O6 O7 O8 O9 O10 O11 O12 O13

A1 0.031 0.008 0.079 0.025 0.017 0.043 0.032 0.004 0.013 0.010 −0.011 0.005 −0.010
A2 0.037 −0.015 −0.035 0.044 0.032 0.010 0.017 0.003 0.012 −0.001 −0.011 0.006 0.035
A3 0.041 −0.013 0.004 −0.006 0.018 0.033 0.022 −0.015 −0.003 −0.010 −0.004 −0.023 −0.023
A4 −0.019 −0.030 0.006 −0.011 −0.058 −0.043 −0.030 0.052 0.040 0.044 −0.003 −0.010 0.028
A5 −0.062 0.071 −0.030 −0.035 0.013 −0.022 −0.023 −0.029 −0.023 −0.011 0.040 0.033 −0.014
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Table 12: Total distances from the border approximate area

Alternatives Si

A1 0.200
A2 0.134
A3 0.021
A4 −0.034
A5 −0.092

In terms of the calculation results of Si, all the alternatives are ranked. The ranking order of the
alternatives is derived as S1 � S2 � S3 � S4 � S5. Hence, overall, the university with the highest score
for the quality of the graduate thesis is the University of Electronic Science and Technology of China
(A1), and the university with the lowest score is Southwest Petroleum University (A5). The comparison
of the quality of the graduate thesis is a relative concept in this study. Depending on the university
selected, the final score varies.

5.2 Comparative Analysis
5.2.1 Comparison with Actual Situations

To validate the reliability of the PL-MABAC method, the actual development of universities is
compared with the results obtained from our method. Whether the overall level of graduate thesis
quality obtained from our method is consistent with the actual development of the universities can
be checked. The actual situation of graduate thesis quality is a relatively complex problem, and no
accurate evaluation method for determining the level of graduate thesis exists to date. Although the
quality of the graduate thesis and the slight differences among graduate theses cannot be accurately
determined, the overall quality in different universities can be ranked based on the related indicators of
the quality of the graduate thesis. For the case study, five universities are selected, such that comparing
one another directly is relatively easy, and through consulting experts, the preference order of 13
attributes is obtained, which helps complete the calculation of the decision method. The final ranking
results agree with China’s university grades and rankings. The better the university is, the higher the
quality of the thesis, reflecting the importance of strengthening the overall education of the university.
Clearly, the ranking results obtained based on our method are relatively consistent with the actual
development of colleges and universities; hence, our method is reasonable.

5.2.2 Comparison with Other Ranking Methods

To verify the effectiveness of the PL-MABAC method, a comparative analysis is carried out. The
two other methods are utilized to obtain the ranking of thesis quality. They are the Technique for
Order Preference by Similarity to an Ideal Solution based on the PLTS (PL-TOPSIS) method and
the Additive Ratio Assessment based on the PLTS (PL-ARAS) method. The TOPSIS method [45] is
one of the most well-known methods in MADM problems. The classical TOPSIS method employs a
similarity index to rank alternatives [46]. It was first proposed by Hwang and Yoon in 1981, and it is
suitable for the ranking of limited alternatives with multiple indicators or attributes. Its central idea
is to hope that the object to be evaluated is as close to the positive ideal solution as possible and as
far as the possible negative ideal solution. As a kind of commonly utilized effective MADM method,
it can fully reflect the differences among alternatives and has no special requirement for sample data.
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Therefore, it has been utilized widely in practical applications. The ARAS method [47], which aims
to select the best alternative based on several attributes, was introduced by Zavadskas and Turskis in
2010, and the final ranking of alternatives is made by determining the utility degree of each alternative.

First, considering the results of Table 6 and the attribute weighting vector w = (0.103, 0.101, 0.113,
0.080, 0.090, 0.085, 0.062, 0.082, 0.063, 0.055, 0.052, 0.057, 0.058), the TOPSIS method is used for
calculation. The positive ideal solution (PIS) L (p)

+ = (
L (p)

+
1 , L (p)

+
2 , . . . , L (p)

+
m

)
and the

negative ideal solution (NIS) L (p)
− = (

L (p)
−
1 , L (p)

−
2 , . . . , L (p)

−
m

)
are determined. Therefore, the

deviation degrees between each alternative and the PIS (NIS) can be obtained by d
(
Ai, L (p)

−) =∑m

j=1 wjd
(
Lij (p) , L (p)

−
j

) = ∑m

j=1 wj

√
1

#Lij (p)

∑#Lij (p)

k=1

(
p(k)

ij r(k)

ij − (p(k)

j r(k)

j

)−)2

and d
(
Ai, L (p)

+) =

∑m

j=1 wjd
(
Lij(p), L (p)

+
j

) = ∑m

j=1 wj

√
1

#Lij (p)

∑#Lij (p)

k=1

(
p(k)

ij r(k)

ij − (p(k)

j r(k)

j

)+)2

. Furthermore, the improved

closeness coefficient CI = d
(
Ai, L (p)

−)
dmax

(
Ai, L (p)

−) − d
(
Ai, L (p)

+)
dmin

(
Ai, L (p)

+) is utilized to rank the alternatives, as

shown in Table 13.

Table 13: Closeness coefficients

Alternatives d
(
Ai, L (p)

+) d
(
Ai, L (p)

−) CI

A1 0.180 0.438 0
A2 0.380 0.253 −1.535
A3 0.346 0.272 −1.301
A4 0.358 0.261 −1.394
A5 0.428 0.166 −1.999

Then, considering the results of the initial decision matrix X and attribute weighting vector w, the
ARAS method is utilized to rank the alternatives. x0j, which indicates the optimal value of j th attribute,
is added. If the value of x0j is unknown, xoj = maxi xij for a positive attribute and xoj = mini xij for a
negative attribute. The normalized decision matrix is determined by x∗

ij = xij/
∑n

i=0 xij, and the weighted
normalized values are obtained by xij = x∗

ij ∗ wj. The optimality function Si = ∑m

j=1 xij regarded as
the larger the better. Then, the utility degree Ki = Si/V0, which is utilized for the final ranking of
alternatives, is obtained. V0 is the optimality value of Si. The results as shown in Table 14. The ranking
of alternatives by the PL-MABAC method, the PL-TOPSIS method, and the PL-ARAS method are
listed in Table 15.

Table 15 shows that the ranking results obtained by the three methods are roughly the same. The
university with the highest score is the University of Electronic Science and Technology of China
(A1), while the university with the lowest score is Southwest Petroleum University (A5). Except for
the different moral ranking results of the PL-TOPSIS method, the ranking results obtained by the
other two methods are completely consistent. The PL-MABAC method calculates the attribute weight
by subjective weight and builds the model of the PL-MABAC method combined with the classical
MABAC method. Based on comparative analysis, the advantages of this method are presented as
follows:
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(1) Considering the expert psychological factors that affect the result of the decision, this paper
uses the subjective weighting method which gives full consideration to the decision makers
of experience, professional knowledge, and mastery of specific problems. At the same time,
the paper applies MABAC to an uncertain probabilistic linguistic environment and quantifies
the qualitative index to make policymakers’ evaluation more accurate results and decision-
making information more comprehensive. Therefore, the method used in this paper can not
only consider the completion of unknown probabilistic information but also integrate the
psychological factors of experts, while the TOPSIS method is based on the strict assumption
of complete rationality of experts, ignoring the subjective influence of experts.

(2) Although PL-MABAC and PL-ARAS have the same ranking order, alternatives in PL-ARAS
are evaluated based on the utility of each attribute, which is different from PL-MABAC.
PL-MABAC ranks alternatives according to the distance from the boundary approximation
region, which can be easy to understand and operate.

The above analysis shows that the model established in this paper has good applicability both in
theory and in experimental data, and verifies the effectiveness and practicability of the model.

Table 14: Degree utility

Alternatives Si Ki

A1 0.169 0.818
A2 0.167 0.807
A3 0.155 0.750
A4 0.154 0.743
A5 0.147 0.712

Table 15: Order of alternatives

Method Ranking order

PL-MABAC S1 � S2 � S3 � S4 � S5

PL-TOPSIS S1 � S3 � S4 � S2 � S5

PL-ARAS S1 � S2 � S3 � S4 � S5

6 Conclusions

In this paper, a new multidimensional ranking method for evaluating the quality of graduate theses
is explored, and an evaluation ranking based on the SWARA weighting method and the PL-MABAC
decision method is proposed. In the operation, text mining, expert interviews, and questionnaire
surveys are utilized to acquire information and data. Thus, the four perspectives of graduates, tutors,
university administrators, and recruitment units are used to build a more comprehensive, reasonable
multi-attribute evaluation indicator system for graduate thesis quality. Based on the obtained data, the
SWARA method is introduced to obtain the attribute weights. The MABAC method is combined with
PLTSs to construct the PL-MABAC method. The overall situation of the quality of graduate thesis in
five universities is explored, and the results show that: the quality of master dissertations in A1 is the
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best among the five universities, A2 and A3 are the next, A4 and A5 are the lowest, which are consistent
with the actual development of the universities.

Furthermore, the PL-MABAC method with the PL-TOPSIS method and the PL-ARAS method
are compared and analyzed to show that the results obtained by utilizing the method proposed are
in line with the actual situation and more scientific and reliable. Based on the above analysis, the
contributions of this paper are as follows:

(1) This paper refers to the perspective of multiple stakeholders. Our study perspectives include
graduates, tutors, university administrators, and recruitment units. The perspectives can better
reflect the overall results of the quality of the graduate thesis, and also help these stakeholders
to take measures to improve the quality of the thesis effectively.

(2) Combining the methods of text mining, expert interview, and questionnaire survey, multidi-
mensional data are used to obtain the influencing factors of graduate thesis quality. Therefore,
a more complete indicator system for evaluating the quality of the graduate thesis can be built,
laying the foundation for ensuring the scientific nature of the evaluation method.

(3) This paper evaluates the quality of theses based on PLTS and optimizes the construction
method of the PLTS evaluation matrix based on linguistic information, which can effectively
overcome ambiguity and uncertainty in the decision-making process and enhance the reliability
and validity of decision results.

(4) This paper provides decision-making methods and directions for the quality evaluation of
graduate theses and improves the shortcomings of traditional evaluation methods. By selecting
graduate theses from five universities in Sichuan Province and conducting quality evaluation
case analysis, the decision-making process of PL-MABAC is introduced in detail. Through
comparison and analysis with other methods, it is found that the method proposed in this
paper can not only use fuzzy information to express the opinions of graduate thesis quality
evaluation, but also take into account the influence of subjective factors in expert scoring.
This case illustrates the validity and reliability of the method in this paper. What’s more, PL-
MABAC has clear logic and easy operation, which can be extended to other industries for
evaluation and optimization.

The limitations of this paper are as follows:

(1) The final evaluation indicator system constructed using text mining, expert interviews, and
questionnaires is affected by the accuracy of the data and is prone to bias in its construction.

(2) When using the modified SWARA method to calculate the weights, the scoring of experts is
incorporated, which will make the weighting results affected by the subjective ideas of experts.

(3) The PL-MABAC method proposed in this paper is effective. Nonetheless, given that the
method is a newly proposed combination method, it still has room for optimization in many
aspects. It can be applied in more areas and extended in more aspects, which are not shown
much in this paper.

In future research, we will continue to optimize the PL-MABAC method to make it easier to
operate and more efficient and reliable. Although this paper adopts thesis quality as a case study, the
method can be tried in more areas.
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