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ABSTRACT

The temperature field in laser line scanning thermography is investigated comprehensively in this work, including
analytical calculation and experiment. Firstly, the principle of laser line scanning thermography is analyzed. On
this basis, a physical laser line scanning model is proposed. Afterwards, based on Fourier transform (FT) and
segregation variable method (SVM), the heat conduction differential equation in laser line scanning thermography
is derived in detail. The temperature field of the composite-based coatings model with defects is simulated
numerically. The results show that the laser line scanning thermography can effectively detect the defects in the
model. The correctness of the analytical calculation is verified by comparing the surface temperature distribution
obtained by analytical calculation and numerical simulation. Additionally, an experiment is carried out and the
changeable surface temperature obtained by analytical calculation is compared with the experimental results. It
shows that the error of maximum temperature obtained by analytical calculation and by experiment is 8% with
high accuracy, which proves the correctness of analytical calculation and enriches the theoretical foundation of
laser line scanning thermography.
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Nomenclature

I Stimulation power
α Heat diffusion coefficient
ρ Density
c Specific heat
δ( ) Impulse function
v Scanning velocity
T 0 Initial temperature
Q Combined power parameter
e Natural logarithm
R Light source radius
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1 Introduction

Nowadays, amounts of non-destructive testing (NDT) techniques are investigated for detecting
metals, composites, and ceramics, such as ultrasonic testing, magnetic particle testing, eddy current,
radiography, penetration, acoustic emission, microwave, shearography, and infrared thermography.
Among them, the infrared thermography attracts extensive attention in the world due to its advantages
of high-speed, high-resolution, full-field, and intuitional results in NDT [1–3]. For different defects in
the materials, various thermal stimulation sources have been developed, which are mainly comprised of
vibrothermography, induction thermography, and optical thermography [4]. The vibrothermography
[5], also known as ultrasound infrared thermography, is sensitive to cracks and possesses the advan-
tages of defect selective imaging and good adaptability to complex geometric measurements. But it is
a contact NDT technology and needs to hold the tested object, which may burn the tested object. The
induction thermography consists of eddy current thermography and microwave thermography [6,7],
which have good detectability for the defects through appropriate algorithms. But the eddy current
thermography cannot detect the non-conductive materials and deeper defects in the tested object due
to the skin effect, and the microwave thermography cannot effectively stimulate the metals due to the
metal interfaces reflection. Compared with the vibrothermography and induction thermography, the
optical thermography is relatively simple and widely used, including pulsed thermography and laser
thermography [8,9]. Optical thermography generally uses planar thermal stimulation sources, such
as quartz lamps or flash lamps to stimulate the tested object. However, it is inevitable to produce
afterglow effects that have a strong impact on the test results [10]. On this account, the laser line
scanning thermography may be of great use because it can solve the problem of afterglow effects [11].

The theory of laser line scanning thermography is based on heat conduction. For heat conduction,
Tamma et al. [12] utilized three-dimensional elements to investigate the heat conduction of the
unidirectional composite materials based on the finite element method, but the built calculation
model cost abundant of time due to the limitation of calculation method. To solve this problem,
Savoia et al. [13] utilized an analytical method to study the heat conduction of the composites, but
it was difficult for engineering application because of the limitation of boundary condition. Thus,
to simplify the heat conduction function to guide the engineering applications, the one-dimensional
heat conduction differential equation (similar to that used in traditional flash method proposed
by Parker et al. [14]) can be used to analyze the heat conduction during pulsed thermography.
Subsequently, Maldague et al. [15] assumed that the measured object was a semi-infinite homogeneous
isotropic plate, and proposed that the three-dimensional differential equation of heat conduction could
be simplified into a one-dimensional differential equation of heat conduction. Avdelidis et al. [16]
established the numerical calculation model and investigated the feasibility of inspection of aircraft
structures. The obtained results showed that the pulsed thermography could detect a subsurface defect
and provide location information of the defect. However, with rapid development and engineering
applications of advanced composite materials with anisotropic and inhomogeneous characteristics,
scholars started to investigate the multi-dimensional heat conduction to facilitate the use of pulsed
thermography for nondestructive testing of these advanced composite materials. Ozisik et al. [17,18]
pointed out that the anisotropic domain could be transformed into isotropic domain through
coordinate transformation. On this basis, Manohar et al. [19] proposed a virtual heat source model
for rectangular defects. They analytically solved the three-dimensional heat conduction differential
equations based on coordinate transformation and isolated variable method, which laid the foundation
for quantitative evaluation of defects using pulsed thermography.

Unlike pulsed thermography, relative motion exists in laser line scanning thermography NDT.
Therefore, heat conduction in laser line scanning thermography exists not only in the thickness
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direction, but also in the transverse direction, which is more complex than that in pulsed thermography.
In allusion to the heat conduction in laser line scanning thermography, previous works mainly focused
on the numerical study [11,20–24] but did not involve the theoretical and analytical solution. On this
account, this work focuses on the heat conduction in laser line scanning thermography and attempts
to solve the analytical solution of temperature field in laser line scanning thermography, which can
enrich the theoretical foundation of laser line scanning thermography.

In the present paper, the temperature field in laser line scanning thermography is comprehensively
investigated including analytical calculation, numerical simulation and experiment. In the subsequent
sections, the laser line scanning thermography principle was described and a physical laser line
scanning model is proposed. On this basis, an analytical solution was first derived in detail to represent
the surface temperature followed by a numerical calculation to enrich the theoretical foundation of
laser line scanning thermography. Finally, an experiment was carried out to validate the analytical
solution.

2 Analytical Calculations on Temperature Field
2.1 Detection Principle of Laser Line Scanning Thermography

Laser line scanning thermography is an active NDT technology and its detection principle is
shown in Fig. 1 [25]. The laser beam emitted by the laser transmitte passes through the prism to
form a laser line. The laser line is reflected by a galvanometer to stimulate the tested specimen with a
certain velocity, which is controlled by scanning control system. If defects exist in the tested specimen,
a difference in surface temperature will be generated due to the electrical conductivity difference
deviation between the sound region and the defect region, which can be gathered by an infrared
camera. The defects in the tested specimen can be quantitatively evaluated by analyzing the thermal
image sequence containing the defect information.

Figure 1: Laser line scanning thermography principle [25]

2.2 Derivation on Surface Temperature
According to the above description of the laser line scanning thermography principle, the

theoretical essence of laser line scanning thermography is to solve the heat conduction differential
equation under the stimulation of a moving line heat source. Different from pulsed thermography, in
which the heat conduction differential equation is shown as Eq. (1) by assuming the tested object as
a half infinite homogeneous and isotropy plate, there exists a relative movement in laser line scanning
thermography NDT. As a result, the heat conduction in laser line scanning thermography exists not
only in the thickness direction, but also in the transverse direction, which is more complex than that
in pulsed thermography.
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A physical model regarding to laser line scanning process is established as shown in Fig. 2, in
which the tested object is placed at xOy plane and vertical to z-axis. The tested object is scanned by
laser line thermal source along the x-axis with the velocity of v. The heat conduction mainly focuses
on the x-axis direction and z-axis direction. Thus, the laser line thermal source can be illuminated
as shown in Eq. (2) and the heat conduction differential equation under laser line scanning can be
described by Eq. (3).
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Figure 2: Laser line scanning physical model
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In Eqs. (2) and (3), I is the stimulation power, α is the heat diffusion coefficient, ρ is the density, c is
the specific heat, δ () is the impulse function, v is the scanning velocity and T 0 is the initial temperature.

Setting f (x, z, t) = I
ρc

· δ (x − vt) δ (z − 0) yields
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In fact, Eq. (4) is the standard form of the Cauchy question for heat conduction equation, which
can be solved based on FT and SVM.

According to the derivation principle for FT, processing the Eq. (4) with FT yields⎧⎪⎨
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The solution of Eq. (5) can be obtained based on SVM as shown in Eq. (6), which is validated in
Appendix A.
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Processing the Eq. (6) with inverse FT yields
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Thus the analytical solution of Eq. (3) is
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Generally, in laser line scanning thermography, the surface temperature of tested object is gathered
by infrared camera. By letting z = 0, the surface temperature is

T = T0 + I
4παρc

∫ t

0

1
(t − τ)

· e− (x−vτ )2
4α(t−τ ) dτ (17)

Eq. (17) represents the surface temperature of the tested specimen that is stimulated by laser line
scanning, which is influenced by laser scanning parameters (stimulation power I and scanning velocity
v) and material properties of tested specimen (heat diffusion coefficient α, density ρ and specific
heat c). Thus, for a given tested specimen and laser scanning parameters, the corresponding surface
temperature T can be obtained by Eq. (17).
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3 Comparison between Numerical Simulation and Analytical Calculation

In the present section, numerical simulation is investigated to validate the correctness of analytical
calculation. The multi-layer structure widely used in aircraft, rockets, and hypersonic vehicles [26,27] is
employed as thermal protective structures and coating structures to calculate the surface temperature
field.

3.1 Finite Element Model
The temperature field of composite-based coatings with/without interfacial de-bonding defects is

calculated in this section when the surface is scanned by the line laser at constant speed. As shown in
Fig. 3, the composite-based coatings model consists of upper, middle and bottom parts. The upper part
represents the coating, with the diameters of 150 × 100 × 0.2 mm3. The bottom part is the substrate,
which is composed of composite material with the size of 150 × 100 × 4 mm3. The middle parts are
the de-bonding defects, which are simulated by teflons with different sizes and arrangements to better
simulate the diverse heat conduction process. As shown in Fig. 4, the teflons are arranged in upper and
lower two rows with a thickness of 0.3 mm in the Y direction. In the upper row, four teflons with the
sizes of 15 × 15 mm2 are uniformed arranged at 20 mm apart in the X direction to simulate uniform
distribution of defects. In the lower row, five teflons gradually decrease in size from left to right. In
detail, the maximum size of teflon is 25 × 25 mm2 with a gradient of 5 × 5 mm2, and the minimum
size is 5 × 5 mm2. These teflons are similarly uniformed arranged at 10 mm apart in the X direction.
It is worth noting that in the upper left figure in Fig. 3, the upper surface part is transparent in order
to clearly indicate the position of the defects. Table 1 shows the physical parameters of the calculated
materials [28].

Figure 3: The position and size of composite-based coatings model
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Figure 4: The geometric model and FEM model

Table 1: Physical parameters of the materials

Parts Materials Heat transfer coefficient
(W·K−1·m−1)

Density (Kg·m−3) Heat capacity
(J·K−1·Kg−1)

Upper part Coating 0.78 2160 1378
Middle part Teflon 0.24 2200 1000
Bottom part Composites 0.78 1600 700

The laser heat source is scanned from left to right on the surface of coating. The laser heat source
belongs to Gaussian heat source. Its body heat source formula is shown in Eq. (18a). In this work, the
formula degenerated into plane strip is shown as Eq. (18b).

q3D
Gauss = Q · e

x2+y2+z2

R2 (a)

q2D
Gauss = Q · e

x2+y2

R2 (b)

(18)

where Q is the combined power parameter, e is the natural logarithm and R represents the light source
radius.

In order to calculate the surface temperature field of the composite-based coatings model, the
commercial software ABAQUS is used to implement the above calculation process. During the
calculation process, the stimulation parameters are set, such as scanning speed of 0.5 mm/s, laser power
of 100 W, laser beam width of 0.4 mm. Additionally, the initial temperature field and the convection
heat exchange coefficient are set as 20 K and 10 W/(m2·K), respectively. It is noteworthy that not all
nodes are scanned for 100 W in the numerical simulation. In fact, the sum of power of all simulated
nodes is 100 W, that is, the laser scanning power of each node is 100 W divided by the number of nodes.
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The post-processing module of ABAQUS is used to display the surface temperature thermographs
of model at arbitrary scanning time. Meanwhile, for the accuracy of the calculation results, the mesh
density needs to be adjusted according to the scanning rate, so as to ensure that the peak value of laser
power falls on the element integration point at each calculation step and reflect the heat flow gradient.
The geometric model and FEM model established by ABAQUS are shown in Fig. 4.

3.2 Numerical Simulation Results Analysis
The surface temperature field obtained by laser line scanning thermography is shown in Fig. 5.

Figure 5: (Continued)
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Figure 5: The surface temperature field obtained by laser line scanning thermography

In Fig. 5, the surface temperature heat maps of composite-based coatings at nine specific time
points are collected at 0, 50, 100, 150, 175, 200, 250, 275 and 300 s, respectively. These time points
correspond to the scanning time after laser scanning each internal defect. As the different heat con-
duction properties of the defective and non-defective regions, the corresponding surface temperature
field can reveal the defects because of the temperature discontinuity in the calculation results. Fig. 5
shows the dynamic thermal image sequence regarding to the whole process of emergence, expansion
and regression of defect hot spots in the model. At 0 s, the moving heat source has not scanned the
defects, so no defect is detected. Therefore, the surface temperature of the model was 20 K, consistent
with the initial temperature. At 50 s, the leftmost defects (1# and 5#) are scanned by heat source,
and the surface temperature discontinuity occurs between the defect area and the sound area. At
100 s, the hot spots of defects 1# and 5# can be completely observed. As the heat source moving to
the right, the hot spots of defects 2# and 6# are observed at 150 s. Meanwhile, due to the convection
heat transfer between the model and surroundings, the hot spots of defects 1# and 5# are expanded
or even regressed, resulting in the surface temperature of the defect area and the sound area gradually
tend to balance until the defect hot spots disappear. The other defects in the model go through the
whole process as well as the defects 1# and 5#. At 300 s all defects in the model are detected. It is
worth noting that the surface temperature of the defect area is lower than that of the sound area. The
reason is that the thermal conductivity of teflon used to simulate the de-bonding defect in the model is
greater than that of air, and the corresponding thermal impedance is smaller than that of air, resulting
in the heat accumulation in the defect area is less than that of the sound area.

In order to quantitatively characterize the variation of surface temperature in defective and
acoustic regions under laser line scanning, the surface temperature history curves corresponding to
the defect area and the sound area are analyzed. As shown in Fig. 6, the central points of the nine
defects are numbered with 1#–9#, and the other nine points in the sound area located on the same
vertical line and stimulated by moving heat source at the same time with 1#–9# are numbered with 1′#–
9′#. The temperature history data of the above mentioned points are acquired and the corresponding
curves of temperature vs. time are shown in Fig. 7.

It can be seen from Fig. 7, the initial temperature is consistent with the room temperature of 20 K,
since no point has been scanned. When the moving heat source scans to these adopted points, the
corresponding temperature rises sharply. In detail, the temperature of 1′#–9′# is higher than that of
1#–9#, indicating that the surface temperature of the defect area is lower than that of the sound area,
which is consistent with the analysis results of thermal image sequence. Afterwards, the temperature
starts to decrease to room temperature under the action of air convection. It should be noted that
the temperature at the points 1#–9# falls faster than that at the points 1′#–9′#, which indicates that
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the temperature of the defect area falls faster than that of the sound area due to the larger thermal
conductivity of teflon. In addition, it can be seen from Fig. 7 that the temperature history of the
points 1#–9# located at the center of the defect is consistent, and the temperature history of points
1′#–9′# in the sound area is also consistent, indicating that the defect size has a slight influence on
the temperature of laser heat conduction. In order to compare with the analytical solution and the
numerical simulation, the temperature history curve of point 2# on the model surface is obtained
through analytical calculation and by numerical simulation, as shown in Fig. 8.

Figure 6: The adopted points in defect and sound area

Figure 7: The temperature history curve of the adopted points. (a) 1#–4# and 1′#–4′#. (b) 5#–9# and
5′#–9′#

As can be seen from Fig. 8, the surface temperature obtained through analytical solution and
numerical simulation presents a manner of “stable-rise-decrease”. In the stable stage, the temperature
of both points is 0 K, as they have not yet been scanned. In the rise stage, the curve obtained by
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analytical calculation is highly consistent with that obtained by numerical simulation. The maximum
surface temperature obtained by the analytical calculation is 20.17 K, which is approximately equal
to the 20.16 K obtained by the numerical simulation, thus verifying the correctness of the analytical
calculation. In the decrease stage, the curve obtained by analytical calculation declines more rapidly
than that obtained by numerical simulation, because the convective heat transfer coefficient is
different, that is, the convective heat transfer coefficient is set as 10 in numerical calculation, while
the convective heat transfer coefficient is neglected in analytical calculation, resulting in divergent
descending speed.

Figure 8: The surface changeable temperatures obtained by analytical calculation and by numerical
simulation

4 Experiment and Validation
4.1 Materials and Device

The specimen studied in the work is made up of composite-based coatings with the substrate of
composite material extended in [(0/−45/90/45)2/0/90]s and the coating of S04–80 mat enamel paint. In
the specimen, 9 rectangular teflons are embedded to simulate the hole defects. The number and size of
the 9 defects are consistent with those in the FEM model. The defects in the upper row are embedded
at the depth of 0.5, 1, 2 and 3 mm, respectively, and those in the lower row are embedded at a depth
of 2 mm. The specimen geometry is shown in Fig. 9.

The laser line scanning thermography detection device is shown in Fig. 10, including the laser
line scanning stimulation system, computer processing system, computer screen, cooling system and
mobile cabinet.

The specimen was stimulated by a laser linear scanning stimulation system with a scanning power
of 100 W and a linear scanning speed range of 0–50 mm/s. The computer processing system is applied to
carry out thermal image sequence processing, and the cooling system is used to cool down the device.
The FLIR X6530sc infrared camera is integrated with the laser linear scanning stimulation system
to capture the thermal image sequence. It can measure a temperature range of 5°C to 150°C with a
sensitivity of 20 mK at 25°C, and a maximum thermal image capture rate of 145 frames per second
with a resolution of 640 × 512 pixels. In the process of laser line scanning thermography detection,
the specimen is fastened by the clamp and scanned by the laser beam from left to right. The specimen
is captured by infrared camera with the rate of 100 frames per second.
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Figure 9: The specimen geometry. (a) The composite material based substrate. (b) S04-80 mat enamel
paint

Figure 10: The laser line scanning device

4.2 Experimental Results Analysis
The detection results of laser line scanning thermography are shown in Fig. 11. Some thermal

images that can display the whole laser line scanning process are adopted under different frames.

From Fig. 11a, in frame 93, the specimen is not scanned yet by laser beam, resulting in no heat
accumulation on the specimen surface. As the laser beam scanning proceeds, the defect 1# with a depth
of 0.5 mm is dimly displayed in frame 1100 and faded in frame 1600, but other defects are not shown
during the scanning process. Additionally, due to the delay effect in the thermal image sequence caused
by laser scanning stimulation, the specimen surface cannot be stimulated simultaneously. Therefore,
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to visually observe the temperature field on the surface of the sample, a delay correction algorithm
[29] integrated with the computer processing system is applied to process the thermal image sequence.
The corresponding results are shown in Fig. 11b, where the delay effect is eliminated and more defects
can be observed, but the defect contrast is relatively low. To obtain the high contrast, the first order
differential algorithm is used to process the thermal image sequence. The corresponding results are
shown in Fig. 11c, where most defects are clearly observed, but the defects 4# and 9# are still not
observed. The reason for the defect 4# may be due to the interference of reflection of clamp, and the
reason for the defect 9# may be due to its small size that exceeds the detection range.

Figure 11: The thermal image sequence of a specimen under different frames. (a) The original thermal
image sequence. (b) The thermal image sequence processed by a delay correction algorithm. (c) The
thermal image sequence processed by first order differential algorithm

In order to directly characterize the changeable temperature, the temperature curves of the defect
region and the sound region are obtained as shown in Fig. 12. The curve corresponding to the defect
area decreases more rapidly than that of the sound area, resulting in a discontinuity of temperature in
the thermography sequence, which is consistent with the numerical calculation results. Differently, the
temperature value obtained by experimental is larger than that obtained through numerical simulation,
because the laser power in the experiment is 100 W, while in the numerical simulation, the laser
scanning power of each node is 100 W divided by the number of nodes.

Fig. 13 shows the surface temperature obtained through analytical calculation and experiment.
Both temperature curves change in a “stable-rise-decrease” manner. In the stable and rising stages,
the two temperature curves are highly consistent. The maximum surface temperature calculated by
analysis and measured by experiment are about 57 and 52 K, respectively, and the relative error
between them is about 8%. However, in the decrease phase, the descent rates are different due to the
air convection and complex environmental disturbance in the experiment.
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Figure 12: The temperature curve corresponding to the defect area and to the sound area

Figure 13: The surface changeable temperatures obtained by analytical calculation and by experiment

5 Conclusions

(1) A laser line scanning physical model is proposed according to the laser line scanning
thermography detection principle. On this basis, the heat conduction differential equation under the
stimulation of a moving line heat source is in detail derived based on FT and SVM, which lays the
theoretical foundation for the laser line scanning thermography.

(2) A composite-based coatings model with defects is established to carry out the numerical sim-
ulation on surface temperature. The obtained results show that the laser line scanning thermography
can detect the defects in the model. Additionally, the comparative analysis of the changeable surface
temperature obtained by analytical calculation and by numerical simulation is studied. The maximum
surface temperature obtained by analytical calculation is 20.17 K, which is approximately equal to
20.16 K obtained by numerical simulation, verifying the correctness of the analytical calculation.

(3) An experiment is carried out on composite-based coatings specimens. The experimental result
shows that in combination with the thermal image sequence processing methods delay correction and
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first order differential algorithm, the defects in the specimen can be clearly detected using laser line
scanning thermography. Additionally, the comparative analysis of the changeable surface temperature
obtained by analytical calculation and by experiment is studied. The maximum surface temperature
calculated by analysis and measured by experiment is about 57 and 52 K, respectively. The relative
error between them is about 8%, which proves the correctness of the analytical calculation.

In summary, the temperature field under the laser line scanning stimulation is comprehensively
investigated through analytical calculation and experiment in the present work, which enriches the
theoretical foundation of laser line scanning thermography. Subsequently, considering the convection
heat exchange coefficient, the analytical calculation will be continually investigated to better guide the
numerical simulation and experiment.
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Appendix A

Differentiating the Eq. (6) with respect to t yields

∂T
∂t

= ∂T 1
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+ ∂T 2
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1 +�2

2 )(t−τ)dτ
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(a)

In order to simplify the calculation, by letting k = −α
(
� 2

1 + � 2
2

)
, Eq. (a) can be transformed to
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Substituting k = −α
(
� 2

1 + � 2
2

)
into Eq. (b), yields

∂T
∂t

= ∂T 1

∂t
+ ∂T 2

∂t

= −α
(
� 2

1 + � 2
2

) [
ϕ (�1, �2, 0) e−α(�2

1 +�2
2 )t +

∫ t

0

f (�1, �2, τ) e−α(�2
1 +�2

2 )(t−τ)dτ

]
+ f (�1, �2, t)

= −α
(
� 2

1 + � 2
2

)
T + f (�1, �2, t) (c)

Additionally, letting t = 0, Eq. (6) is equal to
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Thus, the Eq. (6) is validated as the analytical solution of Eq. (5).
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