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ABSTRACT

Agricultural projects in different parts of the world depend on underground water wells. Recently, there have been
many unfortunate incidents in which children have died in abandoned underground wells. Providing topographical
information for these wells is a prerequisite to protecting people from the dangers of falling into them, especially
since most of these wells become buried over time. Many solutions have been developed recently, most with the
aim of exploring these well areas. However, these systems suffer from several limitations, including high complexity,
large size, or inefficiency. This paper focuses on the development of a smart exploration unit that is able to investigate
underground well areas, build a 3D map, search for persons and animals, and determine the levels of oxygen and
other gases. The exploration unit has been implemented and validated through several experiments using various
experiment testbeds. The results proved the efficiency of the developed exploration unit, in terms of 3D modeling,
searching, communication, and measuring the level of oxygen. The average accuracy of the 3D modeling function
is approximately 95.5%. A benchmark has been presented for comparing our results with related works, and the
comparison has proven the contributions and novelty of the proposed system’s results.
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1 Introduction

Agricultural regions depend on groundwater, where this water often is sourced from deep
underground wells. Due to the passage of time and continuous consumption, many of these wells dry
up and are abandoned. Once this happens, some of the wells are obliterated with the ground, but others
may retain a very narrow entrance, which makes them unnoticeable and thus extremely dangerous.

To safely handle old wells, a number of variables must be identified about both the well itself and
its surrounding environment. These include depth, internal dimensions, external aperture diameter,
terrain, internal content, internal soil type, proportion, and the density of gases inside the well.
Unfortunately, this information is often unknown or undocumented. Therefore, it is necessary to find
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a way to obtain this information about these wells, including a way to safely explore them to obtain
missing data.

There are many technical solutions to this problem. Prior studies have suggested robotic explorer
solutions. In addition, many academic and industrial works have provided successful theories, meth-
ods, algorithms, and hardware to solve the complexities of exploring deep wells and caves [1–3].
Unfortunately, all these solutions have a relatively high cost that might not be accessible for local
populations. One possible solution to this is light detection and ranging (LiDAR) data, which can be
collected from laser sensors detecting the reflections of a pulsed laser beam. Recently, the LiDAR data
has been employed in diverse types of applications. For instance, the work presented in [4] involves an
efficient, model-free approach for detecting and tracking moving objects using 3D LiDAR scans.

Though well exploration can be easy for humans, it is a hard mission for robotic sensors,
which are exploring unknown environments. Developing a cost-effective, autonomous robot that can
explore deep wells is an academic and technical challenge. Creating robots that can explore obscure
environments and also distinguish between different objects within that environment—tasks that both
require expensive sensors, using limited calculation power to keep the device small enough to remain
mobile—are among the most serious issues that specialists face, in this field [5,6]. These tasks are
further complicated by the necessity of performing multiple tasks using different subsystems, which
increases power consumption and is additionally limiting [7].

Interest in smart underground exploration units has increased in recent years. This is because
these units can be used in extraterrestrial investigations as well as in emergency situations, including
search and rescue operations, disaster responses, and infrastructure examinations. Smart exploration
is particularly useful in wells, mines, tunnels, and caves, especially in risky areas like constrained spaces.
In those situations, the proposed unit is a very beneficial tool to extract data, in real-time, that is easy
to analyze and interpret in the base station; it also provides precise 3D mapping within underground
wells.

This research addresses the problem of undiscovered wells. Because there is limited data about
these wells, there is a critical need to explore them to obtain information about their locations, depths,
heights, and other geography and topography data. These wells’ topography has a changeable nature,
and frequent updates are needed to keep local populations safe. However, collecting such information
manually is impossible, as some wells are not easily accessible by, or safe for, humans. Autonomous
robots are a safer solution, but it is expensive to develop a suitable device, which is not affordable for
many populations.

In robotics, the exploration problem has been defined as an attempt to gain knowledge about
a specific area. Exploration by robots has been useful in dealing with hazardous environments that
cannot be accessed by humans for safety reasons [8]. In these environments, an autonomous robot is
an appropriate solution. In robotics, there are three overlapping scientific terms that are important in
this area:

• Exploring: Exploration is the search for unknown objects or places in a certain area [9]. The
difference between navigation and exploration is that in navigation, the location of the target
is known. However, in exploration, the robot needs to search the entire environment to find
a missing object or place. This requires path optimization and planning to search the entire
environment in the shortest time possible.

• Localization: Localization is the ability of the robot to determine its position in the surrounding
environment [10]. There are two ways to find one’s current location: externally and internally.
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External identification uses a global positioning system (GPS), and internal uses the robot’s
sensors. Typically, the localization process goes into the following three stages. First, the robot
detects obstacles already known in the environment. Second, it determines the range between
the robot and these obstacles. Third, it calculates the intersection of the obstacles to find the
exact position of the robot. Usually, at least three obstacles are required to achieve an accurate
localization.

• Navigation: Navigation is the process of reaching a desired location from another location
within the environmental map [11]. Navigation systems can be categorized into three main
groups: geometric-based, semantic-based, and hybrid approaches [12]. To achieve navigation,
the robot needs to localize and map its location in the surrounding environment to then navigate
to the desired spot.

• Mapping: Mapping is the process of modeling the surrounding environment [13]. The robot
builds a map of the environment to know exactly where the obstacles are. This is essential to
determine the location of the robot in context to the surrounding environment.

These concepts are important in creating a systematic approach for exploring the wells, to both
define their topography and internal states.

Authors of [14,15] demonstrated the applicability and efficiency of robotic exploratory capabilities
in complex environments by using a LiDAR-based system that has been used on simulated and
real environments. Authors of [3] provided a competitive survey on LiDAR-SLAM based sensor
technologies. Their results showed remarkable challenges in using the LiDAR-SLAM system, which
were: 1) LiDAR could not provide accurate localization due to a lack of precision; 2) LiDAR suffered
from time complexity in performing and computing the gathered data; 3) the accuracy of location was
more accurate in 3D than 2D and 4) LiDAR could not easily identify one specific object out of a group
of objects. For instance, it was not easy for LiDAR to identify a shape as either a human or a rock. To
understand a well’s features, then, autonomous robot designs must account for these challenges.

This article’s proposed solution overcomes the challenges of LiDAR while keeping the cost and
technologies accessible. The developed device will provide a clear picture of the internal contents of
the wells; this device will provide a fast and safe method for exploring dangerous places. The main
contributions of this paper are as follows:

• This article reviews recently developed exploration methods, which have been implemented to
scan underground and well environments.

• It then develops an efficient exploration system in terms of software and hardware requirements.

• The article then tests the developed system in real well areas to evaluate its efficiency and
accuracy.

• It also develops a benchmark for evaluating future solutions that address the challenges of
exploring underground environments.

This paper uses the following structure. Section 2 presents related works, which have been
discussed and analyzed to highlight the research gap. Section 3 presents the technical design of the pro-
posed systematic approach. The system architecture is presented and discussed in Section 4. Section 5
illustrates the implementation of the proposed systematic approach in two different environments:
synthetic and natural. Section 6 presents the results. Section 7 contains the discussion and conclusion.
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2 Related Works

This section presents related works on autonomous robots. The methodology that has been
followed for the collection of the recent developed systems, was carried out as follows:

1. Determine the source of related research (Where to search). Since the goal is to collect high-
quality research papers, then, “Google Scholar” was chosen as the search engine.

2. Set the time frame. In computer science, ten years is considered as a sufficient period for
research in a field to reach maturity. Therefore, the search for suitable related works was limited
to the period between 2016 and 2022.

3. Define the search term. The search term is a key concept in selecting successful related works
and preventing valuable works from being overlooked. It directly affects the results obtained
from the analysis of related works. The search terms used to collect related works in this paper
are: 1) (“LiDAR + underground”), 2) (“LiDAR + mines”), 3) (“robot + mines”), 4) (“robot
or Lidar + deep environment”), 5) “robot + underground +exploring”, “robot + wells +
exploring”, and “exploring + robot”).

4. Define exclusion criteria. The articles collected in the previous steps were filtered according to
two exclusion criteria, namely: 1) The papers in which ideas are repeated were omitted, i.e., all
papers that do not discuss any new concept or application in the field of exploring underground
environment using LiDAR. 2) The papers deal with exploring underground environments
with expensive and complicated systems. 3) All papers that dealt with underground pipes,
underground water, underground water caves, and oil or gas wells.

As the results from the methodology that have been used for collecting related works, several
research papers have been acquired. In the following, these works have been discussed and analyzed.

Authors of [16] developed mobile robot navigation in undetermined static environments by
using adaptive neuro fuzzy inference system. The experiment was developed based on MATLAB
simulations, implemented in real time, using C/C++ languages.

In [17], authors proposed a comprehensive system for autonomous mapping and navigating
underground mines using aerial robots. This work collected informative and useful data from deep
mines using a LiDAR system, assembled with visual and thermal cameras as well as an inertial
measurement unit. The work presented in [18] used an unmanned aerial vehicle (UAV) equipped
with a 2D LiDAR system for exploring complex environments. Their system was developed and
evaluated based on a hardware-in-the-loop (HitL) simulation environment. Authors of [19] designed
and developed a multi-robot heterogeneous exploration system to search for people and objects of
interest in underground areas. Their work was evaluated based on efficiency, which was defined by the
number of objects found and the accuracy of their position estimation.

A large-scale, LiDAR autonomous exploration system was presented in [20] for subterranean
environments. Their experiments showed that the great challenge in real environments was a commu-
nication system, i.e., sending and receiving data from the robot.

Authors of [21] conducted experiments for investigating localization and navigation control strate-
gies. Their results showed that the LiDAR odometry demonstrated the most systematic performance,
in addition to having a high feasibility.

The work presented in [22] includes the development of a six-wheeled robot rover to explore rough
terrain. It was controlled by software developed using the Robot Operating System (ROS). It is not
clear how the developed robot rover was validated and evaluated.
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In [23], authors developed an intelligent system to find the location of an autonomous driving
robot in an underground environment. Their results showed the necessity of obstacle avoidance and
path planning algorithms in real environments. In other words, applying the proposed solutions in
simulation only will not provide accurate results. Authors of [24] dealt with the problem of inspecting
underground facilities with their developed wheeled robot chain control system. In [25], authors
developed an integrated system for exploration and path planning based on a multi-goal rapidly
exploring random trees (RRT). This work was implemented in a simulated operating environment.
Authors of [26] developed a method based on frontier selection in GPS-denied, confined spaces for
underground facilities.

The work presented in [27] employed noisy sensor data and perform SLAM to build a 3D map
for underground environment. In [28], authors proposed a real-time method to extract 3D ego-motion
by using flow constraint and point patch covariance equations. This method used the structured
data provided by rotating LiDARs. Authors of [29] generated results proved that LiDAR system is
significantly more efficient for underground environment when compared to classical systems. The
work presented in [30] involves an improvement of LeGO-LOAM by using SegMatch the results
showed better accuracy in loopback detection. The performance is tested using the KITTI dataset.
In [31], authors developed a system that aims to monitor and model underground cavities. Authors
of [32] developed a system for exploring the tunnel wall convergence and correlated the movement to
geological circumstances.

In [33], authors developed a small-size autonomous driving robot for unmanned environmental
monitoring in underground mines, where the developed robot system controls the steering based on an
array of sensors, including LiDAR, an inertial measurement unit and encoders to estimate the location
and the distance travelled by the robot.

Table 1 shows an analysis of the related works, where the purpose and used technology of each
work are presented.

Table 1: Analysis of the related works

Work Technology Output

[16] Ultrasonic range finder sensor. Sharp infrared
range sensor. Robot steering angle. Arduino
microcontroller.

Control the mobile robot’s movements
in unknown areas.

[17] LiDAR system assembled with the visual and
thermal cameras, inertial measurement unit.

Autonomous navigation and mapping
in underground mines.

[18] Unmanned aerial vehicle (UAV) equipped
with 2D LiDAR.

Provide a path planner for deep wells.

[19] Two, six-legged crawling robots, two tracked
and one wheeled UGV, two quadrotor UAVs.

Detect and report the positions of
specific objects in an underground
environment.

[21] Wheels, visual and LiDAR odometry,
ultra-wideband radio signals, and IMU.

Validate autonomous robot path via
navigation algorithms.

[20] 3D lidar scanners, RGB-D camera, ICM Generate 3D maps for underground
environments.

(Continued)
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Table 1 (continued)

Work Technology Output

[22] The body: space-frame aluminum. The
electrical and electronic system: linear
actuators, motor drivers, DC brushed motors.
Battery: Two 10 Ah lithium polymer.
Communication system: wireless control to
1 km from the base station. Computing:
Nvidia Jetson Nano. Actuators: IMU, GPS,
Lidar, and cameras. Effectors: 5 DoF robotic
arms, six-wheeled.

Develop a rover that has mobility in
rough terrain.

[23] IMU, encoder, vertical LiDAR, and
horizontal LiDAR.

Draw 3D tunnel mapping in an
underground environment.

[24] Wheeled robot chain control system. Visible
light communication (VLC). Solar panel
receiver. Optical signal relay.

Investigate underground facilities using
visible light communication.

[25] Unmanned aerial vehicle (UAV) model,
equipped with 3D LiDAR.

Explore a completely unknown area.

[26] 3D LiDAR scanners, RGB-D camera. Provide a 3D map representation.
[27] Team of autonomous robots Provide a 3D map and SLAM
[28] Rotating LiDAR Display 3D ego-motion
[29] LiDAR and mobile laser Test mobile laser scanning
[30] LiDAR Provide a 3D map and SLAM
[31] LiDAR Geomechanically modelling for

underground cavities
[32] LiDAR Exploring the tunnel wall
[33] LiDAR, inertial measurement unit, and

encoders
Exploring underground mine
environments

According to these studies, the challenges, and difficulties of exploring underground environment
are as follows:

• The possible presence of combinations of darkness, dust, and smoke.

• The possible presence of existence of water.

• The possible presence of gases.

• The possible presence of wireless communication and cable restrictions in underground envi-
ronments.

• The difficulty of recognizing live objects inside unknown and unstructured environments.

• The challenge of generating highly accurate 3D maps for uneven terrains.

• The challenge of providing a validation of the extracted results based on experiments in real
environments (vs. simulations).

• Accuracy. Solving any real-time problem by processing sensors’ inputs requires accuracy to be
successful. Hence, defining accuracy is a must.
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As is evident from previous works, the above challenges readily occur in underground environ-
ments; therefore, developing a solution to address them simultaneously is needed. The importance of
this is compounded by researchers, such as the work presented in [24,34]. Both studies emphasize that
underground environments must be investigated regularly to be able to use the collected data safely
in the long run. Hence, creating an affordable and portable system to tackle the above challenges is
crucial.

3 Well Exploration System Design

This section discusses the design of the proposed system by presenting and explaining its
framework and functionalities.

3.1 System Framework
Fig. 1 shows the framework of the proposed system. The framework consists of two parts which

are the exploration unit, and the user monitoring unit. The exploration unit has three functions:
searching, scanning, and measuring the level of gases in the well area. The searching process is
concerned with identifying both the contents of the well in addition to whether or not it contains
living organisms, whereas the second process—the scanning process—is concerned with exploring the
topography of the well such as its width, depth, and terrain. Finally, the system measures gas levels,
focusing primarily on three: oxygen, carbon monoxide, and carbon dioxide.

Searching

Scanning Processing
Display
Alert

Exploration unit User monitoring side

Exploration

3D Modeling

Alive detection

Safety

Figure 1: The framework of the proposed system

The scanning, searching, and measuring processes all take advantage of data collected using
onboard sensors, such as RPLidar, LiDAR light, digital cameras, thermal cameras, and oxygen
and air quality sensors. The collected information is then transmitted through a long-range ZigBee
communication to the user monitoring the robot.
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On the user monitoring side, the received information is processed through two functions, which
display the well’s topography in 3D, and alert the user to the presence of live objects and the levels of
different valuable gases.

3.2 System Functionalities
The proposed exploration system requires a wide range of functionalities in order to perform the

3D modelling, searching, and alerting tasks. Fig. 2 shows the system functionalities of the proposed
system, identifying its main functions along with the associated sensor device required to perform that
function. The proposed exploring system scans the well area horizontally using a RPLidar A3 module,
and vertically using the LiDAR light module, in order to build a 3D model shape of the well area. The
collected data is processed on the Raspberry Pi computer, and a 3D model is formed. At the same time,
a digital camera scans for living persons or animals using a smart human detection system, while a
thermal camera scans for heat signatures, to augment the visuals. The developed system then measures
the levels of oxygen, carbon monoxide, and carbon dioxide.

3D Scanning Horizontal scan

Well-modeling

Searching alive 
persons

Vertical scan

3D drawings

Intelligent 
recognition 

Thermal 
monitoring

Ensure safety
Array of Oxygen 

sensors

Figure 2: The system architecture of the proposed system

Fig. 3 shows the four modules needed to implement the proposed system. The main functions
offered are as follows:

1. Well 3D modelling module: This includes an efficient method to model the well area using
advanced sensing technologies and an intelligent system to compute and draw the dimensions
of the well area. The 3D modelling system is based on two different technologies: the depth
and the width sensor information. The depth sensor can measure the distance between the
exploration unit and the bottom of the well, whereas the width sensor can measure the
distance between the exploration unit and the inner walls of the well. The combination of these
technologies offers an efficient 3D modelling function. Authors of [35] revealed that 3D model
segmentation is largely useful in several tasks, including shape deformation, texture mapping,
shape partial matching, and skeleton extraction. Algorithm 1 presents the 3D modelling code
for generating the 3D shape of the well area.

2. Human detection module: This module involves two intelligent methods (vision and thermal
cameras) to identify and localize any persons or animals in the well area. The former involves
a high-resolution digital camera equipped with a human detection system for identifying
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humans in the well area, whereas the latter involves a thermal camera that is used to detect
the presence of humans and animals in the well area in the absence of a light source. The data
received from both systems are processed in the Raspberry Pi computer, and the final decision
is transmitted to the base station.

3. Safety module: This includes a smart unit to measure the level of oxygen in the well area,
through an array of oxygen sensors, in order to estimate the period of time that the available
oxygen will last. A smart function is adopted to measure the level of oxygen at different depths
of the well. The collected oxygen data is processed and analyzed in the base-station unit, and
the most significant data is transmitted to the base station and displayed to the user.

4. Broadcast module: This includes a long-range transceiver system to allow for long communi-
cation between the exploration device and the base station. All communications are processed
through a long-range ZigBee protocol, where several live datapoints are transmitted to the
base station simultaneously. ZigBee is a common tool for IoT applications, because it provides
essential features, such as security, range, and connectivity. Moreover, a ZigBee protocol offers
several fault-tolerance mechanisms that ensure the integrity of the data exchanged between the
exploration and base-station units. An efficient exchange function is implemented to transfer
the collected data from an onboard sensor to the base station (including LiDAR, vision, and
oxygen data). This is a vital feature of the developed system when the user needs to obtain
online data from the exploration unit about the whole situation in the well area, in order to
allow the rescuers to make suitable decisions quickly.

5. Base-station processing module: This module gathers and processes the received data from the
sensors on the exploration device. The base station includes a smart graphical user interface
(GUI) system that displays the data received from the onboard sensors in a human-friendly
way. It displays the 3D model of the well area, the existence of humans or animals, and the
level of oxygen.

Figure 3: The main modules for the well-explorer system
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Algorithm 1: Processing the data from RPLidar and LiDAR light for 3D modeling
Input: Array of lidar frames and distance to bottom from the lidar vertical
Output: 3D modeling of the well area
1: let frames [] is a 1D array of integer values received from RPLidar A1
2: let vDist is the vertical distance to the well’s bottom
3: let wellArea [] is 2D array represents the well’s model
4: while (vDist > 0)
5: read (vDist)
6: read (frames [])
7: process (frames [])
8: assignToWellArea (vDist, wellArea [frames])
9: end

4 System Architecture

The developed smart well-explorer system aims to detect and identify the presence of live persons
in well areas. It also 3D-scans and models them. This section discusses the hardware and software
requirements for developing this well explorer device.

4.1 Hardware Architecture
The exploring device is able to explore and form a 3D dimensional shape of the well area. The

device consists of four main units as presented in Fig. 4: an array of sensors, a processing device, a
communication protocol, and a power supply.

Power
Supply

Communication

Processing & 
Controlling

Array of sensors

Figure 4: Exploration unit architecture

1. Array of sensors: An array of efficient and reliable sensors is equipped to 3D-scan the well area,
and to identify and locate live persons. These sensors include a RPLidar A3, LiDAR light, a
digital camera, a thermal camera, and oxygen sensors.

2. Processing device: A small-size, low-power consumption Raspberry Pi 4 computer is employed
in the exploration unit.
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3. Communication protocol: A long-range ZigBee wireless communication protocol is employed
to allow for fast and reliable communication between the exploration and the base-station
units. The exploration unit employs a ZigBee router component in order to transmit all
the processed sensor data to the base station, whereas the base-station unit uses a ZigBee
coordinator that starts and manages the ZigBee network, and then receives the sensed data
from the exploration unit. In addition, GPS is employed to obtain the coordinates of the well
location.

4. Power supply: A battery is attached to the exploration unit in order to feed the array of sensors,
processor, and communication modules with the necessary required energy.

4.2 Graphical User Interface
The base station (monitoring unit) consists of a friendly GUI to allow communication between

the exploration unit and the base station. The developed GUI allows the user to monitor and control
the exploration device at several levels. The GUI has been developed using the Tkinter library. Tkinter
offers a fast, reliable, and easy way to create GUI, and it is the standard GUI library for Python.
Tkinter offers a powerful, object-oriented interface to the Tk GUI toolkit.

5 Implementation

This section presents the hardware and software requirements needed to develop the exploration
and monitoring units. The developed system consists of two main units: the exploration unit and the
monitoring unit. The two units communicate through the ZigBee protocol, which supports long-range
data transfer, to exchange the required data between the exploration and the monitoring units.

The exploration unit is presented in Fig. 5. The shape of the exploration unit allows it to move
smoothly in the area of interest, so that the unit will not get stuck in the well area, even though large
stones may limit its movement. As presented in Fig. 5 below, the bottom of the exploration unit consists
of a water buoy to protect the onboard sensors (LiDAR, digital camera, and thermal camera) from
water and solid stones in the well area.

Fig. 6 presents the inner workings of the exploration unit, including the Raspberry Pi computer,
and the electronic equipment needed for the system. The inner computer and equipment are protected
by plastic material, to keep it safe from the outside environment. The bottom view of the exploration
unit is presented in Fig. 7, where the attached sensors are shown below.

Finally, Fig. 8 presents the actual exploration unit with all its components and sensors. The body
of the exploration unit is printed using a 3D printer and polylactic acid (PLA) filament, while the water
buoy part is printed using a thermoplastic polyurethane (TPU) filament to offer the design flexibility
and to allow the buoy to float on the water, to protect the electronic components.

The developed exploration unit may be used by rescue or exploration teams. This unit is useful
whenever a well area needs to be explored, or a rescue team needs to search for live persons or animals.
In addition, the developed system can be used to monitor gases in a well area (for example: measuring
the amount of oxygen at different depths). The developed system has been tested by the General
Authority for Survey and Geospatial Information in the Kingdom of Saudi Arabia.
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Figure 5: The 3D design of the exploration unit

Figure 6: The inner side-view of the exploration unit
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Figure 7: The bottom side-view of the exploration unit

Figure 8: The developed exploration unit

In terms of software implementation, the proposed system uses a Python-based GUI that is
presented in Fig. 9; it offers a friendly GUI to give flexibility and reliability to any user who might
interact with the system. As shown in Fig. 9, the developed GUI consists of four main parts, as
follows:

1. 3D well modelling: The GUI receives the sensed data from two sensors, the RPLidar A3 and the
LiDAR light, in order to build the 3D model. The RPLidar A3 scans the well area horizontally,
whereas the LiDAR light scans the well area vertically. The two sets of data integrate to show
the well area in 3D.

2. Display the scene from the digital camera: The attached digital camera presents the scene inside
the well area and transmits an array of images to the GUI in order to display the scene to the
user. In addition, the GUI detects autonomously the presence of humans inside the well area
using a human detection system and alerts the user as soon as a human has been detected.
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3. Display the thermal scene: In addition to the scene received from the attached digital camera,
a thermal camera is attached to detect the presence of humans or animals in the well area when
the digital camera fails to detect them (for instance, in dark regions).

4. Measure the level of oxygen: One of the significant functions in the developed exploration
system is that it displays the level of oxygen by measuring different levels of the well area, in
order to estimate how long the available oxygen will last. The results are displayed on the GUI.

Figure 9: The developed GUI of the monitoring unit

6 Results

This section discusses the results obtained from several experiments conducted in a number
of well areas. For evaluation purposes, this research assessed the system efficiency in terms of the
3D modelling accuracy, communication range, the system’s ability to measure the levels of oxygen
in different areas, and the efficiency of the live streaming unit (specifically the thermal and digital
cameras). The developed systematic exploration system is evaluated according to several factors:

1. 3D modelling: This assesses the performance of the 3D modelling function to create a 3D
model of the well areas. The 3D modelling subsystem has been tested in two different places,
as discussed later in this section.

2. Transmission range: The communication range is a significant factor, to guarantee that the
sensed data has been received successfully by the monitoring unit.

3. Measuring the level of oxygen: This shows the ability of the exploration unit to measure the
amount of oxygen in different places within the well.
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4. Data exchange: This includes assessing the number of received frames per second, the ability
to obtain data from the thermal camera, and to display a live scene on the monitoring unit to
the user.

5. Packet loss: This involves measuring the average number of packets that have been lost during
the transmission process between the exploration unit and the monitoring station, for a certain
period of time.

First, the 3D modelling function was evaluated. In terms of the 3D modelling accuracy, the
developed exploration unit has been tested in three different areas (a simulated equal cylinder, real
well area, and unequal cylinder) to assess the performance of the 3D modelling. Table 2 shows the
specifications for each well area. The equal cylinder shape is presented in Fig. 10 with an identical
shape, whereas Fig. 11 depicts the real well area, where the exploration system has been tested. Fig. 12
presents the real shape for the unequal cylinder.

Table 2: The specifications of the experiment testbed well areas

Shape Diameter Depth Obtained accuracy

Equal cylinder 50 cm 1.20 m 98.0%
Real-well 87–97 cm 36 m 93.0%
Unequal cylinder 50 cm 1.20 m 94.5%

Figure 10: Cylinder area shape
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Figure 11: The real view of the well area

Figure 12: The real view of the unequal cylinder shape

The 3D model for each experiment testbed has been achieved after processing the 3D modelling
function. Fig. 13 shows the 3D drawing for the cylinder shape using the exploration system with a
3D modelling accuracy of almost 98%. In addition, Fig. 14 presents the 3D modelling accuracy for
the real well area with an accuracy of 93%. Finally, Fig. 15 shows the 3D modeling shape for the
unequal cylinder with an accuracy of almost 94.5%. For evaluation purposes, the modelling accuracy
was estimated based on measuring the difference between the 3D shape obtained from the developed
exploration unit and the 3D shape for the same well, collected from the General Authority for Survey
and Geospatial Information in the Kingdom of Saudi Arabia.

As noticed from the obtained 3D modeling results, there was a minor error in the 3D modeling
task, mainly when the developed system was employed in unequal or unstructured areas, as with the
second and third experiment testbeds. However, this error will not largely affect the performance of
the 3D modeling function, as usually, the rescue team requires general construction information about
the well area, in order to manage the suitable equipment and tools for rescue operations.
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Figure 13: The 3D-modelled cylinder shape

Figure 14: The 3D-modelled shape for the real well area

According to the obtained 3D modeling results, in general, the 3D modeling error is generated
in two ways: the error in the horizontal data collected from the RPLiDAR A3 sensor, and the
error obtained from the depth sensor (LiDAR Light). The first problem has been recovered through
interpolating the missing data values based on the nearest correct values. On the other hand, the second
problem has also been recovered through averaging the depth distance values received from the LiDAR
Light sensor. Therefore, these two issues have been recovered, however, the recovery process allows for
unnoticeable error in the 3D modeling process.
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Figure 15: The 3D-modelled shape for the unequal cylinder area

Second, the transmission range was assessed. The live information (for instance: human detection,
level of oxygen, and the presence of animals) are critical to save human lives. The transmission range
between the exploration and the motoring units was assessed in this section. Because radio signals
are usually affected by walls and obstacles—and those signals might be absorbed or reflected, thus
weakening the signals—this research employed a ZigBee-based communication unit, which offered a
long transmission range equal to one mile, outdoors. Since the exploration unit works in well areas
where signals might get absorbed or reflected, it is valuable to study the communication range in the
well areas.

Therefore, for this purpose, this research assessed the performance of the received signal strength
(RSS) in two different well areas to guarantee the receipt of the sensed data. Fig. 16 shows the RSS
values along with the travelled distance in the well area. The employed communication unit successfully
transmitted the data between the exploration and monitoring units for almost 48 meters.

Figure 16: The signal strength for two different well areas

Third, the quality of oxygen measurement was assessed. Authors of [36] studied the variability
of levels of oxygen in the atmosphere of wells, and then identified the ambient conditions associated
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with the low-oxygen situations. The authors revealed that in most well areas, the oxygen concentration
decreases with the increasing of well depth, where the oxygen level in deeper areas range from 0.0% to
20.9%. Measuring the amount of oxygen in the well area is therefore a significant function, especially
when a live person is found in a well area, as determining the level of oxygen will help rescue team feed
the victim more oxygen as needed. For evaluation purposes, the oxygen level was measured at different
levels in the well area, to present the relationship between the depth and the amount of oxygen available
at that level. Fig. 17 presents the value of oxygen in different well layers. The measured value dropped
down as the exploration unit moved deeper into the well.

Figure 17: The obtained oxygen levels in different well layers

Fourth, the quality of the vision and thermal cameras were assessed. To discover live persons or
animals, it is important to obtain live video feeds from the well area. However, a ZigBee communication
protocol offers a low data rate (a max rate of 250 kbps), which makes it important to study the
trade-off between reliable data communication and live video frames. The thermal camera provides
a binary classification (heat exists or does not), while the digital camera frequently transmits several
frames per second. Fig. 18 estimates the number of received frames by the monitoring unit, according
to transmission distance. In the proposed systematic approach, two to three frames per second are
efficient to monitor the area of interest and detect persons in the well area.

Figure 18: The number of received frames/seconds with regards to the transmission distance (in meters)

Fifth, the packet loss issue is considered. This project involves a real-time data transfer of video
frames, thermal images, and level of different gas values. Then, some of these data might be lost
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during the transmission process, and incomplete information will be received at the monitoring unit.
In addition, a high packet loss will reduce the speed or throughput for the ZigBee network. Therefore,
it is important to keep the ratio of packet loss as minimum as possible to guarantee the reception of
transmitted packets on the receiver side. In ZigBee network, the packet loss is the number of packets
that have been lost during the transmission process between the sender (exploration unit) and receiver
(monitoring station).

Usually, packet loss occurs when one or more of the data packets passing through the network
fail to reach the destination. The Packet Loss Rate (PLR) can be easily performed by extracting all the
real-time packet sizes that are transmitted and received, PLR is estimated using the following formula:

PLR = ptx − prx

prx

× 100

where ptx is the total number of transmitted packets and prx is the total number of received packets.
Fig. 19 shows the packet loss rate when a connection was established between the coordinator node
(base-station) and the router node (exploration unit). The PLR was estimated at different distances in
the well area. As noticed in the figure below, the PLR rate increases when the distance between two
nodes is greater than 10 meters.

Figure 19: The PLR with regards to the transmission distance (in meters)

Table 3: Illustration of the contribution by comparison with related works

# Work Dealing
with
darkness,
dust, and
smoke

Dealing
with
water

Dealing
with
gases

Dealing with
wireless com-
munication
restrictions

Dealing
with the
difficulty
of recog-
nizing live
objects

Dealing
with the
challenge of
generating
highly
accurate 3D
maps

Validation
in real
environ-
ments

Accuracy

1 [16] √ × × √ × × × -
2 [17] √ × × × √ × √ -
3 [18] √ × × × × × × 93%
4 [19] √ × × × √ × √ -
5 [21] √ × × √ √ × √ -
6 [20] √ × × × √ √ √ -

(Continued)
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Table 3 (continued)
# Work Dealing

with
darkness,
dust, and
smoke

Dealing
with
water

Dealing
with
gases

Dealing with
wireless com-
munication
restrictions

Dealing
with the
difficulty
of recog-
nizing live
objects

Dealing
with the
challenge of
generating
highly
accurate 3D
maps

Validation
in real
environ-
ments

Accuracy

7 [22] √ × × √ √ × × -
8 [23] √ × × × × √ √ 98%
9 [24] √ × × √ × × √ -
10 [25] √ × × × × √ × -
11 [26] √ × × × × √ × -
12 [27] √ × × √ × √ √ 98%
13 [28] √ × × × × √ √ 95.7%
14 [29] √ × × × × × √ 90%
15 [30] × × × × × √ × 98%
16 [31] √ √ √ × × × √ -
17 [32] √ √ × × × × √ -
18 [33] √ × √ √ × × √ Error: 0.16

meter
19 Our sys-

tematic
approach

√ √ √ √ √ √ √ 95.5%

7 Discussion and Conclusion

A systematic approach to exploring underground environments using a LiDAR-based system has
been introduced in this paper. This research fills the gaps that are highlighted in Section 2, which details
the challenges and difficulties in exploring underground environments. This research gap discusses
eight points that can be considered as a benchmark to evaluate future solutions that deal with exploring
the underground environment. Table 3 shows a comparison between the recent developed systems and
the system proposed in this paper, in terms of the following eight contributions:

1. To account for the possibility of combinations of darkness, dust, and smoke, the proposed
systematic approach contains digital cameras. The digital cameras display the inside the well
area and send a series of images to the GUI to present a live view of the underground
environment. The second part of GUI displays living persons inside the well area using a
human detection system. Hence, the proposed systematic approach has overcome the difficulty
of combinations of darkness, dust, and smoke by using a human detection system that takes
advantage of digital camera images.

2. To account for the possibility of water, Figs. 5–7 show the proposed system’s hardware: The
bottom of this unit consists of a water buoy to protect the onboard sensors (LiDAR, digital
camera, and thermal camera) from any water and solid stones. See Fig. 5.

3. To account for the possibility of low oxygen, the system measures oxygen levels Deep wells, and
underground environments in general often contain toxic gases, which makes inhabiting them
impossible for living organisms. The survival of an organism in deep wells and underground
environments depends on the percentage of oxygen in the air. In the proposed systematic
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approach, the level of oxygen has been measured in all well layers and then presented in the
GUI. Fig. 15 presents the obtained oxygen levels throughout different well layers.

4. To address the issue of wireless communication and cable restrictions in underground envi-
ronments, the proposed systematic approach employs a ZigBee-based communication unit
to provide a long transmission range. Fig. 14 presents the values of the RSS along with the
travelled distance in the well area. The proposed communication unit successfully transmitted
data between the exploration and monitoring units for almost 48 meters.

5. To address the difficulty of recognizing live objects inside unknown and unstructured envi-
ronments, the proposed approach utilizes attached digital and thermal cameras. The thermal
camera is used when the digital camera fails to detect anything. The thermal camera provides
a binary classification (detected or not detected), whereas the digital camera transmits several
frames per second.

6. To address the challenge of generating highly accurate 3D maps for uneven terrains, the pro-
posed systematic approach utilizes two sensors: RPLidar A3 and the LiDAR light. The LiDAR
light scans the well area vertically, while the RPLidar A3 scans the well area horizontally. When
combined, the model creates an accurate 3D model.

7. To validate the research results, the proposed systematic approach has been tested and
evaluated in a real environment.

8. To ensure accuracy, the proposed systematic approach compares the accuracy of extracted
results with real data from authorized bodies, such as governmental official maps. The 3D
drawing of the cylinder shape, using the exploration system, had a 3D modelling accuracy of
almost 98%. The 3D modelling accuracy for the real well had an accuracy of 93%.
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