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Abstract: There are some scenarios that need group recommendation such as watching a 

movie or a TV series, selecting a tourist destination, or having dinner together. 

Approaches in this domain can be divided into two categories: Creating group profiles 

and aggregating individual recommender list. Yet none of the above methods can handle 

the online group recommendation both efficiently and accurately and these methods 

either strongly limited by their application environment, or bring bias towards those users 

having limited connections with this group. In this work, we propose a local optimization 

framework, using sub-group profiles to compute the item relevance. Such method can 

captures and removes the bias existed in the traditional group recommendation algorithms 

in a certain degree. It can then be used to derive single-user recommendation. We also 

propose an approach to overcome the problem caused by dynamic change or user 

updating about his social network, which detects the target user’s group by analyzing the 

link types between he and his neighbours, and then use the group information to generate 

his recommendations. Experimental analysis for group and personal recommendation on 

three different sizes of MovieLens datasets show fairly good results, our method 

consistently outperform several state-of-the-arts in efficiency. And we also provide the 

explanations behind the phenomena during the experiments.  
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1 Introduction 

Recommendation technology is a popular and highly practical research topic. It provides 

reference about movies, products, restaurants and many other items by analyzing group 

perception data in a certain area. Collaborative recommender systems derive a list of 

recommended items by analyzing the similarity between users and predicting a user’s 

rating of an item based on similar users’ ratings of the same item. The classical 

recommendations are personalized, each user receives his own suggestions. However, 

there are some scenarios where a group of individuals participate in a single activity, such 

as watching a movie, or travel together, in which a group recommender suggestion is 

needed. Generally, the group recommendation should reflect a set of connected 

individuals’ preferences, which can be done by (i) analyzing a joint profile created by all 

users in the group [Yu, Zhou, Hao et al. (2006)] or (ii) collecting the recommendations of 
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all members in the group into one recommender list [Gorla, Lathia, Robertson et al. 

(2013); Ntoutsi, Stefanidis, Kjetil et al. (2012)]. Nevertheless, the first method may bring 

bias towards those users with limited purchase records, while the second one is more 

flexible but its complexity directly depends on the number of individual users, which is 

extremely large considering the current E-commerce data volume. 

Our work in this paper follows the first approach solving the online group recommendation 

problem, because we argue that when utilizing the same kind of recommendation 

algorithms (such as matrix factorization based, or neighbourhood based collaborative 

filtering techniques), Using a joint profile of a group to derive the recommendation is faster 

than using individual user profile. Considering the circumstance in Fig. 1, the graph is 

divided into three groups. When using a joint profile to produce the group recommendation, 

its process only involves three profiles; meanwhile, using individual user profile to achieve 

the same task, it has to process 13 profiles (since identifying groups is a necessary 

procedure for both methods, the processing time of this part is not taken into account). And 

it is a general case that the number of groups is much smaller than the number of users in 

online social networks. The main challenge here is how to capture and eliminate the bias 

towards certain users. Through close study we find that, the bias is not mainly 

constructed by the one towards users with sparsest profile but users with limited or loose 

connections to the target group. The difference between these tow kinds of users is that, 

the profiles of users with limited connections to the target group are not necessarily 

sparse, they are just not in the core of the group; but users with sparest profile are always 

dangling or stay outside of the existed groups. 

 

Figure 1: Group partition sample 

In this work, we present a local optimization model for online group recommendation. 

This model spots the difference between each group members with the relevance of items 

to the group as a whole. In doing so, we show that higher quality and efficiency 

recommendations can be computed by eliminating the bias towards users at the edge of 

the online group through introducing jointly group profiles rather than merging 

individuals’ ranked recommendations. In summary, we make the following contributions: 

(1) We introduce a local optimization model for group recommendation, unlike previous 

work which focuses on merging recommendations computed for individual users, we 

use sub-group profiles to compute the item relevance. Such method not only 
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captures and removes the bias existed in the traditional group recommendation 

algorithms in a certain degree, but also shows an clear efficiency advantage 

comparing with some of the state-of-the-arts.  

(2) We then use this model to derive a local-topology based framework for individual 

recommendation. We calculate the difference between users with their groups and 

use it to generate a personalized item list. 

(3) We also propose an approach to overcome the problem caused by dynamic change 

or user updating about the network. We can detect the target user’s (when he is 

newly added, or changes his connections with other users) group by analyzing the 

link types between he and his neighbours, and then use the group information to 

generate his recommendations.  

(4) We evaluate our group and single-user recommendation model alongside state-of-

the-art CF approaches on MovieLens datasets, and all the results sustain our claims 

that the proposed methods consistently generate the promising result. 

The rest of the work is organized as follows: in Section 2, we introduce the preliminaries 

and the general process for single-user recommendation and group recommendation, 

respectively. Section 3 provides the fundamentals, theoretical and the main ideas about 

our algorithms. The experimental results are shown in Section 4. Related works are 

presented in Section 5, followed by conclusions in Section 6. 

2 Preliminaries 

In this work, we consider an online recommender system with a set of items 𝐼, and a set 

of users 𝑈. Each user 𝑢 ∈ 𝑈 can specify one (or no) rating on each item 𝑖 ∈ 𝐼. Without 

loss of generality, let the domain of users’ ratings be the real values in [0, 1], where 0 and 

1 indicate total dislike and maximum appreciation, respectively. We use 𝑅𝑢 to denote the 

rating vector of user 𝑢 , and 𝑅𝑢,𝑘  is the rating from user 𝑢  on item 𝑘 . Obviously, the 

recommendation techniques are introduced to predict those blank entries in 𝑅, and they 

can be divided in to two kinds based on their recommender targets: single-user 

recommendations, and group recommendations.  

2.1 Single-user recommendations 

The recommendation strategies can be categorized into: (i) content filtering, that only 

relies on users’ past behaviors; (ii) collaborative filtering, that uses similar users’ 

behaviors to recommend items; and (iii) hybrid, that combines (i) and (ii) together to 

generate recommendations. Our work is focused on collaborative filtering techniques, 

and we fall into the area of Latent Factor Models. The idea behind these models is to 

factorize the rating matrix 𝑅  into two lower matrices 𝒰  and ℐ , which minimizes the 

regularized squared error on the set of known ratings [Cheng, Yuan, Wang et al. (2014); 

Koren, Bell and Volinsky (2009)], the objective function is shown as (1): 

argmin
𝒰,ℐ

∑ (𝑅𝑖𝑗 −𝒰𝑖
𝑇ℐ𝑗)

2
(𝑖,𝑗)∈𝐾 + 𝜆(‖𝒰𝑖‖

2 + ‖ℐ𝑗‖
2
)                            (1) 

Where 𝒰 denotes the user factors and ℐ denotes the item factors, 𝐾 is the rating set that 

𝑅𝑖𝑗 exists. Each user and item is represented over a fixed 𝑓-dimensional feature space. 
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Some of the popular latent factor models are based on Matrix Factorization (MF). In this 

work, we utilize this model to assist group recommendation. 

2.2 Group recommendations 

In most cases, recommender systems are dedicated to help individual users. Yet, there are 

still some situations in which items are chosen for a group of users. Furthermore, in a real 

life situation, the size of groups with highly similar members tend to be small, since they 

are family members or close friends. While, in a online social network, the size of groups 

with highly similar members will be larger due to the rapid development of internet, 

which makes the definition about group is close to the definition of community [Burton 

and Giraud-Carrier (2014); Chen, Zhu, Peng et al. (2014); Han and Tang (2015)]. In this 

work, we focus on online group recommendation, which can be achieved by two 

categories of approaches: (i) analyzing a joint profile created by all users in the group, 

and (ii) generating the recommendations of all users in the group, and then aggregating  

them into one recommender list. 

Creating Group Profiles. Such method is very simple and straightforward, we borrow 

the description about this idea from Gorla et al. [Gorla, Lathia, Robertson et al. (2013)]: 

Suppose we have two users in the group. If they rated {𝑖1, 𝑖2} and {𝑖3, 𝑖4}  respectively, 

their group profile is  {𝑖1, 𝑖2, 𝑖3, 𝑖4}; If their ratings is overlapped on certain items, such as  

{𝑖1, 𝑖2} and  {𝑖2, 𝑖3}, then their group profile is {𝑖1,𝑚𝑒𝑎𝑛(𝑖2), 𝑖3}. This group profile can 

be treated as a individual user’s profile, and further used in any state-of-the-art 

collaborative filtering methods. 

Aggregating Individual Recommender List. This kind of approach is a further processing 

about the single-user recommendation. When we generate recommender item lists for users 

of a group, the system selects an aggregating method (least misery design, fair design, or 

most optimistic design), and sets relevance score for each item in the above mentioned lists. 

Then, a re-ordered group recommender list based on the relevance score is generated. 

The first approach outperforms the second one in efficiency, but it may bring bias 

towards those users having limited connections with this group [Gorla, Lathia, Robertson 

et al. (2013)]. The second approach is more flexible, but its complexity directly depends 

on the number of individual users, which is extremely large considering the current E-

commerce data volume [Ntoutsi, Stefanidis, Kjetil et al. (2012)]. In this work, we fuses 

both approaches by proposing a local optimizing group recommendation model in order 

to produce better online group recommender results. The key challenge is how to 

overcome their drawbacks but keep their advantages. 

3 Local optimization for online group recommendation 

As we mentioned in the previous section, our model has to solve the problems caused by 

the classic strategies, which are bias towards users with limited connections and high 

computational complexity. 

3.1 Bias eliminating 

This part of improvement is targeted at the approach which creates group profiles and 

uses it to recommend. A key aspect of such method that is missing is the notion of 
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divergence among users in the group. 

We consider an online user group topology as an undirected graph 𝐺(𝑉, 𝐸), where each 

node in 𝑉 is corresponding to a user in the group, and each edge in 𝐸 represents the link 

that connected two group members. Then the group recommendation problem can be 

defined as: 

𝐏𝐫𝐨𝐛𝐥𝐞𝐦: Given a group G (V, E), how to find a set of items 𝑆 to 𝐺, and satisfy 

 𝑚𝑖𝑛∑ ∑ (𝑆𝐺,𝑗 − 𝑅𝑢,𝑗)
2

𝑢∈𝐺
𝑘
𝑗=1                                                                                          (2) 

where 𝑆𝑗 is the group preference rating on item 𝑗. 

Generally, 𝑆𝑗 can be computed by the relevant collaborative filtering techniques where 

group file about 𝐺 is created and treated as an individual user. However, when creating 

group profile to capture 𝐺 ’s preference, users in the group center have the same 

contributions as the users on the group edge, which causes such preference deviate from 

the right zone. The main problem here is how to correct the offset or how to avoid such 

situation. Further, the regulation of constructing 𝐺 is varied based on its purpose. But 

basically, users in 𝐺  share their preferences somehow, in most cases, either they are 

connected by preference similarity, or they are connected by social links. Hence, it is 

intuitive to classify the nodes ∈ 𝐺 into several sub-groups by their connectivities, so as to 

refine their contributions towards the final group recommender results. 

The definition about connectivity between users is relevant with the criterion that we 

construct the group: If 𝐺  is built on users’ preferences, the connectivity between two 

users can be measured by Pearson Correlation Coefficient; If 𝐺 is modeled by social links, 

the connectivity between two users is measured by its Jaccard Similarity. Formally, we 

refer to 𝑂(𝑣) = {𝑢 ∈ 𝑉|𝑒𝑣,𝑢 ∈ 𝐸} as the neighbours of node 𝑣. Notation 𝑑𝑣 denotes the 

number of nodes in 𝑂(𝑣): 𝑑𝑣 = 𝑂(𝑣). Then we have the following definition: 

𝐃𝐞𝐟𝐢𝐧𝐢𝐭𝐢𝐨𝐧 (𝐜𝐨𝐧𝐧𝐞𝐜𝐭𝐢𝐯𝐢𝐭𝐲):  If 𝑢 ∈ 𝐺 ,  𝑣 ∈ 𝐺 , and 𝑒𝑣,𝑢 ∈ 𝐸 , then the connectivity 

between 𝑢, 𝑣 is denoted as: 

𝑐(𝑢, 𝑣) =

{
 
 

 
 ∑ (𝑅𝑢,𝑗−�̅�𝑢)×(𝑅𝑣,𝑗−�̅�𝑣)

𝑀
𝑗=1

√∑ (𝑅𝑢,𝑗−�̅�𝑢)
2×∑ (𝑅𝑣,𝑗−�̅�𝑣)

2𝑀
𝑗=1

𝑀
𝑗=1

           𝑒𝑣,𝑢 𝑖𝑠 𝑎 𝑠𝑖𝑚𝑖𝑙𝑎𝑟𝑖𝑡𝑦 𝑙𝑖𝑛𝑘 

|𝑂(𝑢)∩𝑂(𝑣)|

|𝑂(𝑢)∪𝑂(𝑣)|
                                   𝑒𝑣,𝑢 𝑖𝑠 𝑎 𝑠𝑜𝑐𝑖𝑎𝑙 𝑙𝑖𝑛𝑘

             (3) 

Suppose 𝑔1, … , 𝑔𝑚  is the sub-groups of 𝐺  which is derived from users’ connectivities, 

𝐺’s corresponding sub-group recommender item sets are 𝑠1, … , 𝑠𝑚 respectively. Then, the 

original group recommendation problem can be transformed to satisfy (4): 

𝑚𝑖𝑛∑ ∑ ∑ (𝑠𝑖,𝑗 − 𝑅𝑢,𝑗)
2

𝑢∈𝑔𝑖
𝑚
𝑖=1

𝑘
𝑗=1                                                            (4) 

where 𝑠𝑖,𝑗 is the preference rating of sub-group 𝑔𝑖 on item 𝑗, and it can be computed with 

the same techniques as 𝑆𝑗. 

Eq. (2) and Eq. (4) are not equivalent, since (4) is a local optimization process, while (2) 

is a global optimal solution. Generally, we have the following proposition. 

𝐏𝐫𝐨𝐩𝐞𝐫𝐬𝐢𝐭𝐢𝐨𝐧: Given the online group 𝐺 (𝑉, 𝐸), if we partition 𝐺  into sub-groups by 
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users’ connectivity, the local optimization solution is better than the global one. 

The advantages of using local optimization method come from several aspects. We first 

transform (2) as: 

𝑚𝑖𝑛∑ ∑ (𝑆𝐺,𝑗 − 𝑅𝑢,𝑗)
2

𝑢∈𝐺
𝑘
𝑗=1 = 𝑚𝑖𝑛∑ ∑ ∑ (𝑆𝐺,𝑗 − 𝑠𝑖,𝑗 + 𝑠𝑖,𝑗 − 𝑅𝑢,𝑗)

2
𝑢∈𝑔𝑖

𝑚
𝑖=1

𝑘
𝑗=1     

                                                 ≤ 𝑚𝑖𝑛∑ ∑ ∑ (𝑆𝐺,𝑗 − 𝑠𝑖,𝑗)
2
+ (𝑠𝑖,𝑗 − 𝑅𝑢,𝑗)

2
𝑢∈𝑔𝑖

𝑚
𝑖=1

𝑘
𝑗=1    (5) 

When group partition is ideal, 𝑆 and 𝑔𝑖 are orthogonal, which makes ∑ ∑ (𝑆𝑗 −𝑢∈𝑔𝑖
𝑚
𝑖=1

𝑠𝑖,𝑗)
2
= 0 , and helps to remove the redundant nodes. Moreover, the local optimal 

solution can assign weight to each sub-group according to their contributions toward 𝐺, 

and it is more suitable and robust for dynamic systems and achieves better real-time 

performance. 

3.2 Computational complexity reducing 

In order to achieve better performance about computational complexity, our processing 

steps is shown as: 

(i) Partition 𝐺 into  𝑔1, … , 𝑔𝑚 by users’ connectivities in 𝐺. We can apply classification 

algorithms (such as SVM, ELM, etc.) here or just divide 𝐺 by setting the sub-group 

size manually. 

(ii) Create sub-group profile for each sub-group, which is very similar to the process 

about creating group profiles: If users 𝑢 and 𝑣 rated {𝑖1, 𝑖2} and {𝑖3, 𝑖4} respectively 

( 𝑢, 𝑣 ∈ 𝑔𝑘 ), their sub-group profile for 𝑔𝑘  is {𝑖1, 𝑖2, 𝑖3, 𝑖4} ; If their ratings is 

overlapped on certain items, such as 𝑖1, 𝑖2 and 𝑖2, 𝑖3, their sub-group profile for 𝑔𝑘  is 

{𝑖1,𝑚𝑒𝑎𝑛(𝑖2), 𝑖3}. 

(iii) Treat each sub-group profile as an individual user’s profile, and use MF methods to 

estimate the sub-group preference ratings. 

(iv) Aggregate sub-group recommender list. We choose the least misery strategy, since 

Baltrunas et al. [Baltrunas, Makcinskas and Ricci (2010)] concludes that such 

strategy outperforms a range of other techniques. 

One may notice that, our method is very flexible. When the number of sub-groups is 

small enough, it can shrink into one large group, which is 𝐺, then it is corresponding to 

the classic approach using group profile to recommend. When the number of sub-groups 

is large enough, it can be equal to |𝐺|, then it is corresponding to the approach that 

aggregates individual recommender list as group recommendation.  

Unfortunately, introducing sub-groups may still affect the precision of the prediction on 

group preference ratings. When we utilize MF techniques to implement step (iii), the 

traditional methods try to optimize (1). Conceptually, minimizing the difference between 

the real ratings and the estimated ratings can be viewed as a self-calibration process. 

However, the solution space of the optimization problem could be large, especially when 

we treat sub-group profiles as individual user profiles, which makes the user-item matrix 

sparser, and might result in a biased estimator for 𝒰𝑖 and  ℐ𝑗. Thus, we introduce the high-

order distance principle [Xu, Yao, Tong et al. (2017)] which aims to minimize not only 

the difference between the estimated and real ratings of the same (user, item) pair, but 
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also the difference between the estimated and real rating difference of the same user 

across different items  (i.e. the second-order rating distance). The optimization function is 

shown in (6): 

𝑎𝑟𝑔𝑚𝑖𝑛
𝒰,ℐ

∑ (𝑅𝑖𝑗 −𝒰𝑖
𝑇ℐ𝑗)

2
𝑅𝑖𝑗 + 𝜆𝒰∑ ‖𝒰𝑖‖

2𝑚
𝑖=1 + 𝜆ℐ∑ ‖ℐ𝑗‖

2𝑛
𝑗=1 +

𝜆𝑑 ∑ ∑ 𝐼𝑖𝑗,𝑖′𝑗′[𝜎(𝒰𝑖
𝑇ℐ𝑗, 𝑅𝑖𝑗) − 𝜎(𝑅𝑖𝑗 , 𝑅𝑖′𝑗′)]

2
𝑅𝑖′𝑗′𝑅𝑖𝑗                                                       (6) 

where 𝜆𝑑  is the parameter to control the effect of the second-order rating distance. 

𝜎(𝑥, 𝑦) = 1/(1 + 𝑒−(𝑥−𝑦)), and 𝐼𝑖𝑗,𝑖′𝑗′ = 1  if ratings 𝑅𝑖𝑗  and 𝑅𝑖′𝑗′  exist with 𝑖′ = 𝑖 ∧

𝑗′ ≠ 𝑗 ∨ 𝑖′ ≠ 𝑖 ∧ 𝑗′ = 𝑗. 

3.3 Single-user recommendation estimation 

Since we treat each sub-group profile as individual user profile, it is convenient to 

estimate single-user predictive ratings on items by utilizing collaborative filtering 

algorithms, and generate a recommender item list based on this rating for a target user. 

The intuition of this idea is that users’ preferences on items construct the group 

preference, and therefore, group preference on items helps to derive users’ preferences. 

Further, the group 𝐺  is partitioned into sub-groups, which have different affects on 

predictive ratings: The sub-group that the target user is belong to affects more than the 

one that target user is not. Hence, each sub-group should be assigned different weights. 

The predictive rating from user 𝑢 on item 𝑗 is computed as: 

�̂�𝑢,𝑗 = �̅�𝑢 +
∑ 𝑐(𝑢,𝑠𝑖)×(𝑠𝑖,𝑗−𝑠̅𝑖)
𝑚
𝑗=1

∑ 𝑐(𝑢,𝑠𝑖)
𝑚
𝑗=1

                                           (7) 

where 𝑢 ∈ 𝐺 , ⋃ 𝑔𝑖
𝑚
𝑖=1 = 𝐺 , and 𝑠𝑖  is 𝑔𝑖 ’s sub-group profile. �̅�𝑢  and �̅�𝑖  are the average 

ratings for 𝑢 and 𝑠𝑖 respectively, 𝑐(𝑢, 𝑠𝑖) is computed with (3) as 𝑒𝑢,𝑠𝑖 is a similarity link. 

Moreover, user 𝑢  may belongs to several groups due to his disperse preference or 

different purpose on organizing user groups. Our computation about his predictive ratings 

should take this circumstance into account. Fortunately, Eq. (7) can be easily extended by 

considering all the groups where 𝑢 is belong to, and using all the sub-groups constructed 

the corresponding group to implement the estimation about predictive ratings on items. 

Such extension not only utilizes more information to achieve better prediction on item 

ratings, but also satisfies the requirement of users’ diverse interests. Since the number of 

sub-groups is much smaller than the number of users, our method decreases the 

computation complexity comparing with the traditional collaborative filtering process. 

3.4 Single-user recommendation dynamic updating 

The traditional method to handle the dynamic change is to provide a periodic analysis of 

the network to achieve this purpose. Such process not only needs much more time, it also 

lacks flexibility to reflect a user’s current state. Therefore, we propose a local topology 

based approach, which only evolves the neighbors of the target user (node), to determine 

which new groups he is belong to, and then use those groups’ information to estimate the 

predictive ratings for him by (7). 

The idea of our approach is to identify the relationships between the target user and the 
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groups that he is connected with. Take Fig. 2 as an example, user 𝑣 can be either belong 

to 𝐺, or not belong to 𝐺. It is intuitive to derive the result by considering the edges that 𝑣 

links to 𝐺 (or the subset of  𝐺). Our previous work [Zou, Gong and Hu (2016)] proposes a 

claim, which is used to determine whether a target node belongs to a community or not. 

The concept of a “community” in a (web, social, or informative) network is understood as 

a set of individuals that are very similar, or close to each other, more than to anybody else 

outside the community. Meanwhile, the concept “group” we discussed in this work is 

built by similarity links or social links. Therefore, we can introduce this claim to 

determine the target user belongs to a certain group or not.  

 

           (a)                                              (b) 

Figure 2: Examples that shows different partitions between 𝑣 and 𝑈 

Formally, our claim is stated as: 

𝐂𝐥𝐚𝐢𝐦: Given group 𝐺(𝑉, 𝐸), suppose = {𝑢1, … , 𝑢𝑘} ⊂ 𝐺, ∀𝑣 ∈ 𝑉, if 

⌈
|𝑂(𝑣)∩𝑂(𝑢)|

2
⌉ + |𝐸(𝑈, 𝑣)| >

1

2
max {𝑑𝑈, 𝑑𝑣}                                                                    (8) 

then 𝑣 ∈ 𝐺 . Where 𝑂(𝑈) = {𝑣|𝑣 ∉ 𝑉 ∧ 𝑣 ∈ ⋃ 𝑂(𝑢𝑖)
𝑘
𝑖=1 } , 𝐸(𝑈, 𝑣) = {𝑒𝑢𝑣|𝑢 ∈ 𝑈 ∧ 𝑣 ∉

𝑉}. 

The proof about this claim can be learned from Zou et al. [Zou, Gong and Hu (2016)]. 

With this claim, for a given node who changes his local topology of his network (or 

newly added into this network), if he and a well-clustered set of nodes have enough 

common neighbors, we can deterministically say that this node belongs to the same group 

as that set of nodes. And we can generate a recommender item list for him ordered by the 

predictive ratings using the group information he is part of. 

4 Experiments 

We implement all the experiments on a PC with quad-core CPU (Intel i5, 3.3 GHZ), 8.0 

GB main memory and 1 T hard disk, running Microsoft Windows 7 Edition, and perform 
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the relevant algorithms on three available MovieLens datasets2 (which differ in sizes) 

during the experiments: MovieLens 1M (labeled as ML1M) contains 1 million ratings 

from 6000 users on 4000 movies; MovieLens 10M (labeled as ML10M) contains 10 

million ratings, 100,000 tag applications applied to 10,000 movies by 72,000 users; 

MovieLens 20M (labeled as ML20M) contains 20 million ratings, 465,000 tag 

applications applied to 27,000 movies by 138,000 users. 

The distribution of users on the number of rated movies in these datasets is shown in Fig. 

3. We can see that users with small number of rated movies take a large proportion in 

user distribution. Although previous researches have used the MovieLens data to examine 

group recommendation scenarios, these datasets do not include any explicit group 

membership data. We reference process in Baltrunas et al. [Baltrunas, Makcinskas and 

Ricci (2010)] and overcome this problem. Since our approaches are focused on online 

group recommendation, which is mainly about the users with common tastes, we group 

users with high inner similarities. 

 

(a) Distribution in ML1M   (b) Distribution in ML10M   (c) Distribution in ML20M 

Figure 3: Item distribution over the number of users on Movielens 

During the experiments, we randomly divided each user’s purchase record in the datasets 

by 60% for training and 40% for testing, and repeat this process 10 times and generate 

average testing results for their corresponding measurements. We set the dimensional 

feature number 𝑓 = 40 , and the iteration times to be 80 for our algorithms when 

introducing MF method to generate group recommendation. 

4.1 Methodology and metrics 

The goals of our evaluations are addressing three questions: 1) How do our approaches 

perform for group recommendation and single-user recommendation, respectively? 2) 

What is the performance improvement with complexity reducing? 3) How effective can 

our algorithms achieve? We select two kinds of metrics to evaluate the relevant 

performance. 

Metrics for Group Recommendation. We measure the normalized Discounted 

Cumulative Gain (nDCG), which is used to measure the goodness of ranked list by 

considering the item ratings with Discounted Cumulative Gain (DCG). Suppose 𝑗1, … , 𝑗𝑙 
is a ranked list of items recommended to the target group, the DCG for user 𝑢 at rank 𝑘 

                                                      
2 https://grouplens.org/datasets/movielens/ 
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and the nDCG are computed as: 

𝐷𝐶𝐺𝑘
𝑢 = 𝑅𝑢,𝑗1 + ∑

𝑅𝑢,𝑗𝑝

𝑙𝑜𝑔2(𝑝)
𝑘
𝑝=1                                                                   (9) 

nDCG =
𝐷𝐶𝐺𝑘

𝑢

𝐼𝐷𝐶𝐺𝑘
𝑢                                                                      (10) 

Where 𝐼𝐷𝐶𝐺𝑘
𝑢 is the maximum possible gain value for user 𝑢 that is obtained with the 

optimal re-order of the k items in 𝑗1, … , 𝑗𝑙. 

Metrics for Single-User Recommendation. We use Mean Absolute Error (MAE) and 

Standard Deviation of MAE (SDM) to measure the accuracy of the predictive ratings. 

MAE and SDM are computed as: 

𝑀𝐴𝐸 =
1

𝑁
∑ |�̂�𝑖,𝑘 − 𝑅𝑖,𝑘|
𝑁
𝑖=1                                                                     (11) 

𝑆𝐷𝑀 = √
1

𝑁
∑ (𝑒𝑟𝑟𝑜𝑟𝑖 −𝑀𝐴𝐸)

2𝑁
𝑖=1                                                        (12) 

where  𝑒𝑟𝑟𝑜𝑟𝑖 = |�̂�𝑖,𝑘 − 𝑅𝑖,𝑘|. 

4.2 How many sub-groups should be divided 

Since our method would divide the target group into sub-groups, if the target group size 

is too small, which is discussed in Baltrunas et al. [Baltrunas, Makcinskas and Ricci 

(2010)], it is not consistent with the online group status, and makes our method similar to 

those approaches aggregating individual recommender list. Therefore, we set the group 

size to be 50, and investigate the balance between the number of sub-groups and the 

algorithms’ precision. 

 
(a) ML1M                             (b) ML10M                            (c) ML20M 

Figure 4: nDCG variation over the number of sub-groups on MovieLens 

Fig. 4 shows the number of subgroups and their corresponding nDCG that our algorithm 

achieves. We can see that, the more sub-groups we divided, the better nDCG our method 

will perform, and nDCG increases gently when the number of sub-groups reaches a 

certain number: on ML1M, this number is 12; on ML10M, this number is 10; on ML20M, 

this number is 14. We set the number of sub-groups is 12, 10, and 14 for each dataset 

respectively by default. 

4.3 Performance of group recommendation 

During the experiments about the group recommendation, we compute nDCG over all the 
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users in any group with the similar method as in Baltrunas et al. [Baltrunas, Makcinskas 

and Ricci (2010)], and test the time consuming about the relevant methods. We choose 

the Information Matching Model (IMM) introduced in Gorla et al. [Gorla, Lathia, 

Robertson et al. (2013)] for comparison. We name our local optimization method as 

LOM, which is only utilizing bias eliminating process, and further name our method 

LOM+CCR, which is the advanced model with bias eliminating and computational 

complexity reducing. The results are shown in Tab. 1. 

We can see that IMM performs a little better than LOM and LOM+CRR, and LOM+CRR 

is better than LOM when considering nDCG, which means aggregating individual 

recommender list may utilize more useful information than merging group profiles, and 

using the high-order distance principle to enhance the precision about group 

recommendation is more accurate. When comparing the efficiency, IMM and LOM+CRR 

are much slower than LOM. IMM is better than LOM+CRR in ML10M and ML20M, 

and LOM+CRR is better than IMM in ML1M. The reason why LOM+CRR is slower is 

that, LOM+CRR brings further computation about the real rating difference of the same 

user across different items, which may harm the efficiency in a certain degree. 

In conclusion, although LOM and LOM+CCR are not better than IMM in nDCG, LOM 

extraordinarily outperforms IMM in efficiency. 

Table 1: Group recommendation performance results 

Datasets Metrics IMM LOM LOM+CCR 

ML1M 
nDCG 0.246 0.237 0.242 

Time (s) 503 87 362 

ML10M 
nDCG 0.233 0.227 0.229 

Time (s) 5130 936 6154 

ML20M 
nDCG 0.216 0.198 0.207 

Time (s) 9949 1914 12308 

4.4 Performance of single-user recommendation 

When testing the performance of single-user recommendation, we choose MF [Koren, 

Bell and Volinsky (2009)] as the classical method, and HoORaYs [Xu, Yao, Tong et al. 

(2017)] as the state-of-the-art for comparison. We still use LOM and LOM+CRR to 

denote the methods for our individual recommendation approaches respectively. The 

results are shown in Tab. 2. 

Table 2: Single-user recommendation performance results 

Datasets Metrics MF HoORaYs LOM LOM+CCR 

ML1M 

MAE 0.698 0.674 0.834 0.803 

SDM 0.893 0.853 0.970 0.932 

Time (s) 446 3789 - - 
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ML10M 

MAE 0.633 0.623 0.811 0.784 

SDM 0.831 0.802 0.911 0.885 

Time (s) 4553 59073 - - 

ML20M 

MAE 0.617 0.629 0.800 0.774 

SDM 0.815 0.812 0.889 0.891 

Time (s) 8224 119611 - - 

Generally, if we sort the algorithms used for comparison by their accuracy about the 

predictive ratings, we have HoORaYs, MF, LOM+CCR, and LOM. Since HoORaYs and 

MF are introduced directly for individual recommendations, their design is more suitable 

for computing the predictive ratings. And HoORaYs minimizes not only the difference 

between the estimated and real ratings of the same (user, item) pair, but also the 

difference between the estimated and real rating difference of the same user across 

different items, it is more accurate than MF, which is the similar reason why LOM+CCR 

is more accurate than LOM. Further, the average similarity among each group is no more 

than 0.30, when using such group information to estimate single-user predictive ratings 

(LOM and LOM+CCR) will bring much noise. We speculate that, if the groups are well 

organized (the inner group similarity is higher), our LOM and LOM+CCR would 

perform better. Meanwhile, if we sort the algorithms used for comparison by their 

efficiency, we have LOM, LOM+CCR, MF, and HoORaYs. And the HoORaYs is much 

slower than all the other algorithms. This is due to the extra calculation about the second-

order rating distance, which is the similar reason for LOM+CCR is slower than LOM. 

Since LOM, LOM+CCR are not designed for personal recommendation directly, their 

time consuming is relevant with the results about group recommendation, and based on 

the previous results, their efficiency is better than HoORaYs and MF. 

In summary, LOM and LOM+CCR are less accurate than MF and HoORaYs, but when 

processing large data volume in E-commerce systems, they may save much time. 

5 Related works 

The researchers have conducted a wide range of research about recommendations, such 

as recommending products [Zhang, Zheng, Yuan et al. (2015); Zou, Gong, Zhang et al. 

(2014)], POI [Guo and Gong (2016); Zhang, Zheng, Yuan et al. (2015)], texts [He, Chen, 

Kan et al. (2015); Moghaddam and Ester (2011)], etc. These works are very different 

from the technical level, but the main ideas are basically the same: They use the most 

relevant data dimension (for example, purchase records for product recommendations; 

geographic latitude for POI recommendations; textual data for text recommendations) as 

key attribute, and combine with other dimensions such as social network topology, time, 

locations (or the above-mentioned data dimensions cross-assistance) as auxiliary 

information, to provide recommendations for individuals. 

Recently, several works have been focused on group recommendations which can be 

classified into two kinds. The first kind provides the group recommendations by 

introducing a joint profile created by all users belong to this group. The second kind 

aggregates the recommendations of all users in the group into a single recommendation 
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list. Some works select the second method since it is more flexible and offers 

opportunities for improvements in terms of efficiency [Ntoutsi, Stefanidis, Kjetil et al. 

(2012)]. For example, Gorla et al. [Gorla, Lathia, Robertson et al. (2013)] presents a 

probabilistic group recommendation framework for movies based on the notion of 

information matching. This model defines group relevance as a combination of the item’s 

relevance to each user as an individual and as a member of the group. Quintarelli et al. 

[Quintarelli, Rabosio and Tanca (2016)] proposes a new-items sensitive model and 

determines the preference of an ephemeral group by combining the preferences of the 

group members on the basis of their contextual influence. Kotsogiannis et al. 

[Kotsogiannis, Zheleva and Machanavajjhala (2017)] considers the problem of directed 

edge recommendations where the system recommends the best item that a user can gift, 

share or recommend to another user that he is connected to, which utilizes the preferences 

of both the sender and the recipient by integrating individual user preference models into 

the recommendation process. Besides, there are many research works which are devoted 

to optimization strategy, such as package fairness [Serbos, Qi, Mamoulis et al. (2017)], 

group satisfaction [Roy, Lakshmanan and Liu (2015)], etc. 

However, the computational complexity of all the above mentioned group recommendation 

models directly depends on the number of individual users, which makes their efficiencies 

questionable when taking today’s online data scale into account. In this work, we design 

a local optimization approach which focuses on the sub-group profiles to compute the 

item relevance. Since such computation scale grows linearly with the number of groups 

instead of the number of users, it can be accomplished efficiently. We also provide a 

local-topology based updating strategy by analyzing the link types between user and his 

neighbours when the topology of user network changes or increases, the time demand is 

also linear.  

6 Conclusions 

Recent research about group recommendation is usually designed to aggregate individual 

recommender list or create group profiles for further computing. These methods either 

strongly limited by their application environment, or bring bias towards those users having 

limited connections with this group. In this work, we propose a local optimizing approach 

for group recommendation, which eliminates bias, and reduces computational complexity 

in a certain degree. Our approach may also derive single-user recommendation, and 

overcome the problem caused by dynamic change or user updating about the network. 

Experimental analysis on three different MovieLens datasets shows that, our LOM and 

LOM+CCR generally outperform several state-of-the-arts in efficiency. And we also 

provide the explanations behind the phenomena during the experiments. 
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