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A Homogenized Function to Recover Wave Source by
Solving a Small Scale Linear System of Differencing

Equations

Chein-Shan Liu1,2,3, Wen Chen1, Ji Lin1

Abstract: In order to recover unknown space-dependent function G(x) or un-
known time-dependent function H(t) in the wave source F(x, t) = G(x)H(t), we
develop a technique of homogenized function and differencing equations, which
can significantly reduce the difficulty in the inverse wave source recovery problem,
only needing to solve a few equations in the problem domain, since the initial con-
dition/boundary conditions and a supplementary final time condition are satisfied
automatically. As a consequence, the eigenfunctions are used to expand the trial
solutions, and then a small scale linear system is solved to determine the expansion
coefficients from the differencing equations. Because the ill-posedness of the in-
verse wave source problem is greatly reduced, the present method is accurate and
stable against a large noise up to 50%, of which the numerical tests confirm the
observation.

Keywords: Wave source recovery problem, Eigenfunctions, Homogenized func-
tion, Differencing equations

1 Introduction

The wave motions are appeared in many engineering problems, for example the
stress wave in solids, the wave propagation in fluids, the scattering problems of
electromagnetic waves, and the sound wave propagation in media. There are many
available methods for solving the wave equations of direct problems [Young and
Ruan (2005); Shu, Wu, and Wang (2005); Godinho, Tadeu, and Amado Mendes
(2007); Ma (2007); Young, Gu, and Fan (2009); Gu, Young, and Fan (2009); Kuo,
Gu, Young, and Lin (2013); Dong, Alotaibi, Mohiuddine, and Atluri (2015)].
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For a given wave propagation problem if one can find a solution satisfying both the
governing equation and initial conditions/boundary conditions, then it is the exact
solution of that problem. In general, it is very difficult to find the exact solution.
In the numerical algorithm to solve the wave propagation problem, we can expand
a trial solution by using the bases which automatically fulfil the governing equa-
tion but not necessary the initial conditions/boundary conditions. This sort method
is known as the Trefftz method, including the method of fundamental solutions
[Lin, Chen and Sun (2015)], and the method of wave polynomials [Maciag and
Wauer (2005); Maciag (2005 2011)]. Sometimes if the boundary conditions are
homogeneous, one can use the eigenfunctions to expand the trial solution, where
the eigenfunctions exactly satisfy the homogeneous boundary conditions. This in-
spires us to introduce the homogenized function, which renders the trial solution
automatically satisfying the initial condition/boundary conditions and a measured
supplementary condition at a final time.

For the hyperbolic systems there have been many works on the identifications of
the point sources [Jang (2000); El Badia and Ha-Duong (2001); Komornik and Ya-
mamoto (2002, 2005); Ohe, Inui and Ohnaka (2011)]. This study has an important
application in the seismology detection, which could be regarded an approximation
of elastic waves generated from point dislocation. The excitation force is assumed
to have known time profile, and the problem is to determine the spatial variation
from supplementary measurements.

The homogenized technique is used to find the unknown wave source in the follow-
ing wave equation:

utt(x, t) = uxx(x, t)+F(x, t), (x, t) ∈Ω := {0 < x < `, 0 < t ≤ t f }, (1)

u(0, t) = u0(t), (2)

u(`, t) = u`(t), (3)

u(x,0) = f (x), (4)

ut(x,0) = h(x). (5)

We intend to recover G(x) or H(t) in F(x, t) = G(x)H(t) under a supplementary
condition measured at a final time t = t f , which may be polluted by noise:

u(x, t f ) = g(x), ĝ(x) := g(x)+σR(x), (6)

where R(x) ∈ [−1,1] is a random function. When the wave source only depends
on x we set H(t) = 1, and sometimes H(t) is given and we may need to estimate
G(x) and the position of point sources. On the other hand, we may want to know
the time varying wave source H(t), when G(x) is given.
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2 A homogenized function method

Let

u(x, t) = v(x, t)+w(x, t), (7)

where

w(x, t) =
(

1− x
`

)[
u0(t)−

(
1− t

t f

)
f (0)− t

t f
g(0)

]
+

x
`

[
u`(t)−

(
1− t

t f

)
f (`)− t

t f
g(`)

]
+

(
1− t

t f

)
f (x)+

t
t f

g(x) (8)

is a homogenized function. We can verify that

w(0, t) = u0(t), w(`, t) = u`(t), w(x,0) = f (x), w(x, t f ) = g(x). (9)

Inserting Eq. (7) into Eqs. (1)–(4) and (6) and using Eq. (9) we can derive

vtt(x, t) = vxx(x, t)−wtt(x, t)+wxx(x, t)+G(x)H(t), (10)

v(0, t) = 0, v(`, t) = 0, v(x,0) = 0, v(x, t f ) = 0; (11)

such that u given by Eq. (7) automatically satisfies the conditions (2)–(4) and (6).
For this reason we call w(x, t) a homogenized function, which lends v(x, t) only
subject to homogeneous initial/final/boundary conditions when we solve it by using
Eq. (10). In view of Eq. (8) the homogenized function w(x, t) always exists, when
Eqs. (2), (3), (4) and (6) are given.

We have transformed Eqs. (1)–(6) into Eqs. (10) and (11). Both are the inverse
wave source recovery problems to find F(x, t) = G(x)H(t); however, Eqs. (10) and
(11) are simpler than Eqs. (1)–(6).

We can expand v(x, t) and u(x, t) by using the eigenfunctions:

v(x, t) =
m

∑
i=1

m

∑
j=1

ci j sin
iπx
`

sin
jπt
t f

, (12)

u(x, t) =
m

∑
i=1

m

∑
j=1

ci j sin
iπx
`

sin
jπt
t f

+w(x, t), (13)

such that when v(x, t) automatically fulfills the homogeneous conditions in Eq. (11),
u(x, t) automatically fulfills the conditions (2)–(4) and (6). Consequently, we may
name the presented method the eigenfunction expansion method.
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3 Collocation on lines along the space direction

The remaining problem is how to determine the coefficients ci j in Eqs. (12) and
(13). When ci j are obtained, by Eq. (10) we can solve v(x, t); hence, G(x) is com-
puted by

G(x) =
1

H(t)
(vtt − vxx +wtt −wxx). (14)

For the above purpose, the coefficients ci j can be arranged to be an n-dimensional
vector c with components ck, k = 1, . . . ,n given by

k = 0

Do i = 1,m

Do j = 1,m

k = k+1

ck = ci j

Enddo, (15)

where n = m2.

To find the solution by using the eigenfunctions expansion method we must reduce
the number of equations such that the condition number of the resultant linear sys-
tem is greatly reduced. If we solve Eq. (10) we do not need to consider Eq. (11),
because they are automatically fulfilled by the expansion of v in Eq. (12).

We take t1 to be a reference time, and other times are given by t j+1 = t1 + j(t0−
t1)/m2, where t1 < t0 ≤ t f . Let(

xi =
i`
m1

, t j

)
be a horizontal line inside Ω for each j = 1, . . . ,m2 +1. At these m2 +1 horizontal
lines, Eq. (10) is satisfied:

vxx(xi, t1)− vtt(xi, t1)+wxx(xi, t1)−wtt(xi, t1)+H(t1)G(xi) = 0, (16)

vxx(xi, t j+1)− vtt(xi, t j+1)+wxx(xi, t j+1)−wtt(xi, t j+1)

+H(t j+1)G(xi) = 0, j = 1, . . . ,m2. (17)

Multiplying Eq. (16) by H(t j+1) and Eq. (17) by H(t1) we have

H(t j+1)[vxx(xi, t1)− vtt(xi, t1)+wxx(xi, t1)−wtt(xi, t1)]+H(t j+1)H(t1)G(xi) = 0,
(18)
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H(t1)[vxx(xi, t j+1)− vtt(xi, t j+1)+wxx(xi, t j+1)−wtt(xi, t j+1)]

+H(t j+1)H(t1)G(xi) = 0, j = 1, . . . ,m2. (19)

Subtracting Eq. (19) by Eq. (18), we can obtain

H(t1)[vxx(xi, t j+1)− vtt(xi, t j+1)+wxx(xi, t j+1)−wtt(xi, t j+1)]

−H(t j+1)[vxx(xi, t1)− vtt(xi, t1)+wxx(xi, t1)−wtt(xi, t1)] = 0, j = 1, . . . ,m2. (20)

Then, by moving the terms about w into the right-hand side of Eq. (20), we have

H(t1)[vxx(xi, t j+1)− vtt(xi, t j+1)]−H(t j+1)[vxx(xi, t1)− vtt(xi, t1)]

= H(t j+1)[wxx(xi, t1)−wtt(xi, t1)]−H(t1)[wxx(xi, t j+1)−wtt(xi, t j+1)], (21)

where

wtt(x, t) =
(

1− x
`

)
ü0(t)+

xü`(t)
`

, (22)

wxx(x, t) =
(

1− t
t f

)
f ′′(x)+

t
t f

g′′(x). (23)

Because the unknown function G(x) is eliminated in Eq. (21), it can be simply used
to solve v(x, t) by the collocation method, and then by using Eq. (14) to determine
G(x).

By letting j run from 1 to m2 in Eq. (21) and collocating points on t = 0 to satisfy
Eq. (5) we can derive a linear system:

Ac = b, (24)

where b presents the right-hand side of Eq. (21). Usually, Eq. (24) is an over-
determined system for that we may collocate more points to obtain more equations,
which are used to find n coefficients in c with n < nc. The dimension of A is nc×n,
where nc = m1×m2.

Instead of Eq. (24), we can solve a normal linear system:

Dc = b1, (25)

where

b1 := ATb, D := ATA > 0. (26)

The algorithm of conjugate gradient method (CGM) for solving Eq. (25) is sum-
marized as follows.
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(i) Give an initial c0 and then compute r0 = Dc0−b1 and set p0 = r0.
(ii) For k = 0,1,2, . . ., we repeat the following iterations:

ηk =
‖rk‖2

pT
k Dpk

,

ck+1 = ck−ηkpk,

rk+1 = Dck+1−b1,

αk+1 =
‖rk+1‖2

‖rk‖2 ,

pk+1 = αk+1pk + rk+1. (27)

If ck+1 converges according to a given stopping criterion ‖rk+1‖ < ε , then stop;
otherwise, go to step (ii).

4 Numerical examples to recover G(x)

In this section we test the proposed methodology for the recovery of G(x) in F(x, t)=
G(x)H(t) when H(t) 6= 0 is given. All the required boundary conditions initial con-
dition and a supplementary condition can be derived from exact solution. Here we
consider the noise being imposed on the measured data by

ĝ(xi) = g(xi)+σR(i), ĝ′′(xi) = g′′(xi)+σR(i), (28)

where R(i) are random numbers in [−1,1], and σ is the intensity of noise.

4.1 Example 1

In order to explore the applicability of the present method we consider

u(x, t) = sin(πx)sin(πt)− x4− x2 + sin(πx),

G(x) = 12x2 +2+π
2 sin(πx), (29)

where H(t) = 1.

In this case we take ` = 4, t f = 1, nc = 600, and n = 16. Under the convergence
criterion ε = 10−10 the CGM is convergence with 34 steps. The noise is taken to be
σ = 0.5. In Fig. 1(a) we compare the numerically recovered and exact wave sources
G(x), which can be seen very close, so that in Fig. 1(b) we plot the numerical error.
The maximum error of G(x) is 0.498. We can recover very well the unknown wave
source in a large space range to `= 4, and under a large noise with σ = 50%.
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Figure 1: For the space-dependent wave source recovery problem of example 1, (a)
comparing recovered and exact wave sources, (b) numerical error.

4.2 Example 2

Next, we consider a more complex inverse wave source problem with a bell shape
function of G(x):

u(x, t) = exp(t)exp
(
−(x−0.5)2

0.01

)
,

F(x, t) = exp(t)[201−40000(x−0.5)2]exp
(
−(x−0.5)2

0.01

)
. (30)
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In this case we take ` = 1, t f = 1, nc = 700, and n = 9. Under the convergence
criterion ε = 10−10 the CGM is convergence with 16 steps. We take σ = 0.5. In
Fig. 2(a) we compare the numerically recovered and exact wave sources F(x, t f ) =
exp(t f )G(x), which can be seen very close, so that in Fig. 2(b) we plot the numerical
error. Upon comparing with the maximum value of wave source with 550, the
maximum error 3 is very accurate.
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Figure 2: For the space-time-dependent wave source recovery problem of example
2, (a) comparing recovered and exact wave sources, (b) numerical error.
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4.3 Example 3

Then, we test a pointwise wave source with

F(x, t) = et
δ (x−a). (31)

Under zero initial values and boundary conditions we solve a direct problem to
obtain g(x) as shown in Fig. 3(a).

In this case we take ` = 1, t f = 1, nc = 693, n = 36. Under the convergence cri-
terion ε = 10−10 the CGM is convergence with 136 steps. We take σ = 0.01. In
Fig. 3(b) we compare the numerically recovered and exact wave sources F(x, t f ) =
exp(t f )δ (x− 0.5), which can be seen very close, with the maximum error being
9.97×10−3. The solution of u(x, t) is plotted in Fig. 3(c).

5 Numerical method to recover H(t)

In this section we recover H(t) in F(x, t) = G(x)H(t), where G(x) 6= 0. All the
required boundary conditions, initial condition and a supplementary condition are
the same as that used previously, which can be derived from exact solution.

We take x1 as a reference position, and other positions are given by xi+1 = x1 +
i(x0− x1)/m2, where x1 < x0 ≤ `. Let(

xi, t j =
it f

m1

)
be a vertical line inside Ω for each i = 1, . . . ,m2 +1. At these m2 +1 vertical lines,
Eq. (10) is satisfied:

vxx(x1, t j)− vtt(x1, t j)+wxx(x1, t j)−wtt(x1, t j)+G(x1)H(t j) = 0, (32)

vxx(xi+1, t j)− vtt(xi+1, t j)+wxx(xi+1, t j)−wtt(xi+1, t j)

+G(xi+1)H(t j) = 0, i = 1, . . . ,m2. (33)

Multiplying Eq. (32) by G(xi+1) and Eq. (33) by G(x1) we have

G(xi+1)[vxx(x1, t j)− vtt(x1, t j)+wxx(x1, t j)−wtt(x1, t j)]+G(xi+1)G(x1)H(t j) = 0,
(34)

G(x1)[vxx(xi+1, t j)− vtt(xi+1, t j)+wxx(xi+1, t j)−wtt(xi+1, t j)]

+G(xi+1)G(x1)H(t j) = 0, i = 1, . . . ,m2. (35)

Subtracting Eq. (35) by Eq. (34), we can obtain

G(x1)[vxx(xi+1, t j)− vtt(xi+1, t j)+wxx(xi+1, t j)−wtt(xi+1, t j)] (36)
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Figure 3: For a point time-dependent wave sourc recovery problem of example
3, (a) final time data, (b) comparing recovered and exact wave sources, and (c)
recovered solution.
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−G(xi+1)[vxx(x1, t j)− vtt(x1, t j)+wxx(x1, t j)−wtt(x1, t j)] = 0, i = 1, . . . ,m2.

Then, by moving the terms about w into the right-hand side of Eq. (36), we have

G(x1)[vxx(xi+1, t j)− vtt(xi+1, t j)]−G(xi+1)[vxx(x1, t j)− vtt(x1, t j)]

= G(xi+1)[wxx(x1, t j)−wtt(x1, t j)]−G(x1)[wxx(xi+1, t j)−wtt(xi+1, t j)]. (37)

Now we can apply the CGM to solve the above linear system with dimensions
m1m2×n of the coefficient matrix A to determine the n coefficients ci j in Eqs. (12)
and (13).
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Figure 4: For the time-dependent wave source recovery problem of example 4, (a)
comparing recovered and exact wave sources, (b) numerical error.
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5.1 Example 4

We consider a complex inverse wave source problem with a bell shape function of
t:

u(x, t) = exp(x)exp
(
−(t−0.5)2

0.01

)
,

F(x, t) =−exp(x)[201−40000(t−0.5)2]exp
(
−(t−0.5)2

0.01

)
, (38)

where

H(t) =−[201−40000(t−0.5)2]exp
(
−(t−0.5)2

0.01

)
(39)

is a time-dependent source we attempt to recover.

In this case we take ` = 1, t f = 1, nc = 700, and n = 9. Under the convergence
criterion ε = 10−10 the CGM is convergence with 15 steps. In Fig. 4(a) we compare
the numerically recovered and exact wave sources H(t), which can be seen very
close, so that in Fig. 4(b) we plot the numerical error. Upon comparing with the
value of wave source with 200, the maximum error 0.93 is very accurate, although
under a large noise with σ = 0.5.

5.2 Example 5

We consider a complex inverse wave source problem with a sin function of t:

u(x, t) =−(1+ x)sin(πt),

H(t) = π
2 sin(πt), (40)

where G(x) = 1+ x.

In this case we take ` = 1, t f = 2, σ = 0.5, nc = 600, and n = 9. Under the con-
vergence criterion ε = 10−10 the CGM is convergence with 15 steps. In Fig. 5(a)
we compare the numerically recovered and exact wave sources H(t), which are
very close, and in Fig. 5(b) we plot the numerical error. Upon comparing with the
maximum value of wave source with π2, the maximum error 0.13 is small.

6 Conclusions

In this paper we have proposed a very simple homogenized function technique by
including the initial condition/boundary conditions and a supplementary condition,
to simplify the governing equation for the recovery of a space-dependent or a time-
dependent wave source, such that we can use the eigenfunctions to expand the trial



A Homogenized Function to Recover Wave Source 433

0.0 0.5 1.0 1.5 2.0

t

-10

-5

0

5

10

H
(t

)

Numerical under σ=0.5

Exact

(a)

1E-3

1E-2

1E-1

E
rr
o
r
o
f
H
(t
)

0.0 0.5 1.0 1.5 2.0

t

(b)

Figure 5: For the time-dependent wave source recovery problem of example 5, (a)
comparing recovered and exact wave sources, (b) numerical error.

solutions. Because all conditions are satisfied automatically we can collocate only
a few points in the problem domain to satisfy the derived differencing equations
system, whose dimension is much smaller than the collocation method in the whole
problem domain. Although the supplementary data were polluted by a large noise
50%, the presented method is quite simple, very stable and very accurate to recover
the space-dependent or time-dependent wave source.
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