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Abstract: For the sake of a higher accuracy of active aircraft GPS tracking, the
tracking algorithm based on pseudo-linear Kalman filter is hereby proposed. This
algorithm simplifies geometrical and algebraic relations to obtain a pseudo-linear
model, then tracking the target by means of Kalman filter algorithm. Meanwhile,
the tracking algorithm is studied to build a velocity & position tracking model and
a velocity & acceleration tracking model. As shown by the experimental result, the
tracking algorithm based on pseudo-linear Kalman filter can meet the requirement
of active aircraft GPS tracking, but also attain a higher tracking accuracy in velocity
& acceleration tracking model.
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1 Introduction

During GPS aircraft tracking, there is a need to establish a motion model in the
light of aircraft’s maneuvering characteristics and meanwhile predict target state
by means of online estimation [Mosavi, Nabavi, and Nakhaei (2014); Teng and
Shi (2012)]. As one of the most classic prediction methods, Kalman filter algo-
rithm carries out recursive estimation with the use of minimum mean square error,
and achieves high performance in linear system [Baiden, Bissiri, Luoma, and Hen-
rich (2014); He, Martin, and Bilgic (2014)]. Strictly speaking, however, GPS
aircraft tracking algorithm is strongly non-linear. As a result, only by studying cor-
responding non-linear filter algorithm, will aircraft GPS tracking requirement be
met [Nievinski and Larson (2014)].

Kalman filter algorithm and its improved algorithm have been studied and applied
for a long time due to its simple principle and low computing amount. EKF im-
plements non-linear estimation by means of traditional KF algorithm after the lin-
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earization of Taylor expansion. This algorithm carries out Taylor expansion for
non-linear system equation or observation equation to figure out first-order approx-
imate term. Consequently, it is inevitable that the linearization of non-linear prob-
lems will result in linearization errors [Zhou, Yang, and Mi (2012)]. Additionally,
the real-time performance of target tracking will be also influenced by the highly
complex Jacobian matrix of system or observation equation.

To eliminate the deficiencies of existing algorithms, active aircraft GPS tracking
algorithm based on pseudo-linear Kalman filter is presented, and the pseudo-linear
model it builds has lessened the complexity of algorithm and established a track-
ing model by estimating the target state with KF algorithm. As revealed by the
simulation experiment, the improved algorithm proposed herein has high tracking
accuracy.

2 Kalman filter

Kalman filter is to estimate the optimal system state in combination with observa-
tion information and state transition rule.

Assuming the state space model of dynamic system is:

X(t +1) = ΦX(t)+ΓW (t) (1)

Y (t) = HX(t)+V (t) (2)

Where X(t) stands for system state at the time of t; Y (t) for the observed value
of state; W (t) for system noise; V (t) for observation noise; Φ for state transition
matrix; H for observation matrix and Γ for driving matrix of system noise.

Below is the computing process of Kalman filter:

X̂(t +1 | t +1) = X̂(t +1 | t)+K(t +1)ε(t +1) (3)

X̂(t +1 | t) = ΦX̂(t | t) (4)

ε(t +1) = Y (t +1)−HX̂(t +1 | t) (5)

K(t +1) = P(t +1 | t)HT [HP(t +1 | t)HT +R]−1 (6)

P(t +1 | t) = ΦP(t | t)ΦT +ΓQΓ
T (7)

P(t +1 | t +1) = [In−K(t +1)H]P(t +1 | t) (8)

3 Pseudo-linear kalman filter

Kalman filter algorithm is derived based on minimum mean square error, and its
thought is to construct the linear vector model of unknown parameters and find the
solution of state vector by means of recursion under the condition of minimum er-
ror. This algorithm demands that there should be a linear relationship between the
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states of adjacent moments as well as between the state and the observed variable.
The observation model studied herein is termed as pseudo-linear Kalman filter s-
ince the observation vector and matrix are associated with the observed variable
including errors [Wang, Haynes, Huang, Dong, and Atluri (2015)].

The state transition equation is built according to different motion forms of the tar-
get, mainly including uniform motion, uniformly accelerated motion and maneu-
vering form [Rao and Reddy (1996); Yazdanparast and Vosooghi (2014); Liu and
Ding (2011)]. Assuming the state variable of uniformly moving target is XXX(n) =
[x(n), y(n), z(n), ẋ(n), ẏ(n), ż(n)]T , the state transition equation of target motion
can be expressed as follows:

XXX(n+1) = ΦΦΦ(n+1,n)XXX(n)+www(n) (9)

Where ΦΦΦ(n+1,n) =
[

III3 T III3
000 III3

]
refers to state transition matrix, with III3 being the

unit matrix of 3× 3 and T being the observation time interval; and www(n) to the
process noise of the known mean value and variance. The state variable of the
target moving at uniform velocity is hypothesized as follows:

XXX(n) = [x(n),y(n),z(n), ẋ(n), ẏ(n), ż(n), ẍ(n), ÿ(n), z̈(n)]T (10)

The state transition matrix of state transition equation is expressed as follows:

ΦΦΦ(n+1,n) =

III3 T III3 0.5T 2III3
000 III3 T III3
000 000 III3

 (11)

For the maneuvering target, there is some relationship between state acceleration
and state noise [Chen, Bo, Wu, and Zhou (2013)], and different motion scenes
always correspond to different tracking models. In this paper, the typical statistical
model is adopted, and its state transition matrix is represented as follows:

ΦΦΦ(n+1,n) =

III3 T III3 γ1III3
000 III3 γ2III3
000 000 γ3III3

 (12)

Where, γ1 = (−1+αT +e−αT )/α2,γ2 = (1−e−αT )/α,γ3 = e−αT , with α reflect-
ing the maneuvering speed.

The covariance matrix of state error is represented as follows:

P = 2σ
2
m

q11III3 q12III3 q13III3
q21III3 q22III3 q23III3
q31III3 q32III3 q33III3

 (13)
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Where,

q11 = (3+6αT −6α
2T 2 +2α

3T 3−12αTe−αT −3e−2αT )/6α
4;

q22 = (2αT −3+4e−αT − e−2αT )/2α
2;

q33 = (1− e−2αT )/2;

q12 = q21 = (1−2αT +α
2T 2−2e−αT +2αTe−αT + e−2αT )/2α

3;

q13 = q31 = (1−2αTe−αT − e−2αT )/2α
2;

q23 = q32 = (1−2e−αT + e−2αT )/2α.

Therefore, the process equations of pseudo-linear Kalman filter in this paper are
summarized as follows:

The non-linear observation equation is built as follows:

ΘΘΘ = f (XXXo) (14)

Where ΘΘΘ = [θ ,ϕ,τ1, . . . ,τK ]T . Here, the initial moment is analyzed and the differ-
ential treatment for both sides of the equation is conducted:

dΘΘΘ =
∂ f (XXXo)

∂XXXo dXXXo (15)

Let AAAo = ∂ f (XXXo)/∂XXXo, then dXXXo = (AAAo(AAAo)T )−1(AAAo)T dΘΘΘ, and therefore

E[dXXXo(dXXXo)T ] = [AAAo(AAAo)T ]−1(AAAo)T QQQoAAAo[AAAo(AAAo)T ]−1 (16)

Where, QQQo = E
[
dΘΘΘ(dΘΘΘ)T

]
= [σ2

θ
,σ2

φ
,σ2

τ , . . . ,σ
2
τ ].

To calculate AAAo(1), AAAo(1) should be put into equation (16) to obtain the result as
follows:

KKK(1,0) =
[

E[dXXXo(dXXXo)T ] 000
000 UUU

]
(17)

Where UUU means the covariance matrix of velocity and acceleration errors at initial
moment. Considering it is difficult to figure out the theoretical value, an initial
value UUU = III6 is given:

The filter algorithm begins, with n = 1,2,3, . . .

X̂(n+1,n) = ΦΦΦX̂(n) (18)

Since target state involves not only target position but also target velocity and ac-
celeration, the observation matrix of the target should be transformed according to
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different motion models. For the uniform motion model, the observation matrix
is HHH(n) =

[
HHHo

m(n),000
(K+2)×3

]
, and for uniformly accelerated motion and maneu-

vering model, the observation matrix is HHH(n) =
[
HHHo

m(n),000
(K+2)×6

]
. Below is the

computing process of gain matrix:

GGG(n) = ΦΦΦKKK(n,n−1)ΦΦΦ
[
HHH(n)KKK(n,n−1)HHHT (n)+QQQo

m(n)
]−1

(19)

aaa(n) = ZZZo
m(n)−HHH(n)X̂(n) (20)

X̂(n+1) = X̂(n+1,n)+GGG(n)aaa(n) (21)

KKK(n+1,n) = [ΦΦΦ−GGG(n)HHH(n)]KKK(n,n−1) [ΦΦΦ−GGG(n)HHH(n)]T

+PPP(n)+GGG(n)QQQ(n)GGGT (n)
(22)

4 Tracking model

In filter, dynamic model is completely determined by two matrix parameters:

(1) Dynamic coefficient matrix F ;

(2) Dynamic perturbation variance matrix Q.

The matrix parameters of two different aircraft dynamic models are shown in table
1, in which the parameter values are constant and so is the state transition matrix
Φ:

Φ = exp(F∆t) (23)

The independent parameters of the models can be fixed by filter. Since system mod-
el is time-invariant, the limited dependent variables are determined by the Riccati
differential equation of steady matrix, namely:

0 = FP∞ +P∞FT +Q (24)

Only when the characteristic value of F lies in the left half of complex plane, will
there be a solution to the equation. Surely, even if the Riccati differential equation
of full matrix lacks finite solution, the reduced equations of the sub-matrix with P∞

and corresponding F’s sub-matrix will still have a finite and stable solution.

4.1 Velocity & Position model (V&P model)

V&P model can estimate the three-dimensional position and velocity. In the active
aircraft dynamic model, the tracker will face changes in zero-mean white noise ac-
celeration, unbounded steady-state velocity, and unbounded steady-state position.
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In case of the loss of GNSS signal, the uncertain velocity changes will be increased
infinitely unless corresponding measures are taken, such as, restricting velocity
changes to a certain maximum value. The tracker based on this model can work
efficiently in the presence of GNSS signal.

The complete model is comprised of three position components and three velocity
components, and the three-dimensional V&P model has a need for the filtering
parameters as follows:

P0 =



σ2
N 0 0 0 0 0

0 σ2
E 0 0 0 0

0 0 σ2
D 0 0 0

0 0 0 σ2
V N 0 0

0 0 0 0 σ2
V E 0

0 0 0 0 0 σ2
V D

 (25)

Φ =



1 0 0 ∆t 0 0
0 1 0 0 ∆t 0
0 0 1 0 0 ∆t
0 0 0 1 0 0
0 0 0 0 1 0
0 0 0 0 0 1

 (26)

Q =



0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 σ2

a ∆t2 0 0
0 0 0 0 σ2

a ∆t2 0
0 0 0 0 0 σ2

a ∆t2

 (27)

Where σ2
N , σ2

E , and σ2
D represent northward, eastward, and downward position com-

ponents, representatively; σ2
N , σ2

E , and σ2
D are northward, eastward, and downward

velocity components, representatively; and σ2
a is the only adjustable parameter val-

ue.

4.2 Velocity & Acceleration model (V&A model)

This model also contains the time-dependent constant of acceleration τa, which is
conducive to differentiating between the models with different maneuvering char-
acteristics. Nevertheless, there will be a difficulty in finding a solution by means
of closed formula if the model is seen as the steady-state equation of RMS velocity
and acceleration functions.

The sub-matrix of state transition matrix Φ in relation to velocity and acceleration
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along a single axis is expressed in the form as follows:

Φv,a =

(
φ1,1 φ1,2
φ2,1 φ2,2

)
(28)

φ1,1 = exp(
−∆t
τv

) (29)

φ1,2 =
τvτa[exp(

−∆t
τv

)− exp(
−∆t
τa

)]

τv− τa
(30)

φ2,1 = 0 (31)

φ2,2 = exp(
−∆t
τa

) (32)

Sub-matrix of Q is represented as follows:

Qv,a =

(
0 0
0 σ2

as∆t2

)
(33)

Corresponding RICCATI equation can be used to find a solution for following e-
quation:

σ
2
as =

σ2
a [1− exp(

−2∆t
τa

)]

∆t
(34)

Steady-state RICCATI equation can be utilized to find a solution for the correlation
coefficient between velocity and acceleration components; that is,

ρv,a =− τvτaσa exp(
−∆t
τa

)[exp(
−∆t
τv

)− exp(
−∆t
τa

)]

σv[1− exp(
−∆t
τa

)exp(
−∆t
τa

)](τv− τa)

(35)

Since the surplus element of the independent variable τv in RICCATI equation is 0,
it is necessary to find a solution for the transcendental equation.

5 Experimental simulation

The velocity is 35m/s; the tracking length is 1000m and the satellite number is
29, crossover height is 15m, RMS position uncertainty is 52.0, RMS pseudo range
uncertainty is 20, RMS pseudo range measurement white noise is 20, correlation
time-constant of pseudo range errors is 90.
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Figure 1: Tracking trajectory of CH model and C model.
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Figure 2: Position error of V&P model.
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Figure 3: Position error of V&A model.

As shown by the simulation result, the tracking algorithm based on pseudo-linear
Kalman filter can achieve high aircraft GPS tracking accuracy. The reason is
that the pseudo-linear model internally built by the algorithm proposed herein has
strong adaptability, able to track the state values of the maneuvering targets. Addi-
tionally, the V&P model and V&A model built herein are equipped with distinctive
characteristics. V&P model, which shows some advantages in terms of velocity es-
timation, can control the velocity errors in three directions within 9.1m, while V&A
model achieves higher accuracy in respect of position prediction, able to control the
position errors in three directions within 17.2.
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Figure 4: Velocity error of V&P model.
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Figure 5: Velocity error of V&A model.
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Figure 6: PSD of V&P model position
error.
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Figure 7: PSD of V&A model position
error.

Table 1: Tracking average error in different model.

V&P model V&A model
N position error /m 21.9757 15.8388
E position error /m 25.5659 17.2047
D position error /m 5.8168 5.2657
N velocity error /m 7.7749 13.2414
E velocity error /m 9.1126 9.519
D velocity error /m 0.4249 0.4152

6 Conclusion

In view of active aircraft GPS tracking characteristics, the tracking algorithm based
on pseudo-linear Kalman filter is hereby proposed to upgrade the target tracking
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efficiency. Meanwhile, by transforming the tracking algorithm, the pseudo-linear
filter model is built to track the moving targets by way of traditional Kalman filter
algorithm. Besides, the improved algorithm has been verified in different models.
The experiment demonstrates that the tracking algorithm based on pseudo-linear
Kalman filter can consist well with the characteristics of active aircraft GPS track-
ing, thus attaining high tracking accuracy and robustness.
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