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The Selective Control Feature for Physically Accurate
Solutions of All Variables and Application in First Order
Linear Transient Hyperbolic Systems

S. Masuri', and K. K. Tamma?

Abstract:  The objective in this paper is to extend the previously developed two-
parameter GS4-1 (Generalized Single System Single Solve for 1st order transient
systems) computational framework from parabolic to hyperbolic type of applica-
tions pertaining to first order linear transient systems. In particular, attention is paid
to the selective control feature inherit in the framework, which is the new feature
that enables different amounts of high frequency damping for the primary variable
and its time derivative, allowing for physically accurate solutions of all variables in
the system. This is in contrast to having only limited, often indiscriminate, control
of the high frequency damping on these variables which may not be sufficient to
suppress the numerical oscillations in the time derivative variable.

1 Introduction

Numerical simulations typical of first order hyperbolic systems requires robust
computational methods that also possess controllable numerical dissipative features
to meet the strict needs in integrating such problems for very long time periods to
obtain physically accurate solutions, i.e., solutions that correctly capture the dy-
namics of the problem. This is due to the unrealistic behavior of numerically non-
dissipative schemes such as the Crank-Nicolson method by Crank and Nicolson
(1947) which often yield numerical solutions that switch sign on each step due to
their zero damping property regardless of the time step. Such behavior can cause
non-physical instabilities and in some cases can lead to the non-convergence of
the nonlinear iteration during a typical time step. This problem can be success-
fully treated by damping the high temporal frequencies which can be achieved by
introducing controllable numerical dissipation in the computational method.
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Controllable numerical dissipative methods including optimal algorithm designs
exist for integrating second order dynamic systems such as elastodynamics prob-
lems, and to a limited extent have also been applied to first order systems for inte-
grating the transient system of equations by Zhou and Tamma (2004, 2006); Ma-
suri, Sellier, Zhou, and Tamma (2011); K.E. Jansen et.al (2000). Recently, we
have described a generalized single-system single-solve computational approach
that permits algorithms with second order time accurate features, and uncondi-
tionally stability with zero order overshoot behavior for a family of time for the
integration of transient first order parabolic systems such as the heat conduction
type, termed as GS4-1 framework by Masuri, Sellier, Zhou, and Tamma (2011).
Such a family of methods were developed by utilizing in a consistent manner the
design procedure previously introduced for second order systems via a generalized
time weighted residual approach, and referred to as Algorithms by Design by Zhou
and Tamma (2004, 2006). In our previous exposition in Masuri, Sellier, Zhou, and
Tamma (2011), we illustrated the design and development of this framework and
provided validation using a benchmark first order parabolic heat conduction type
problem where we assessed the efficiency and accuracy of the developed frame-
work.

The key feature in this framework is the incorporation of a spurious root (pZ), in
addition to the principal root (p..), to allow for selective and more flexible control of
the high frequency damping (for both the primary variable and its time derivative,
respectively) for a successful simultaneous elimination of the numerical oscillation
associated with these variables. Such a design thereby yields a two-parameter (P
and p2) family of methods with a more flexible user control of high frequency
damping for the two variables, respectively. The one-parameter time integrator is a
particular case recovered by allowing the two parameters to be equal (i.e, P = p5.),
in which case the amount of the high frequency damping for the two variables is
hence equal. However, the same amount of damping may not be sufficient to sup-
press the numerical oscillation in the time derivative variable. To overcome this
drawback, we allow a more flexible control of the high frequency damping by in-
troducing different amounts of numerical dissipation in the two variables which
is inherent in the present developments. Such a selective control of the high fre-
quency damping would allow simultaneous elimination of the numerical oscillation
associated with the two variables, leading to physically accurate solutions of these
variables. This feature is hereby termed as the “selective control feature”.

In this paper, our objective is to extend the GS4-1 framework from applications
in parabolic type situation to hyperbolic type applications pertaining to first or-
der linear transient systems, that frequently arise in flow transport phenomena and
transport of heat in moving media. Whilst the focus in Masuri, Sellier, Zhou, and
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Tamma (2011) was on the detailed design of the GS4-1 framework and provide val-
idation in a general sense; in this paper, attention is paid to describe in more details
the new selective control feature, which is the crux of the present framework, and
discuss the effects and role played by this new feature in generating physically ac-
curate solutions of all variables in the system. In this work, whilst on one hand we
show that an equal amount of high frequency damping (i.e, without the selective
control feature: p. = p2) leads to non-physical instability in the time derivative
variable for a minimal damping required to obtain acceptable solution of the pri-
mary variable; on the other hand, we particularly demonstrate how this instability
can be easily turned off via the selective control feature (i.e, p.. # p3) offered by
our developed framework, thereby, demonstrating its robustness and superiority.

The outline of the paper is as follows: In Section 2 we briefly review the formula-
tion of spatial discretization of the time dependent first order hyperbolic problems
using the Finite Element Method. This is followed by the formulation of the GS4-
1 framework due to Masuri, Sellier, Zhou, and Tamma (2011) which is extended
to first order hyperbolic systems in this paper to discretize the temporal domain in
Section 3. We then demonstrate the advantages of GS4-1 computational framework
with the selective control feature by solving two numerical examples as described
in Section 4. Finally, conclusions are drawn and presented in Section 5.

2  Governing Equations and Spatial Discretization

Consider for illustration, the linear transient first order hyperbolic system of the
following form

dP(x,1)

5V VOx 1) = kVA9(x,1), VXEQC R >0 1)
with conditions on the boundary I" as
¢(x,1) = ¢r(x,1) vx el )
Vo (x,0)i=k"g(x) VxeT, (3)
I'=I1+13» 4)

and initial condition
P (x,t =0) = go(x) Vx€Q S)

where ¢ (x,7) is the primary variable at position x and time 7, v is the velocity vector,
K is the constant diffusion coefficient, x = (x1,x2, ....,x4) is the vector position, d is
the dimension of the problem,  is a bounded domain in R¢, T is the boundary on
Q, and ¢r(x,7), ¢(x), and ¢y are known vectors of boundary and initial conditions.
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Equation (1) can be nondimensionalized by introducing dimensionless primary
¢7¢re_/']

' '(pre fy— Pref,

L is the specific length of the domaln, U is the characteristic velocity of the flow,

while @7, and ¢z, are the lower and upper reference values of the primary vari-

ables, respectively. From the use of these dimensionanless variables, equation (1)

can be represented in dimensionless form as follows

variable ¢ = velocity v; = v’ ,time 1 = L ! and coordinate x; = 1> Where

A0(x,1) _ _~ 1~
— Y t)=—V t 6
U9V = 5 V(%) ©)
where Pe = UL is the global Peclet number. Throughout the paper, we shall con-

sider the dimenswnless governing equation (equation (6)) with tilda omitted in the
notations for simplicity purpose. To discretize the spatial domain using the Finite
Element Method, we apply the method of weighted residual to equation (6)

20 (x, |
/gw W ( ¢§; ! +v-Vo(x,t) - Pevz¢(x,t)) 90 =0 -

where W is the weighting function and Q(¢) is the domain for an element (e). We
next apply Gauss’s theorem to the diffusion term to yield

/Q@W(‘“’g”u V¢(Xt)>8Q+ [ YW (Vo) a0

] &)
=— Vé(x,1))n oI

o W (Vo) i
We next approximate the primary variable ¢(x,7) as follows
¢(x,1) =N(x)9 (1) ©)

where N(x) is the element shape function and ¢ (7) is the vector of nodal solutions
of the element at time ¢. Substituting equation (9) into equation (8) and impos-
ing the Neumann boundary condition (equation (3)) yield the following first order
ordinary differential equation system

M + (Ke+Kq)p = F (10)
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where

J J
M:ZM<€>:Z/ (WN) 9%,

e=1 e=1 Q)

J J
KC:ZKC(e):Z/()(Wv-VN) 0Q,

e=1 e=1 Qle

J © 1 J 5

= ¢ — VW -V

Kq ;Kd Pe;/gw( W-VN) 0Q, (11)

J © 1 J 3
F=) F¢=_ r

YFI =Y [ (Wow)or.

e=1

x
Il
=

are the mass matrix, stiffness matrix due to convection, stiffness matrix due to
diffusion, and force vector due to the Neumann boundary condition, respectively,
while j is the total number of elements used in the spatial discretization.

3 Time Integration by GS4-1 Computational Framework

We proceed in this section by presenting how the GS4-1 computational framework
can be adapted for use in first order transient hyperbolic systems, in particular for
the integration of equation (10) from #, to #,11 (i.e., At =t,+1 —t,) (detailed deriva-
tion and development of the framework has been presented in Masuri, Sellier, Zhou,
and Tamma (2011), with particular application to parabolic system, and therefore
will not be repeated here).

Equation (10) can be integrated from #, to f,4 using the GS4-1 framework as fol-
lows: Given the solutions at #, time level (¢,, and ¢,,), we first solve for ¢, from

34putpi—papt\M (1
(2™ () e o

[ (34P=tpPi—ppi\M (1
_{< 2(1+ peo) )At+<1+pm>(K°+Kd)}¢n (12)

N { <3+pw+p:;—poop:;,
2(1+ poo)

)—1}Mq’>n—(Kc+Kd)¢n

+Fn+< >(Fn+l —F,)

1+ peo

and followed by updating the time derivative variable (9, +1) as follows

buoa = (192 (P10 ) < g, (13)
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where p.. and pZ, are the two, user-defined parameters, satisfying the following
conditions in Masuri, Sellier, Zhou, and Tamma (2011)

0<pl<p.<1 (14)

The two parameters, P and pS,, uniquely define particular algorithms within the
GS4-1 framework. Due to the incorporation of these two roots, the resulting GS4-
1 computational framework then may have strict and selective control of the high
frequency damping for the primary variable and its time derivative, respectively, as
desired, depending on the choice the p. and pZ, values. This is described next.

3.1 The Selective Control Feature

The selective control feature, which is new and is not available in any existing
methods to-date, can be achieved by defining p.. # pZ, so long as the condition that
0 < ps < po < 1issatisfied. On the other hand, by defining p.. = pZ,, the selective
control feature is turned off and the framework recovers existing method without
such feature in K.E. Jansen et.al (2000). The underlying physical interpretations
of the feature is the following (see Masuri, Sellier, Zhou, and Tamma (2011) for
details): the two parameters separately control the high frequency damping of the
primary variable (¢) and its time derivative (¢), respectively. That is, p.. is associ-
ated with the numerical dissipative property of ¢. If p.. = 1, the resulting algorithm
is said to impose no numerical dissipation on ¢ (i.e., zero-damping). On the other
hand, p. = 0 means that the algorithm imposes maximal numerical damping on
¢. Meanwhile, pZ, is associated with the numerical dissipative property of ¢, and
likewise, pS, = 1 means that no numerical dissipation is imposed on ¢ while pS, = 0
indicates that maximal numerical dissipation is imposed on this variable.

The new selective control feature allows for different amounts of numerical dissi-
pation in ¢ and ¢ by choosing p.. # ps to obtain successful simultaneous elim-
ination of the numerical oscillations associated with these two variables. This is
in contrast to the past development in which the numerical dissipations of these
two variables are of limited control, often indiscriminately (i.e., p = pZ,), causing
numerical instabilities in the time derivative variable which has practical impor-
tance as evidenced from literature in Belmonte and Libchaber (1996); Schroers,
Masuhr, Johnson, and Busch (1999). Other related works in flow problems appear
in Golberg and Chen (2011), Lin and Atluri (2001), Nicolas and Bermudez (2004),
Selvadurai and Dong (2006), and Mohammadi (2008). The present developments
instead yield a two-parameter (p.. and pg,) family of methods with a more flexible
user control of high frequency damping for the two variables. Equally important
is the fact that we are able to introduce this new feature while preserving second
order accuracy (i.e., order preserving feature) resulting in a 2-root system. This is
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in contrast to the classical Trapezoidal family of algorithms which is only a single
root system.

4 Numerical Examples and Validation

In this section, we will provide validations on the importance of the selective con-
trol feature available in the GS4-1 framework for applications typical of hyperbolic
type pertaining to first order transient system. For this purpose, we consider two
numerical examples in one- and two-dimensional applications governed by a linear
transient convection-diffusion equation.

4.1 1D Problem

The simplicity of the problem eliminates any need for upwinding in the spatial dis-
cretization unlike the next example to follow. Therefore, this example will provide
real comparison of the GS4-1 computational framework with and without the selec-
tive control feature without any effect of upwinding on the solutions. The problem
has the following initial and boundary conditions

o(x.0) =exp{ T tv-1)} (1s)
q)(O,t):exp{—Ze—Zet} (16)
d P P

ai(l,t):;exp{—:t} (17)

where the analytical solution is Grigoriev and Dargush (2003) given by

¢ (x,1) =exP{Pe(xz_1) 3 };et}

P (x,1) = —% exp {Pe(xz— D_ }:ft}

The problem parameters in nondimensional form used are: v =1 and Pe =0.1. For
this problem, we use 1D linear elements, whose element shape functions are given

by

(18)

19)

where [ is the length of each element. We discretize the spatial domain using 50
elements to yield a cell Peclet number of 0.002, in which case the Bubnov-Galerkin
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FEM can be appropriately used. In this method, the weighting function in equation
(11) takes similar form of the element shape function (i.e., W = N) given by equa-
tion (19). We substitute this equation into equation (11) and sum for each element
to form global matrices in equation (10).

We recall that the one-parameter time integrator is a particular case recovered in the
GS4-1 framework by defining p.. = p2 (i.e., the case without the selective control
feature). To demonstrate the importance and role played by the selective control
feature, in contrast to existing method without such feature), we solve the problem
using the GS4-1 framework with two cases (i.e., with and without the selective
control feature) with a dimensionless time step size At = 2 and a dimensionless end
time t = 20. While having two parameters (P and pZ) in the GS4-1 framework
has a certain appeal, we recall that our aim is to simultaneously suppress the non-
physical instabilities in both ¢ and ¢ to obtain solutions that are not only acceptable
but also represent the correct dynamics of the problem. For this purpose, we let p5
take a zero value regardless of the value of p... Not only that this will ensure
a successful elimination of the numerical oscillation associated with ¢, such an
approach would also allow for widest range of p.. to be tested (due to the restriction
that 0 < pf < p.. < 1). Given this constraint on pJ, value, the GS4-1 framework
has only one parameter left to be specified (i.e., p). For comparison purposes, we
choose p.. for the case without the selective control feature to take the same value
as the p.. for the case with such feature. The p. values may range from 1 (i.e.,
nondissipative/zero damping) to O (i.e., maximal damping).

Figure 4 shows the plots of nondimensional ¢ and ¢ as a function of nondimen-
sional time for node number 2 (x = 0.02) as generated by the GS4-1 framework with
and without selective control feature for p., = 0.8. Meanwhile, Figure 3 shows the
plots of analytical solutions (both nondimensional ¢ and ¢ as given by equation
(18)) as a function of nondimensional time for this node. We can see from Figure
4 that both cases yield good results for the primary variable. However, for the time
derivative variable (¢), the case without the selective control feature results in large
oscillation. This representation (i.e., method without the selective control feature)
controls the numerical damping of both the nondimensional ¢ and ¢ indiscrimi-
nately; hence, a p. value of 0.8 means a corresponding pZ value of 0.8 as well.
It is demonstrated from this figure that ¢ requires more numerical damping than
this value for a physically accurate solution. This can be easily achieved when the
selective control feature is turned on, to yield good agreement with the analytical
solution with the same p.. value. By allowing the p2 value to take on zero value
via the selective control feature, sufficient numerical damping is given to the time
derivative variable (¢) such that the large oscillation is successfully eliminated.
This demonstrates the importance and roles played by the new selective control
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feature to yield physically accurate solutions of both the primary variable and its
time derivative, enabling the physics and dynamics of the problem to be correctly
captured.
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Figure 1: Plot of analytical solutions of solutions nondimensional ¢ and ¢ as a
function of nondimensional time for node number 2 (1D problem) as given by
equation (18)

Figure 7 shows the plots of analytical solutions of nondimensional ¢ and ¢ as given
by equation (18)) as a function of the spatial domain at a specific nondimensional
time ¢ = 20. Meanwhile, Figure 8 shows the numerical results generated by the two
cases for p, = 0.8. From this figure, we can see that the same observations as those
seen in Figure 4 are repeated here, i.e., (1) that both cases yield good results for ¢,
(2) that the case without the selective control feature results in large oscillation for
¢, and (3) that the GS4-1 framework with the selective control feature could yield
good agreement with the analytical solution with the same p., value, in contrast
to the case without such feature This, again, illustrates the importance of and the
role played by the new feature introduced in the GS4-1 framework, which is the
selective control of the high frequency damping for all variables.

We next compute and compare the errors in nondimensional ¢ and ¢ generated by
these two representations for a given set of p., value ranging from 1 (nondissipa-
tive/zero numerical damping) to 0 (maximal numerical damping) in a decrement of
0.1 for completion of the investigation. The error is defined as

Error = |Numerical — Analytical| (20)

Table 1 first shows the comparison of maximal and total errors in the primary vari-
able (¢) between the cases involving features with and without selective control of
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Figure 2: Plot of nondimensional ¢ and ¢ as a function of nondimensional time for
node number 2 (1D problem) generated by: (i) GS4-1(p = 0.8, p% = 0), and (ii)
GS4-1(p- = 0.8, p% = 0.8), i.e., the case without selective control features

the high frequency damping of the primary variable and its time derivative for all
P values considered. For the small amount of dissipation (0.7 < p, < 1) that is
desirable, the GS4-1 framework with the selective control feature yields slightly
better results than the one without such feature. For larger amount of controllable
numerical dissipation (0 < p., < 0.7), an opposite trend is observed. However, it
is to be noted that the results generated by the two cases are on the same order of
magnitude which is small (x10~7). Therefore, we conclude that both cases perform
well to suppress the numerical oscillation associated with the primary variable (¢).

Alternately, Table 2 next shows the comparison of maximal and total errors in the
time derivative variable (¢) between the two cases. In this table, the difference in
performance between the two different representations is obvious. The case without
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Figure 3: Plot of analytical solutions of solutions nondimensional ¢ and ¢ as a
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Figure 4: Plot of nondimensional ¢ and ¢ as a function of nondimensional time for
node number 2 (1D problem) generated by: (i) GS4-1(p = 0.8, p2 = 0), and (ii)
GS4-1(p- = 0.8, p% = 0.8), i.e., the case without selective control features
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Figure 5: Plot of analytical solutions of nondimensional ¢ and ¢ as a function of x
at a specific nondimensional time ¢ = 20 (1D problem) as given by equation (18)

the selective control yields large errors (both maximal and total) for almost all pe
values considered with exception for large amount of dissipation (0 < p. < 0.2).
These large errors indicate that this representation (i.e., the case without selective
control) is not capable of eliminating the numerical oscillation associated with ¢
for the given amount of damping. On the other hand, when the selective control
feature is turned on, the error in ¢ is reduced to an acceptable level (x10~ for
maximal error and x10~ for total error) for all p.. values considered. This, again,
highlights the importance of the selective control feature.

4.2 2D Problem

This higher dimensional problem serves to further provide a consistent observation
for the two-dimensional case as well. The problem is defined in dimensionless
form as follows:

dp 1 (d*¢ 9% 20 20
afpe(axz aw)“xax“yay

on Q={(x,y)[0<x,y<1},t>0 (21)
with the following Dirichlet type boundary and initial conditions

9(0,y,1) = ae” (1 +¢7%”)

9(x,0,1) =ae” (1+e7%), ¢(1.y1) =ae (e +e ) (22)
o(x,1,1)

@ (e o), 9(xy,0) =ale S +e )
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Figure 6: Plot of nondimensional ¢ and ¢ as a function of x at a specific nondimen-
sional time ¢ = 20 (1D problem) generated by: (i) GS4-1(p = 0.8, p2, = 0), and
(i1) GS4-1(p. = 0.8, p% = 0.8), i.e., the case without selective control features

where the analytical solution is given by Durmus, Boztosun, and Yasuk (2006)

O (x,y,t) = aeb’(efcxx +e ),

Pe 4b Pe 4p
A v)%—l—ﬁ s o= | wt v§+ﬁ (23)

The constant physical properties and problem parameters in dimensionless form
used are: vy = vy, = 10, Pe =10, a = 1, and b = 0.1. For this problem, we use 2D
linear elements of width 25 and height 24 whose element shape functions are given
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Table 1: Comparison of error in ¢ for the 1D problem between: (i) the case without
selective control with p.. = po, and (ii) the GS4-1 framework with selective control
features with p$ = 0, for p.. values ranging from 1 (zero damping) to 0 (maximal
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Figure 7: Plot of analytical solutions of nondimensional ¢ and ¢ as a function of x
at a specific nondimensional time ¢t = 20 (1D problem) as given by equation (18).

Poo Max Error Total Error
Without selective control Without selective control
selective control selective control

1 3.9843x1078 3.9843x1078 1.1475x107° 1.1475x107°
09 | 4.2057x1077 3.8863x10~7 1.4304x107° 1.3424x107°
0.8 | 5.2262x107 3.5253x10~7 1.8027x107 1.2157x10~
0.7 3.6626x1077 2.9354x10~7 1.2729x107° 1.0041x107°
0.6 | 2.3980x10~" 2.8144x1077 8.3074x107° 9.5509x10°
0.5 | 2.0673x1077 3.0492x10~7 7.0651x10~° 1.0305x107
04 | 2.2992x10~7 3.4643x10~7 7.7878x10~° 1.1690x107
03| 2.7970x10~7 3.9812x10~7 9.4465x10~° 1.3426x10~
0.2 | 3.5293x1077 4.5924x1077 1.1906x107 1.5481x107°
0.1 | 4.6029x10~7 5.3200x10~7 1.5516x107° 1.7927x107
0 6.2006x10~7 6.2006x10~7 2.0887x107 2.0887x1072
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Figure 8: Plot of nondimensional ¢ and ¢ as a function of x at a specific nondimen-
sional time ¢ = 20 (1D problem) generated by: (i) GS4-1(p = 0.8, p2, = 0), and
(i1) GS4-1(p- = 0.8, p% = 0.8), i.e., the case without selective control features.

by
N = [N; N2 N3 N4 (24)
where N| = 7([’_27(2’ _y), N, = 7(“2)}7(: = ), N3 = 7(“27(: +y ), and Ny = (b=90+y) e

4bh
discretize the spatial domain using 20 x 20 elements. We employ the Streamline

upwind/Petrov-Galerkin FEM (SUPG) due to Brooks and Hughes (1982) in which
the weighting function in equation (11) is given by

k ON  ON
W—N—Fm <anx+vyay> (25)
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Table 2: Comparison of error in ¢ for the 1D problem between: (i) the case without
selective control with ps, = pPeo, and (ii) the GS4-1 framework with selective control
features with p?, = 0, for p. values ranging from 1 (zero damping) to 0 (maximal
damping) in decrements of 0.1.

Poo Max Error Total Error
Without selective control Without selective control
selective control selective control

1 82.3789 1.5406x10~° 112.5317 7.6500x10~>
0.9 28.7237 1.8570x10~° 39.2378 8.8870x107>
0.8 8.8454 1.7989x10~° 12.0832 8.6881x107>
0.7 2.3270 1.6990x10~° 3.1789 8.3390x10~>
0.6 0.4981 1.6409x107° 0.6805 8.1343x107>
0.5 0.0805 1.6181x10~° 0.1100 8.0536x102
0.4 0.0086 1.6115x10~° 0.0119 8.0298x107>
0.3 4.8819x10~4 1.6094x10° 7.4774x10~4 8.0224x1072
0.2 | 9.4825x10~° 1.6078x10~° 6.4129x107° 8.0169x10>
0.1 2.0424x1078 1.6059x10~° 8.3418x10~7 8.0107x107>
0 1.6036x10~° 1.6036x10~° 8.0031x10~> 8.0031x107?

where k is chosen to be

k= évxb+ﬁvyh

¢ = (cothoz) —1/0z, 7 = (coth o) —1/ay (26)
oy =wib/K, oy =vh/K,

We substitute equation (24) and (25) into equation (11) and sum for each element
to form global matrices in equation (10).

We solve the problem using the two cases with a nondimensional time step size
At =1 and a nondimensional end time ¢ = 20 with p., = 0.8 and show the numerical
results for node number 25 (x = 0.05, y = 0.15) as a function of nondimensional
time in Figure 12. Meanwhile, the analytical solutions, as given by equation (23),
are shown in Figure 11. Figure 12 shows that both representations yield good
results for ¢. However, the case without selective control feature results in large
numerical oscillation for the time derivative variable (¢). The GS4-1 framework
with selective control features, on the other hand, could yield physically accurate
results with good agreement to the analytical solution with the same p.. value.

We repeat the same procedure to determine error of nondimensional ¢ and ¢ as
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Figure 9: Plot of analytical solutions of nondimensional ¢ and ¢ as a function of
nondimensional time for node number 25 (2D Problem) as given by equation (23).
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Figure 10: Plot of nondimensional ¢ and ¢ as a function of nondimensional time
for node number 25 (2D Problem) generated by: (i) GS4-1(p.. = 0.8, p, = 0), and
(1) GS4-1(p- = 0.8, p2 = 0.8), i.e., the case without selective control features.
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Figure 11: Plot of analytical solutions of nondimensional ¢ and ¢ as a function of
nondimensional time for node number 25 (2D Problem) as given by equation (23)
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Figure 12: Plot of nondimensional ¢ and ¢ as a function of nondimensional time
for node number 25 (2D Problem) generated by: (i) GS4-1(p. = 0.8, p5, = 0), and
(i1) GS4-1(p- = 0.8, p% = 0.8), i.e., the case without selective control features
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previously done in the 1D problem and show the results in Table 3 and 4. An ob-
servation from Table 3 indicates that the error in ¢ generated by the two distinctly
different representations are the same order of magnitude and are small (10~> for
maximal error and 1073 for total error). Therefore, we conclude that both the
GS4-1 framework involving features with and without selective control of the high
frequency damping of the primary variable and its time derivative work well to ob-
tain acceptable solutions of ¢. This conclusion is similar to that found in the 1D
problem. However, on the other hand, the errors in ¢ (both maximal and total)
generated by the case without selective control features are large as seen in Table 4,
except for large amount of damping (0 < p.. < 0.5) that is less desirable. These er-
rors are significantly reduced to acceptable level (10~* for maximal error and 102
for total error) when the selective control feature is turned on. It is hence appar-
ent that the previous observations are repeated in this two-dimensional case. This
provides validation on the consistency of the argument; that the selective control
feature, which is new and not available in existing methods to-date for first order
transient system, plays important roles to yield physically accurate solutions of all
variables involved in the system that is important to correctly capture the physics
and dynamics of the problem.

Table 3: Comparison of error in ¢ for the 2D Problem between: (i) the case without
selective control features with pe = Peo, and (ii) GS4-1 framework with selective
control features with pJ, = 0, for p. values ranging from 1 (zero damping) to O
(maximal damping) in decrements of 0.1.

Poo Max Error Total Error
Without selective control Without selective control
selective control selective control

1 7.7101x107 7.7101x107 0.0014 0.0014
0.9 | 8.2838x107° 8.4817x1072 0.0015 0.0015
0.8 | 8.5482x107° 8.5802x10° 0.0015 0.0015
0.7 | 8.5896x10° 8.5883x10° 0.0015 0.0015
0.6 | 8.5925x107° 8.5866x1072 0.0015 0.0015
0.5 | 8.5911x107> 8.5840x107? 0.0015 0.0015
04 | 8.5887x107° 8.5810x1072 0.0015 0.0015
0.3 | 8.5853x107° 8.5775x107? 0.0015 0.0015
0.2 | 8.5804x107> 8.5736x1072 0.0015 0.0015
0.1 | 8.5735x107° 8.5689x1072 0.0015 0.0015
0 8.5635x1072 8.5635x1072 0.0015 0.0015
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Table 4: Comparison of error in ¢ for the 2D Problem between: (i) the case without
selective control features with pe = P, and (ii) GS4-1 framework with selective
control features with pJ = 0, for p. values ranging from 1 (zero damping) to O
(maximal damping) in decrements of 0.1.

Poo Max Error Total Error
Without selective control Without selective control
selective control selective control

1 843.7890 5.8580x10~* 1.7808x10* 0.0126
0.9 102.5860 5.8580x10~* 2.1651x10° 0.0123
0.8 9.7294 5.8580x10~4 205.3404 0.0124
0.7 0.6744 5.8580x10~* 14.2336 0.0124
0.6 0.0319 5.8580x10~4 0.6737 0.0124
0.5 0.0018 5.8580x10~* 0.0375 0.0124
04 | 8.6103x10~* 5.8580x10~* 0.0183 0.0124
03 | 6.5438x10~% 5.8580x10~* 0.0140 0.0124
02 | 3.7513x10~* 5.8580x10~* 0.0081 0.0124
0.1 2.0577x1072 5.8580x10~* 5.7624x10~4 0.0124
0 5.8580x10~4 5.8580x10~* 0.0124 0.0124

5 Concluding Remarks

In this paper, we provided application of the recently developed GS4-1 computa-
tional framework to first order linear hyperbolic systems which has significance for
subsequent flow type or related applications. The present framework is second-
order time accurate with order preserving features, unconditionally stable, and ad-
ditionally possesses a new feature that allows for a more flexible control of the high
frequency damping. In this paper, we described in more detail this new selective
control feature and demonstrated, through the numerical examples, the roles played
by this feature in generating physically accurate solutions of both the primary vari-
able and its time derivative that is important to correctly capture the physics and
dynamics of the problem, in contrast to existing methods without such features.
The results indicated that the time derivative variable often requires more damping
than the primary variable does. Without the selective control feature, the solutions
of this variable is oscillatory and therefore does not represent the dynamics of the
problem correctly. On the other hand, this requirement can be easily met via the
selective control feature available in the present two-parameter GS4-1 framework,
which provides a more flexible and selective control of the high frequency damping
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of the two variables. The ability to generate physically accurate solutions of both
the primary and time derivative variables via this new important feature serves as
an added dimension and is a key desirable feature of the overall GS4-1 computa-
tional framework; not to mention, second order preserving time accurate feature,
zero order overshoot behavior, unconditional stability, and a computational expense
involving only a single system of equations with a single solve within each single
time step.
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