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#### Abstract

In this expository article, a variety of computational methods, such as Collocation, Finite Volume, Finite Element, Boundary Element, MLPG (Meshless Local Petrov Galerkin), Trefftz methods, and Method of Fundamental Solutions, etc., which are often used in isolated ways in contemporary literature are presented in a unified way, and are illustrated to solve a $4^{\text {th }}$ order ordinary differential equation (beam on an elastic foundation). Both the primal formulation, which considers the $4^{\text {th }}$ order ODE with displacement as the primitive variable, as well as two types of mixed formulations (one resulting in a set of 2 second-order ODEs, and the other resulting in a set of 4 first-order ODEs), which consider both displacement and its derivatives as mixed variables, are used as strong forms of the problem. Through integration by parts of the weighted residuals, different global and local, unsymmetric and symmetric weak-forms are derived. Both global (harmonics, polynomials, Radial Basis Functions, Trefftz and Fundamental solutions), and local interpolations (element-based interpolations, meshless Moving Least Squares) are used as trial functions of primal and mixed variables. By using Dirac Delta function, Heaviside function, Galerkin and Petrov Galerkin type of function, as well as fundamental solutions as test functions of various weak-forms, primal and mixed implementations of Collocation, Finite Volume, Finite Element, Boundary Element, Meshless Local Petrov Galerkin (MLPG), Trefftz and Method of Fundamental Solutions are developed. Applications of these methods are illustrated for solving problems with well-posed boundary conditions (BCs), which are the physically-consistent BCs of a solid-body (beam on elastic foundation), as well as for ill-posed boundary conditions, where the Cauchy type of B.C. are over-prescribed on a part of the boundary. The advantages \& disadvantages of various primal \& mixed, symmetric \& unsymmetric weak forms are discussed, on the admissible order of continuity


[^0]for trial \& test functions, the requirement of evaluating higher-order differentials, as well as the enforcement of well-posed \& ill-posed BCs. The relationship between various trial \& test functions and the resulting sparse or dense, symmetric or non-symmetric, well-conditioned or ill-conditioned coefficient matrices are also demonstrated and discussed. This paper thus presents a unification of a variety of concepts in developing numerical methods for problems of multidisciplinary engineering and sciences, which are often presented in an ad hoc manner, in contemporary literature. The MATLAB codes pertaining to all the methods presented here are presented for free download at the website: www.care.eng.uci.edu/pubs.htm. This expository article will be a part of soon to be published introductory textbook by Atluri and Dong (2015).
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## 1 Introduction

Most problems in engineering \& applied mathematics are characterized by ordinary or partial differential equations. The development of various computational methods for the solution of these ODEs \& PDEs has attracted the attention of engineers, physicists and mathematicians for several decades. Being derived from the symmetric Galerkin weak-form with primitive variables such as displacements or temperature, the primal finite element method (FEM) has emerged as one of the most popular methods of computational mechanics, heat transfer, etc., see [Zienkiewicz and Morice (1971); Atluri (2005)]. This may be due to its simplicity and established convergence of the energy norm. However, disadvantages of primal FEM are also well-known, such as difficulty to satisfy higher-order continuity requirements (especially in plates and shells), locking phenomena in problems which involve constraints, inefficiency in solving problems with stress singularities
\& infinite boundaries, difficulty in solving large deformation problems which involve severe mesh-distortion, and difficulty in solving ill-posed inverse problems, etc., see [Dong and Atluri (2011)]. For example, it is difficult to use the primal formulation of thin-plates ( $4^{\text {th }}$ order PDE) to develop primal FEM, which requires $C^{1}$ continuous element-based trial functions. It is easier to develop FEM, based on the mixed schemes which treat rotations as independent variables, and reduce the continuity requirement by one order [Lee and Pian (1978); Cai, Paik, and Atluri (2010)]. When dealing with fluids, finite element methods often result in the notorious "checker-board pattern" for the computed pressures. The Finite volume methods with element-based or meshless trial functions are much more advantageous in computational fluid dynamics as compared to primal or mixed finite elements [Spalding (1972); Patankar (1980); Avila, Han, and Atluri (2011)]. For problems which involve stress singularity such as fracture mechanics, and for problems which involve infinite boundaries such as acoustics and electro-magnetics, it is natural to use boundary element methods instead of primal or mixed FEM [Han and Atluri (2002), Dong and Atluri (2013a), Dong and Atluri (2013b), Qian, Han, and Atluri (2013)]. For problems which involve large deformation, impact, and penetration, Meshless Local Petrov Galerkin Method (MLPG) has demonstrated significant advantages as compared to mesh-based FEM [Han, Rajendran, and Atluri (2005); Han, Liu, Rajendran, and Atluri (2006)]. For ill-posed inverse problems, because FEM cannot accommodate lower-order and higher-order BCs at the same part of the boundary, iterative guessing and optimization has to be resorted to when using FEM to solve ill-posed problems with Cauchy type of BCs. It is more natural to use the collocation method, based on a mixed meshless interpolation to enforce the governing differential equations, as well as lower \& higher-order BCs [Zhang, Dong, Alotaibi, and Atluri (2013); Zhang, He, Dong, Li, Alotaibi, and Atluri (2014)].
Each of the above-mentioned computational methods has its own advantages and disadvantages, for the solution of various well-posed and ill-posed engineering problems. However, these methods are all essentially branches of the same tree. As shown in Fig. 1.0.1, these computational methods are all based on the idea of weighted residuals, but with different primal or mixed formulations, with different global or local, symmetric or unsymmetric weak forms, different global or local trial functions, as well as different global or local test functions.
In this paper, which is primarily of an expository nature, we illustrate various methods for the solution of the $4^{\text {th }}$ order $\operatorname{ODE}\left(y^{\prime \prime \prime \prime}+y-f=0\right)$. In section 2 , by directly using the weighted residual integral for the $4^{\text {th }}$ order ODE, with $y$ as the primitive variable, primal collocation and finite volume method (FVM) are firstly developed and demonstrated, by using the Dirac Delta or the Heaviside function as test functions. Because a $4^{\text {th }}$ order differentiation of the trial function is involved, $C^{3}$
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Figure 1.0.1: Various computational methods: many branches of the same tree
continuous trial functions are necessary for primal collocation and FVM. $C^{3}$ continuous global trial functions are easy to implement for this 1D problem, but an unsymmetric, fully-populated, ill-conditioned coefficient matrix is to be solved. $C^{3}$ continuous element-based trial functions are too complex to be useful (especially in higher-dimensions). Moreover, it is easy to construct $C^{3}$ continuous local meshless trial functions (such as Moving Least Squares), which leads to the primal MLPG collocation and FVM. However, because of the complexity and the inaccuracy of higher-order derivatives of MLS interpolations, the solutions of MLPG primal collocation and FVM are not satisfactory. Integrations by parts of the weighted residual lead to the primal symmetric weak-form, which reduces the required order of continuity for trial functions, by increasing the requirements on test functions. The global symmetric weak-form leads to the Finite Element Method, with elementbased interpolation as trial functions. The local symmetric weak-form leads to the MLPG method, with weight functions of MLS as test functions. It is also pointed out that FEM is not suitable for solving ill-posed problems, in that the global symmetric weak-form does not accommodate both lower-order and higher-order BCs to be specified at the same part of boundary. Further integrations by parts of the weighted-residual lead to the unsymmetric weak-form, which can be used to develop global and local boundary integral equations. Global boundary integral equations lead to various types of boundary elements. And local integral equations can be used to develop the MLPG LBIE method. In section 3, the first kind of mixed method is considered, by considering both displacement $y$ and its second
derivative $y^{\prime \prime}$ as independent variables. On the other hand, if the trial functions are constructed in a way so that they satisfy the governing differential equations a-priori (using Trefftz basis functions or fudamental solutions), directly collocation of the BCs lead to the Trefftz method and the Method of Fundamental Solutions. Similarly, in section 4, the second kind of mixed method is demonstrated, by considering $y, y^{\prime}, y^{\prime \prime}, y^{\prime \prime \prime}$ as independent variables. The mixed schemes do not involve higher-order differentiations of each variable, so that the required order of continuity for trial functions is reduced, and the algorithmic formulations are simplified. One can use very simple, $C^{0} / C^{1}$ element-based or meshless trial functions, and use Dirac Delta or Heaviside Functions as test functions, to develop simple schemes of mixed element-based/MLPG, collocation or finite volume method, in which the solutions of the primitive variable as well as the mixed variables are obtained simultaneously. Mixed collocation and finite volume methods can also be used to solve Cauchy type of inverse problems without using iterative optimization. This is advantageous because both well-posed and ill-posed BCs can be treated equivalently using the same computational method. In section 5 , we complete this study by making some discussions on the advantages $\&$ disadvantages of various primal \& mixed formulations, global \& local, symmetric \& unsymmetric weak forms, and global \& local interpolations, as well as making some comments on extending all the current computational methods to solve two- \& three-dimensional partial differential equations.

## 2 Problem definition and various primal methods

### 2.1 The governing ODE with well \& ill-posed BCs

After non-dimensionalization, the problem of a beam on elastic foundation can be described by the following $4^{\text {th }}$ order ODE, as shown in [Atluri (2005)]:
$y^{\prime \prime \prime \prime}+y-f=0, \quad x \in \Omega$
in which $y$ is the normalized vertical displacement (deflection), and $f$ is the normalized distributed load, and $\Omega=\{x \mid 0<x<1\}$ is the domain of interest. The boundary conditions are:
$y=\bar{y} \quad$ at $S$
$y^{\prime}=\bar{y}^{\prime} \quad$ at $S^{\prime}$
$y^{\prime \prime}=\bar{y}^{\prime \prime} \quad$ at $S^{\prime \prime}$
$y^{\prime \prime \prime}=\bar{y}^{\prime \prime \prime} \quad$ at $S^{\prime \prime \prime}$
where $S, S^{\prime}, S^{\prime \prime}$, and $S^{\prime \prime \prime}$ denote the boundary points where $y$ (displacement), $y^{\prime}$ (rotation), $y^{\prime \prime}$ (moment), and $y^{\prime \prime \prime}$ (shear) are prescribed, respectively.
For the well-posed problem, the prescriptions of $\bar{y} \& \bar{y}^{\prime \prime \prime}$, and $\bar{y}^{\prime} \&, \bar{y}^{\prime \prime}$ are mutually disjoint, i.e.
$S \cup S^{\prime \prime \prime}=S^{\prime} \cup S^{\prime \prime}=\partial \Omega, \quad S \cap S^{\prime \prime \prime}=S^{\prime} \cap S^{\prime \prime}=\emptyset$
with $\partial \Omega$ being the boundary points $x=0,1$. Well-posed problems are physicallyconsistent with the solid-body (beam), because when the deflection $y$ is prescribed, $y^{\prime \prime \prime}$ becomes the shear force reaction to be solved for, and when the rotation $y^{\prime}$ is prescribed, $y^{\prime \prime}$ becomes the moment reaction to be solved for.
Otherwise, if Eq. (2.1.6) does not hold, an ill-posed problem is to be considered. For example, $y, y^{\prime}, y^{\prime \prime}, y^{\prime \prime \prime}$ can be all prescribed at $x=0$, as one may be measuring displacement, rotation, shear and moment all at part of the boundary, and the problem then is to determine the deformation in the other part of the boundary as well as in the whole domain. Ill-posed problems have important engineering applications such as in structural health monitoring, system control, and medical imaging.
In this study, the following well-posed problem is considered for demonstration:
$y^{\prime \prime \prime \prime}+y-1=0, \quad 0<x<1$
$x=x^{\prime \prime}=0, \quad$ at $x=0,1$
with the analytical solution:

$$
\begin{align*}
y= & 1+\left(\frac{-e^{-\frac{1}{\sqrt{2}}}\left(\cos \frac{1}{\sqrt{2}}+e^{-\frac{1}{\sqrt{2}}}\right)}{2 e^{-\frac{1}{\sqrt{2}}} \cos \frac{1}{\sqrt{2}}+e^{-\frac{2}{\sqrt{2}}}+1}\right) e^{\frac{x}{\sqrt{2}}} \cos \frac{x}{\sqrt{2}} \\
& +\left(\frac{-e^{-\frac{1}{\sqrt{2}}} \sin \frac{1}{\sqrt{2}}}{2 e^{-\frac{1}{\sqrt{2}}} \cos \frac{1}{\sqrt{2}}+e^{-\frac{2}{\sqrt{2}}}+1}\right) e^{\frac{x}{\sqrt{2}}} \sin \frac{x}{\sqrt{2}} \\
& +\left(\frac{-\left(e^{-\frac{1}{\sqrt{2}}} \cos \frac{1}{\sqrt{2}}+1\right)}{2 e^{-\frac{1}{\sqrt{2}}} \cos \frac{1}{\sqrt{2}}+e^{-\frac{2}{\sqrt{2}}}+1}\right) e^{-\frac{x}{\sqrt{2}}} \cos \frac{x}{\sqrt{2}}  \tag{2.1.8}\\
& +\left(\frac{-e^{-\frac{1}{\sqrt{2}}} \sin \frac{1}{\sqrt{2}}}{2 e^{-\frac{1}{\sqrt{2}}} \cos \frac{1}{\sqrt{2}}+e^{-\frac{2}{\sqrt{2}}}+1}\right) e^{-\frac{x}{\sqrt{2}} \sin \frac{x}{\sqrt{2}}}
\end{align*}
$$

And for illustration, the following ill-posed problem is considered:

$$
\begin{align*}
& y^{\prime \prime \prime \prime}+y-1=0, \quad 0<x<1 \\
& x=x^{\prime}=x^{\prime \prime}=x^{\prime \prime \prime}=0, \quad \text { at } x=0 \tag{2.1.9}
\end{align*}
$$

with the analytical solution:
$y=1-\frac{1}{2} e^{-\frac{x}{\sqrt{2}}}\left(1+e^{\sqrt{2} x}\right) \cos \frac{x}{\sqrt{2}}$

### 2.2 Global weighted-redisudal unsymmetric weak-form-1, global trial functions, primal collocation \& finite volume methods

### 2.2.1 Global unsymmetric weak-form-1

Considering a trial function $u$, the residual error in the differential equation (2.1.1) is:
$R=u^{\prime \prime \prime \prime}+u-f \neq 0, \quad x \in \Omega$
With a test function $v$, the global weighted residual weak-form of the primal formulation can be be written as:
$\int_{\Omega} R v d x=\int_{\Omega}\left(u^{\prime \prime \prime \prime}+u-f\right) v d x=0$
The primal weak form Eq. (2.2.2) involves the fourth-order derivative of the trial function, whereas no differentiation of the test function is involved. Therefore, in order to ensure $\int_{\Omega}\left(u^{\prime \prime \prime \prime}+u-f\right) d x$ has a finite value, it is required that the trial function $u$ should has continuous third order derivative, i.e. $u$ should be $C^{3}$ functions. Various $C^{3}$ continuous global trial functions are considered: such as harmonics, polynomials and global RBFs. While local element-based $C^{3}$ trial functions are too complex to be useful, local meshless interpolations of $u$, such as moving least squares, can easily achieve higher-order continuity. On the other hand, the test function $v$ is not necessarily to be continuous. Dirac Delta function and Heaviside function can be used as test functions, leading to primal collocation and finite volume methods. Detailed discussions of the variety of selected trial and test functions, as well as the computational results for each case are given as follows.

### 2.2.2 Global trial functions, primal collocation method

It is simple to satisfy the $C^{3}$ continuity of trial functions by using global trial functions. In this study, the following global trial functions are explored:

## Harmonics:

$$
\begin{equation*}
u=\sum_{n=1}^{O} a_{n} \sin (n \pi x)+\sum_{n=0}^{O} b_{n} \cos (n \pi x) \tag{2.2.3}
\end{equation*}
$$

## Polynomial:

$$
\begin{equation*}
u=\sum_{n=0}^{o} a_{n} x^{n} \tag{2.2.4}
\end{equation*}
$$

## Radial Basis Function (Gaussian):

$$
\begin{equation*}
u=\sum_{n=1}^{O} a_{n} \phi\left(x-x_{n}\right)=\sum_{n=1}^{O} a_{n} e^{-\left(x-x_{n}\right)^{2}} \tag{2.2.5}
\end{equation*}
$$

It should be noted that, there are many types of global RBFs that satisfy the requirement of $C^{3}$ continuity. Discussion of the advantages and disadvantages of each type of RBF is beyond the scope of this study. One may refer to [Chen, Fu, and Chen (2013)] for a comprehensive review of various Radial Basis Functions. Gaussian function is used at here for demonstration.
No matter which kind of global interpolation is used, we can always write the trial function as:
$u=\boldsymbol{\Phi}(x) \boldsymbol{\alpha}$
where the columns of $\boldsymbol{\Phi}$ represent each of the independent basis functions, and the vector $\boldsymbol{\alpha}$ contains undetermined coefficients.
With trial functions being defined, the simplest method is to use a Dirac Delta function as the test function, i.e. $v=\delta\left(x-x_{I}\right)$ for a group of pre-selected points along the beam: $x_{I}, I=1,2, \ldots, N$. Substituting the trial and test functions into Eq. (2.2.2), this lead to the enforcement of the $4^{\text {th }}$ oder ODE at each point (the so-called point collocation method):
$u^{\prime \prime \prime \prime}\left(x_{I}\right)+u\left(x_{I}\right)=\left[\boldsymbol{\Phi}^{\prime \prime \prime \prime}\left(x_{I}\right)+\boldsymbol{\Phi}\left(x_{I}\right)\right] \boldsymbol{\alpha}=f$
Similarly, the boundary conditions can be enforced also by collocation:

$$
\begin{align*}
& u\left(x_{I}\right)=\boldsymbol{\Phi}\left(x_{I}\right) \boldsymbol{\alpha}=\bar{y}, \text { for } x_{I} \in S \\
& u^{\prime}\left(x_{I}\right)=\boldsymbol{\Phi}^{\prime}\left(x_{I}\right) \boldsymbol{\alpha}=\bar{y}^{\prime}, \text { for } x_{I} \in S^{\prime} \\
& u^{\prime \prime}\left(x_{I}\right)=\boldsymbol{\Phi}^{\prime \prime}\left(x_{I}\right) \boldsymbol{\alpha}=\bar{y}^{\prime \prime}, \text { for } x_{I} \in S^{\prime \prime}  \tag{2.2.8}\\
& u^{\prime \prime \prime}\left(x_{I}\right)=\boldsymbol{\Phi}^{\prime \prime \prime}\left(x_{I}\right) \boldsymbol{\alpha}=\bar{y}^{\prime \prime \prime}, \text { for } x_{I} \in S^{\prime \prime \prime}
\end{align*}
$$

If the number of equations obtained by Eqs. (2.2.7) and (2.2.8) is equal to or larger than the number undetermined coefficients, then the vector of coefficients $\boldsymbol{\alpha}$ can be determined by the method of least squares. It should be noted that, if the global

RBFs are used as the trial function of the solution, the collocation points can be either the same as or different from RBF center (source) points .
Firstly we use the primal collocation method with global interpolations to solve this well-posed problem given in Eq. (2.1.7). The analytical solutions of $y$ (displacement), $y^{\prime}$ (rotation), $y^{\prime \prime}$ (moment) are given in Fig. 2.2.1. Harmonics, polynomials and global RBFs are used as trial functions. For each case, $O=15$ in Eqs. (2.2.3)(2.2.5) are used. The same number of collocation points are used as the number of undetermined coefficients, which are uniformly distributed along the beam, for the collocation of the $4^{\text {th }}$ order ODE. Additional 4 equations are obtained by collocation of the boundary conditions. The computational errors are given in Figs. (2.2.2)-(2.2.4), with the following definition of errors:

Displacement Error $=\frac{u(x)-y(x)}{y(0.5)-y(0)}$
Shear Error $=\frac{u^{\prime}(x)-y^{\prime}(x)}{y^{\prime}(0.5)-y^{\prime}(0)}$
Moment Error $=\frac{u^{\prime \prime}(x)-y^{\prime \prime}(x)}{y^{\prime \prime}(0.5)-y^{\prime \prime}(0)}$
In a similar fashion, we use the primal collocation method with global interpolations to solve this ill-posed problem given in Eq. (2.1.9). The analytical solutions of $y$ (displacement), $y^{\prime}$ (rotation), $y^{\prime \prime}$ (moment) are given in Fig. 2.2.6. The same global trial functions and collocation pointed are adopted. The computational errors are given in Figs. 2.2.5-2.2.8.
It can be seen that the current simple scheme of primal collocation method can deal with both well-posed and ill-posed BCs quite easily. However, there are several disadvantages of the global trial functions such as Harmonics, Polynomials, and RBFs.

Incompleteness: For this simple one-dimensional problem, it is easy to conclude that all the admissible trial solutions can be expressed in terms of Fourier series, Power series, or global RBFs. However, for high-dimensional problems, which involve multiply-connected domains or even cracks, it is obviously incomplete to use Fourier series or Power series as trial solutions. This will lead to large computational errors of the numerical solutions. On the other hand, global RBFs, and element-based local interpolations, as well as meshless local interpolations such as Moving Least Squares and local RBFs, are more complete compared to Harmonics and Polynomials.

Dense Coefficient Matrix: Global interpolations imply that the value of the trial function at each point depends on all the undetermined coefficients. It is


Figure 2.2.1: Analytical solution of the well-posed problem given in Eq. (2.1.7)


Figure 2.2.2: Solution of the well-posed problem given in Eq. (2.1.7), by the primal collocation method, with Harmonics as trial functions. $O=15$ is used in Eq. (2.2.3). 31 points are uniformly distributed within $0 \leq x \leq 1$ for the collocation of the $4^{\text {th }}$ order ODE.


Figure 2.2.3: Solution of the well-posed problem given in Eq. (2.1.7), by the primal collocation method, with polynomials as trial functions. $O=15$ is used in Eq. (2.2.4). 16 points are uniformly distributed within $0 \leq x \leq 1$ for the collocation of the $4^{\text {th }}$ order ODE.


Figure 2.2.4: Solution of the well-posed problem given in Eq. (2.1.7), by the primal collocation method, with global RBFs as trial functions. $O=15$ is used in Eq. (2.2.5). 15 points are uniformly distributed within $0 \leq x \leq 1$ for the collocation of the $4^{\text {th }}$ order ODE.


Figure 2.2.5: Analytical solution of the ill-posed problem given in Eq. (2.1.9)


Figure 2.2.6: Solution of the ill-posed problem given in Eq. (2.1.9), by the primal collocation method, with Harmonics as trial functions. $O=15$ is used in Eq. (2.2.3). 31 points are uniformly distributed within $0 \leq x \leq 1$ for the collocation of the $4^{\text {th }}$ order ODE.


Figure 2.2.7: Solution of the ill-posed problem given in Eq. (2.1.9), by the primal collocation method, with polynomials as trial functions. $O=15$ is used in Eq. (2.2.4). 16 points are uniformly distributed within $0 \leq x \leq 1$ for the collocation of the $4^{\text {th }}$ order ODE.


Figure 2.2.8: Solution of the ill-posed problem given in Eq. (2.1.9), by the primal collocation method, with global RBFs as trial functions. $O=15$ is used in Eq. (2.2.5). 15 points are uniformly distributed within $0 \leq x \leq 1$ for the collocation of the $4^{\text {th }}$ order ODE.
thus easy to see that the obtained coefficient matrix by Collocation (or any other method), with Global trial functions should be fully-populated. This is disadvantageous for the storage and solution of the system of equations.

Ill-Conditioned Coefficient Matrix: Global Interpolations lead to ill-conditioned systems of equations. This is because global interpolations lead to both very large and very small numbers in the coefficient matrix. For example, in the Polynomial Interpolation, we have $u^{\prime \prime \prime \prime}=\sum_{n=0}^{O} a_{n} n(n-1)(n-2)(n-3) x^{n}$. The coefficients $n(n-1)(n-2)(n-3)$ grow rapidly with increasing $n$, and are quite different in magnitude when $n$ is small or large. Ill-conditioned system of equations are difficult to solve, which usually requires special regularization techniques to condition the coefficient matrix. To make this more clear, the condition number of each case is given in Tab. (2.2.1).

Table 2.2.1: Condition numbers for the coefficient matrices of primal collocation methods, with global Harmonics, Polynomial, RBFs as trial functions. $O=15$ is used in Eqs. (2.2.3)-(2.2.5)

|  | Harmonics | Polynomial | global RBFs |
| :---: | :---: | :---: | :---: |
| Well-posed BCs | $1.8 \times 10^{10}$ | $2.4 \times 10^{8}$ | $2.5 \times 10^{16}$ |
| Ill-posed BCs | $1.8 \times 10^{10}$ | $2.4 \times 10^{8}$ | $2.6 \times 10^{16}$ |

### 2.2.3 Global trial functions, primal finite volume method

For the weighted-residual weak form Eq. (2.2.2), instead of using Dirac Delta function as the test function, another simple choice is to use the Heaviside function as the test function. This leads to the subdomain method or the finite volume method (FVM). We firstly define $N$ subdomains of the beam: $\Omega_{I}, I=1,2, \ldots, N$, where $\Omega_{I} \subset \Omega$. It should be noted that, there is a variety of methods for the definition of subdomains $\Omega_{I}$, which can be either overlapping or non-overlapping. In this study, we simply divide the beam into $N$ segments by $N+1$ points, $x_{0}=0, x_{1}, \ldots, x_{N}=1$. So that we have $\Omega_{I}=\left\{x \mid x_{I-1} \leq x \leq x_{I}\right\}$. We denote the boundary of the subdomain as $\partial \Omega_{I}$. By considering various boundary conditions, we further denote various
parts of the local boundary as: $S_{I}, S_{I}^{\prime}, S_{I}^{\prime \prime}, S_{I}^{\prime \prime \prime}, L_{I}$ :
$S_{I}=\partial \Omega_{I} \cap S$
$S_{I}^{\prime}=\partial \Omega_{I} \cap S^{\prime}$
$S_{I}^{\prime \prime}=\partial \Omega_{I} \cap S^{\prime \prime}$
$S_{I}^{\prime \prime \prime}=\partial \Omega_{I} \cap S^{\prime \prime \prime}$
$L_{I}=\partial \Omega_{I}-\partial \Omega$
The Heaviside function for the $I^{t h}$ subdomain (or hat function) is defined as:
$v= \begin{cases}1, & x \in \Omega_{I} \\ 0, & \text { otherwise }\end{cases}$
Substituting Eq. (2.2.9) into the weighted-residual weak-form Eq. (2.2.2), we have:
$\int_{\Omega_{I}}\left[u^{\prime \prime \prime \prime}(x)+u(x)-f\right] d x=0$
In this way, we are actually enforcing that the average residual of the $4^{\text {th }}$ order ODE should vanish in each subdomain. By using $\int_{\Omega_{I}} u^{\prime \prime \prime \prime}(x) d x=\left[n_{x} u^{\prime \prime \prime}(x)\right]_{\partial \Omega_{I}}$, and implementing the boundary condition at $S_{I}^{\prime \prime \prime}$, the following finite volume weak-form is obtained:

$$
\begin{equation*}
\left[n_{x} \bar{y}^{-\prime \prime}(x)\right]_{S_{I}^{\prime \prime \prime}}+\left[n_{x} u^{\prime \prime \prime}(x)\right]_{\partial \Omega_{I}-S_{I}^{\prime \prime \prime}}+\int_{\Omega_{I}}[u(x)-f] d x=0 \tag{2.2.12}
\end{equation*}
$$

By considering the global trial functions as defined in Eqs. (2.2.3)-(2.2.6), the finite volume equations for this $4^{\text {th }}$ order ODE are obtained:

$$
\begin{equation*}
\left\{\left[n_{x} \boldsymbol{\Phi}^{\prime \prime \prime}(x)\right]_{\partial \Omega_{I}-S_{I}^{\prime \prime \prime}}+\int_{\Omega_{I}} \boldsymbol{\Phi}(x) d x\right\} \boldsymbol{\alpha}=\int_{\Omega_{I}} f d x-\left[n_{x} \bar{y}^{\prime \prime \prime}(x)\right]_{S_{I}^{\prime \prime \prime}} \tag{2.2.13}
\end{equation*}
$$

Moreover, the rest of the boundary conditions can be enforced by collocation:

$$
\begin{align*}
& u\left(x_{I}\right)=\boldsymbol{\Phi}\left(x_{I}\right) \boldsymbol{\alpha}=\bar{y}, \text { for } x_{I} \in S \\
& u^{\prime}\left(x_{I}\right)=\boldsymbol{\Phi}^{\prime}\left(x_{I}\right) \boldsymbol{\alpha}=\bar{y}^{\prime}, \text { for } x_{I} \in S^{\prime}  \tag{2.2.14}\\
& u^{\prime \prime}\left(x_{I}\right)=\boldsymbol{\Phi}^{\prime \prime}\left(x_{I}\right) \boldsymbol{\alpha}=\bar{y}^{\prime \prime}, \text { for } x_{I} \in S^{\prime \prime}
\end{align*}
$$

It should be noted that we started from the unsymmetric weak-form Eq. (2.2.2), which involves the $4^{\text {th }}$ order derivatives of the trial function $u$. But the final algorithmic formulations for the primal FVM, as given in Eqs.(2.2.13)- (2.2.14), involve only up to the $3^{\text {rd }}$ derivatives of the trial function. This, however, does not mean that
we can reduce the continuity requirement. The trial functions have to be selected from $C^{3}$ continuous functions for the current primal finite volume method.
We use the primal finite volume method with global interpolations to solve wellposed \& ill-posed problem given in Eq. (2.1.7) and Eq. (2.1.9). The same global trial functions of Harmonics, Polynomials and RBFs are adopted. The beam is divided into evenly distributed $M$ subdomains, where $M$ is equal to the number of undetermined coefficients. It is found that the accuracies of solutions are similar to those primal collocation methods given in section 2.2.2. In order to avoid repetition, only the computational results for global RBF primal FVM are given in Fig. (2.2.9)-(2.2.10).

It can be seen that the simple scheme of the primal FVM can also deal with with both well-posed and ill-posed BCs quite easily. However, the 3 obvious disadvantages of using global trial functions, as discussed in the previous section for primal collocation method, are still the main obstacles that are preventing the applications of these global methods. For this reason, methods with local interpolations are more favorable.
Element-based interpolations, and node-based meshless interpolations are the two most important kinds of local interpolations. For this one-dimensional problem, it is not impossible to develop $C^{3}$ elements. Similar to the $C^{1}$ Hermite interpolations, one can develop a two-node interpolation, with 4 DOFs $u, u^{\prime}, u^{\prime \prime}, u^{\prime \prime \prime}$ at each node. However, this type of local interpolation is too complex to be useful. Moreover, generalization of this type of interpolation to arbitrarily-shaped 2D and 3D elements is almost impossible. Therefore, instead of using element-based interpolations, we use meshless interpolations in this study for primal collocation and FVM, which can easily satisfy the requirement of $C^{3}$ continuity of trial functions.

### 2.3 Local weighted-residual unsymmetric weak-form-1, meshless local trial functions, MLPG primal collocation \& finite volume methods

### 2.3.1 Local unsymmetric weak-form-1

The Meshless Local Petrov Galerkin (MLPG) method is a truly meshless method, without using element-based interpolations, and without involving background elements/cells to evaluate domain integrals [Atluri and Zhu (1998)]. The fundamental difference between MLPG, finite elements as well as other Galerkin meshless methods (such as EFG) is that, MLPG is based on local Petrov-Galerkin weak-forms instead of the global symmetric Galerkin weak-form. A variety of primal MLPG methods is available, with various local symmetric \& unsymmetric weak-forms, leading to MLPG collocation, finite volume, Galerkin, LBIE, etc, see [Zhu, Zhang, and Atluri (1998a,b); Atluri and Zhu (1998); Atluri, Kim, and Cho (1999); Atluri,


Figure 2.2.9: Solution of the well-posed problem given in Eq. (2.1.7), by the primal finite volume method, with global RBFs as trial functions. $O=15$ is used in Eq. (2.2.5). The beam is uniformly divided into 15 subdomains to enforce FVM equations of the $4^{t h}$ order ODE.


Figure 2.2.10: Solution of the ill-posed problem given in Eq. (2.1.9), by the primal finite volume method, with global RBFs as trial functions. $O=15$ is used in Eq. (2.2.5). The beam is uniformly divided into 15 subdomains to enforce FVM equations of the $4^{t h}$ order ODE.

Sladek, Sladek, and Zhu (2000); Sladek, Sladek, and Atluri (2000); Sladek, Sladek, and Zhang (2003); Atluri and Shen (2002a,b); Atluri, Han, and Shen (2003); Atluri (2004)]. Systematic treatments of various primal MLPG methods can be found in the monographs [Atluri and Shen (2002a); Atluri (2004)]. Several mixed implementations of MLPG approached was also developed in [Atluri, Han, and Rajendran (2004); Atluri, Liu, and Han (2006a,b); Avila, Han, and Atluri (2011)]. A detailed review of applications of MLPG for various problems in engineering and applied sciences can also be found in [Sladek, Stanak, Han, Sladek, and Atluri (2013)].

The trial functions of general meshless methods are constructed based on a scatter of nodes: $x_{I}, I=1,2, \ldots, N$, each of which are associated with a fictitious nodal unknown. Unlike the traditional FEM and various Global Galerkin meshless methods such as EFG [Belytschko and Lu (1994)], for this $4^{\text {th }}$ order ODE, the weak-form can be obtained by considering a local subdomain $\Omega_{I}$ for each node $x_{I}$, and write the weigh-residual integral over this subdomain:
$\int_{\Omega_{I}} R v d x=\int_{\Omega_{I}}\left(u^{\prime \prime \prime \prime}+u-f\right) v d x=0$
There is a variety of ways of defining the local subdomain $\Omega_{I}$, among which the most convenient and popular one is to consider a local interval centered at node $x_{I}$, with a fixed radius $l_{I}$, i.e. $\Omega_{I}=\left\{x \mid x_{I}-l_{I} \leq x \leq x_{I}+l_{I}, x \in \Omega\right\}$. In this way, the local subdomains $\Omega_{I}$ are either over-lapping or non-over-lapping, depending on the predefined subdomain radius $l_{I}$. Similar to what was done for the primal FVM, we denote the boundary of the subdomain as $\partial \Omega_{I}$. By considering various boundary conditions, we further denote various parts of the local boundary as: $S_{I}, S_{I}^{\prime}, S_{I}^{\prime \prime}, S_{I}^{\prime \prime \prime}, L_{I}$ :
$S_{I}=\partial \Omega_{I} \cap S$
$S_{I}^{\prime}=\partial \Omega_{I} \cap S^{\prime}$
$S_{I}^{\prime \prime}=\partial \Omega_{I} \cap S^{\prime \prime}$
$S_{I}^{\prime \prime \prime}=\partial \Omega_{I} \cap S^{\prime \prime \prime}$
$L_{I}=\partial \Omega_{I}-\partial \Omega$

Integrating Eq. (2.3.1) by parts several times, a variety of different local symmetric and unsymmetric weak-forms can be obtained. Only some of the most useful ones are given in the section 2.3, 2.5, 2.7, while detailed discussions of each weak-form can be found in [Atluri and Shen $(2005,2002 b)$ ].

### 2.3.2 Meshless local trial functions

In general, meshless methods use a local interpolation/approximation, to represent the trial function, using the values (or the fictitious values) of the unknown variable at some randomly located nodes. Various meshless interpolations are available in [Atluri and Shen (2002a); Atluri (2004)], such as Moving Least Squares (MLS), compactly-supported Radial Basis Functions (cs-RBF), Shepherd Functions, Partitions of Unity, etc. Detailed discussions of various meshless interpolations are beyond the scope of this study. Only MLS is implemented and demonstrated at here.
The MLS method starts by expressing the variable $u(x)$ as polynomials:
$u(x)=\mathbf{p}^{T}(x) \mathbf{a}(x)$
where $\mathbf{p}^{T}(x)=\left[1, x, x^{2}, \ldots, x^{n}\right]$ is the monomial basis complete to the order $n$. In this study, the third-order interpolation is used. $\mathbf{a}(x)$ is a vector containing the coefficients of each monomial basis, which can be determined by minimizing the following weighted least square objective function, defined as:

$$
\begin{align*}
J(\mathbf{a}(x)) & =\sum_{I=1}^{N} w_{I}(x)\left[\mathbf{p}^{T}\left(x_{I}\right) \mathbf{a}(x)-\hat{u}_{I}\right]^{2}  \tag{2.3.4}\\
& =[\mathbf{P a}(x)-\hat{\mathbf{u}}]^{T} \mathbf{W}[\mathbf{P a}(x)-\hat{\mathbf{u}}]
\end{align*}
$$

where, $x_{I}, I=1,2, \ldots, N$, is a group of discrete nodes, and $\hat{u}_{I}$ is the fictitious n odal value at $x_{I}, w_{I}(\mathbf{x})$ is the preselected weight function. Various weight functions can be found in [Atluri and Shen (2002a); Atluri (2004)]. In general, the weight function should be a local function, i.e. it should be non-zero only within a certain support range of node $x_{I}$. The weight function should also be positive and continuous up to a certain order. For this case, $C^{3}$ continuity is required. A $7^{\text {th }}$ order spline weight function is used here:
$w_{I}(x)= \begin{cases}1-35\left(\frac{d_{I}}{r_{I}}\right)^{4}+84\left(\frac{d_{I}}{r_{I}}\right)^{5}-70\left(\frac{d_{I}}{r_{I}}\right)^{6}+20\left(\frac{d_{I}}{r_{I}}\right)^{7}, & d_{I}<r_{I} \\ 0, & d_{I} \geq r_{I}\end{cases}$
where, $r_{I}$ stands for the radius of the support range for node $x_{I}$, and $d_{I}$ stands for the distance between $x$ and $x_{I}$.
From Eq. (2.3.4), the basis function of the MLS can be obtained:

$$
\begin{equation*}
u(x)=\mathbf{p}^{T} \mathbf{A}^{-1}(x) \mathbf{B}(x) \hat{\mathbf{u}}=\boldsymbol{\alpha}^{T}(x) \mathbf{B}(x) \hat{\mathbf{u}}=\boldsymbol{\Phi} \hat{\mathbf{u}} \tag{2.3.6}
\end{equation*}
$$

where, matrices $\mathbf{A}(\mathbf{x})$ and $\mathbf{B}(\mathbf{x})$ are defined by:

$$
\begin{align*}
& \mathbf{A}(x)=\mathbf{P}^{T} \mathbf{W}(x) \mathbf{P} \\
& \mathbf{B}(x)=\mathbf{P}^{T} \mathbf{W}(x) \tag{2.3.7}
\end{align*}
$$

$\boldsymbol{\Phi}(x)$ is named as the MLS basis function. It should be noticed that, $\hat{u}_{I}$ are named as fictitious nodal values because the MLS interpolation generally does not pass through these values at each scattered node, i.e. $u\left(x_{I}\right)=\boldsymbol{\Phi} \hat{\mathbf{u}} \neq \hat{u}_{I}$.
The differentiations of the MLS basis functions, however, are quite complex, by exploring the following relations:

$$
\begin{align*}
& \mathbf{A} \boldsymbol{\alpha}_{, x}=\mathbf{p}_{, x}-\mathbf{A}_{, x} \boldsymbol{\alpha} \\
& \mathbf{A} \boldsymbol{\alpha}_{, x x}=\mathbf{p}_{, x x}-\mathbf{A}_{, x x} \boldsymbol{\alpha}-2 \mathbf{A}_{, x} \boldsymbol{\alpha}_{, x} \\
& \mathbf{A} \boldsymbol{\alpha}_{, x x x}=\mathbf{p}_{, x x x}-\mathbf{A}_{, x x x} \boldsymbol{\alpha}-3 \mathbf{A}_{, x x} \boldsymbol{\alpha}_{, x}-3 \mathbf{A}_{, x} \boldsymbol{\alpha}_{, x x}  \tag{2.3.8}\\
& \mathbf{A} \boldsymbol{\alpha}_{, x x x x}=\mathbf{p}_{, x x x x}-\mathbf{A}_{, x x x} \boldsymbol{\alpha}-4 \mathbf{A}_{, x x x} \boldsymbol{\alpha}_{, x}-6 \mathbf{A}_{, x x} \boldsymbol{\alpha}_{, x x}-4 \mathbf{A}_{, x} \boldsymbol{\alpha}_{, x x x}
\end{align*}
$$

And the derivatives up to the fourth-order are obtained by:

$$
\begin{align*}
& \boldsymbol{\Phi}_{, x}=\boldsymbol{\alpha}_{, x}^{T} \mathbf{B}+\boldsymbol{\alpha}^{T} \mathbf{B}_{, x} \\
& \boldsymbol{\Phi}_{, x x}=\boldsymbol{\alpha}_{, x x}^{T} \mathbf{B}+2 \boldsymbol{\alpha}_{, x}^{T} \mathbf{B}_{, x}+\boldsymbol{\alpha}^{T} \mathbf{B}_{, x x} \\
& \boldsymbol{\Phi}_{, x x x}=\boldsymbol{\alpha}_{, x x x}^{T} \mathbf{B}+3 \boldsymbol{\alpha}_{, x x}^{T} \mathbf{B}_{, x}+3 \boldsymbol{\alpha}_{, x}^{T} \mathbf{B}_{, x x}+\boldsymbol{\alpha}^{T} \mathbf{B}_{, x x x}  \tag{2.3.9}\\
& \boldsymbol{\Phi}_{, x x x x}=\boldsymbol{\alpha}_{, x x x x}^{T} \mathbf{B}+4 \boldsymbol{\alpha}_{, x x x}^{T} \mathbf{B}_{, x}+6 \boldsymbol{\alpha}_{, x x}^{T} \mathbf{B}_{, x x}+4 \boldsymbol{\alpha}_{, x}^{T} \mathbf{B}_{, x x x}+\boldsymbol{\alpha}^{T} \mathbf{B}_{, x x x x}
\end{align*}
$$

### 2.3.3 MLPG primal collocation method

In a fashion similar to the primal collocation with global interpolations, the MLPG primal collocation can be developed, with Moving Least Squares as trial functions. For example, by using $v=\boldsymbol{\delta}\left(x-x_{I}\right)$ as the test function, the local weak-form Eq. (2.3.1) leads to the MLPG primal collocation method:
$u^{\prime \prime \prime \prime}\left(x_{I}\right)+u\left(x_{I}\right)=\left[\boldsymbol{\Phi}^{\prime \prime \prime \prime}\left(x_{I}\right)+\boldsymbol{\Phi}\left(x_{I}\right)\right] \hat{\mathbf{u}}=f$
And the boundary conditions are also enforced by collocation:
$u\left(x_{I}\right)=\boldsymbol{\Phi}\left(x_{I}\right) \hat{\mathbf{u}}=\bar{y}$, for $x_{I} \in S$
$u^{\prime}\left(x_{I}\right)=\boldsymbol{\Phi}^{\prime}\left(x_{I}\right) \hat{\mathbf{u}}=\bar{y}^{\prime}$, for $x_{I} \in S^{\prime}$
$u^{\prime \prime}\left(x_{I}\right)=\boldsymbol{\Phi}^{\prime \prime}\left(x_{I}\right) \hat{\mathbf{u}}=\bar{y}^{\prime \prime}$, for $x_{I} \in S^{\prime \prime}$
$u^{\prime \prime \prime}\left(x_{I}\right)=\boldsymbol{\Phi}^{\prime \prime \prime}\left(x_{I}\right) \hat{\mathbf{u}}=\bar{y}^{\prime \prime \prime}$, for $x_{I} \in S^{\prime \prime \prime}$
It can be seen that the algorithmic formulation of the current MLPG method is the same as those primal collocation method given in section 2.2. The only difference is that MLS trial functions are used instead of global interpolations. However, through several numerical experiments, it is found that the MLPG primal collocation method with MLS trial functions cannot obtain a meaningful solution for such a $4^{\text {th }}$ order ODE. For example, we use 15 uniformly distributed nodes in the beam
to construct the MLS basis functions, and enforce the $4^{\text {th }}$ order ODE by collocation at at each node. $3.5 h$ is used as the radius of support range $\left(r_{I}\right)$ of each node, with $h=\frac{1}{14}$ being the nodal distance. Very large computational error for displacement, rotation, and moment are obtained for such a MLPG primal collocation method, as given in Fig. 2.3.1.
This is mainly due to the complexity of high-order derivatives of MLS basis functions. To clarify this, with 15 uniformly distributed nodes, we compare the basis functions of MLS to global RBF. In Fig. 2.3.2 and Fig. 2.3.3, the basis function of the $8^{t h}$ node $\left(x_{8}=0.5\right)$ for both MLS and RBF, as well as their derivatives up to the $4^{\text {th }}$ order, are given. It can be seen that, although MLS has the favorable feature of locality, its higher-order derivatives are too complex. Therefore, in MLS-based methods, one should avoid using higher-order derivatives of the basis functions. This can be done either through integrations by parts, or using the mixed approaches, as shown later in this study.

### 2.3.4 MLPG primal finite volume method

The MLPG primal finite volume method can be developed, by using $v=1$ as the test function for the local unsymmetric weak-form Eq. (2.3.1). Actually, this will lead to exactly the same finite-volume equations as compared to the global finitevolume method, i.e. Eq. (2.2.12). The only difference is that MLS basis functions are used instead of global trial functions. Thus, we directly write down the final equations for the MLPG primal finite volume method:

$$
\begin{equation*}
\left\{\left[n_{x} \boldsymbol{\Phi}^{\prime \prime \prime}(x)\right]_{\partial \Omega_{I}-S_{I}^{\prime \prime \prime}}+\int_{\Omega_{I}} \boldsymbol{\Phi}(x) d x\right\} \hat{\mathbf{u}}=\int_{\Omega_{I}} f d x-\left[n_{x} y^{-\prime \prime}(x)\right]_{S_{I}^{\prime \prime \prime}} \tag{2.3.12}
\end{equation*}
$$

The rest of the boundary conditions can be implemented by collocation:

$$
\begin{align*}
& u\left(x_{I}\right)=\boldsymbol{\Phi}\left(x_{I}\right) \hat{\mathbf{u}}=\bar{y}, \text { for } x_{I} \in S \\
& u^{\prime}\left(x_{I}\right)=\boldsymbol{\Phi}^{\prime}\left(x_{I}\right) \hat{\mathbf{u}}=\bar{y}^{\prime}, \text { for } x_{I} \in S^{\prime}  \tag{2.3.13}\\
& u^{\prime \prime}\left(x_{I}\right)=\boldsymbol{\Phi}^{\prime \prime}\left(x_{I}\right) \hat{\mathbf{u}}=\bar{y}^{\prime \prime}, \text { for } x_{I} \in S^{\prime \prime}
\end{align*}
$$

We use the MLPG primal FVM with MLS to solve well-posed \& ill-posed problems given in Eq. (2.1.7) and Eq. (2.1.9). 15 uniformly distributed nodes are used to construct the MLS basis functions. $3.5 h$ is used as the radius of support range ( $r_{I}$ ) of each node, with $h=\frac{1}{14}$ being the nodal distance. The radius of the subdomain $\left(l_{I}\right)$ is also defined as $3.5 h$. As shown in Fig. 2.3.4, for the well-posed problem, the MLPG primal FVM can obtain reasonable solution for the well-posed problem, although the accuracy is not highly satisfactory. Comparing this to the failure of MLPG primal collocation method, one can see that this is because the collocation


Figure 2.3.1: Solution of the well-posed problem given in Eq. (2.1.7), by the MLPG primal collocation method, with MLS as trial functions. 15 uniformly distributed nodes are used to construct the MLS basis functions. $r_{I}=3.5 h$ are defined as the radius of the support range associated with each node $x_{I}$.


Figure 2.3.2: The global RBF function, and its derivatives up to the $4^{\text {th }}$ order


Figure 2.3.3: The local MLS function, and its derivatives up to the $4^{\text {th }}$ order


Figure 2.3.4: Solution of the well-posed problem given in Eq. (2.1.7), by the MLPG primal finite volume method, with MLS as trial functions. 15 uniformly distributed nodes are used to construct the MLS basis functions. $r_{I}=3.5 h$ and $l=3.5 h$ are defined as the radius of the support range and subdomain associated with each node $x_{I}$.


Figure 2.3.5: Solution of the ill-posed problem given in Eq. (2.1.9), by the MLPG primal finite volume method, with MLS as trial functions. 15 uniformly distributed nodes are used to construct the MLS basis functions. $r_{I}=3.5 h$ and $l=3.5 h$ are defined as the radius of the support range and subdomain associated with each node $x_{I}$.


Figure 2.3.6: Solution of the ill-posed problem given in Eq. (2.1.9), by the MLPG primal finite volume method, with MLS as trial functions. 150 uniformly distributed nodes are used to construct the MLS basis functions. $r_{I}=3.5 h$ and $l=3.5 h$ are defined as the radius of the support range and subdomain associated with each node $x_{I}$.
scheme involves the evaluating of the $4^{\text {th }}$ order derivative of $\boldsymbol{\Phi}(x)$ at each collocation point, while the FVM scheme only involves evaluating the $3^{\text {rd }}$ order derivative of $\boldsymbol{\Phi}(x)$ at the local boundary of each subdomain. Therefore, in the development of MLPG methods, one should avoid evaluating higher-order derivatives of $\boldsymbol{\Phi}(x)$ as much as possible. From Fig. 2.3.5, one can see that the MLPG primal FVM performs worse in solving the ill-posed problem. This is expected because solutions of ill-posed problem are generally unstable, and highly-sensitive to various errors of caused by prescribed boundary conditions, given material parameters, as well as inaccurate computational schemes. The accuracy of the solution can be improved by increasing the number of nodes, as shown in Fig. 2.3.5. However, a more efficient \& accurate computational scheme is preferred, with mixed formulations instead of primal ones. This will be demonstrated in section 3 and 4.

### 2.4 Global symmetric weak-form, primal finite element method

### 2.4.1 Global symmetric weak-form

Integrating Eq. (2.2.2) by parts twice yields the following global symmetric weak form,

$$
\begin{equation*}
\left[n_{x} u^{\prime \prime \prime} v\right]_{\partial \Omega}-\left[n_{x} u^{\prime \prime} v^{\prime}\right]_{\partial \Omega}+\int_{\Omega}\left(u^{\prime \prime} v^{\prime \prime}+u v-f v\right) d x=0 \tag{2.4.1}
\end{equation*}
$$

It can be seen in Eq. (2.4.1), higher-order BCs $u^{\prime \prime}, u^{\prime \prime \prime}$ are naturally embedded in the symmetric weak-form. Therefore, we can satisfy the higher-order BCs at $S^{\prime \prime}, S^{\prime \prime \prime}$ with the symmetric weak-form, and satisfy the lower-order BCs at $S, S^{\prime}$ a-priori. For the well-posed problems, we have $S+S^{\prime \prime \prime}=S^{\prime}+S^{\prime \prime}=\partial \Omega$. Therefore, we can prescribe that the test functions $v, v^{\prime}$ should vanish at $S, S^{\prime}$, in order to simplify the symmetric weak-form. In this way, we satisfy the following conditions a-priori:

$$
\begin{equation*}
u=\bar{y}, v=0 \text { at } S \tag{2.4.2}
\end{equation*}
$$

$u^{\prime}=\bar{y}^{\prime}, v^{\prime}=0$ at $S^{\prime}$
And the symmetric weak form becomes:
$\left[n_{x} \bar{y}^{\prime \prime \prime} v\right]_{S^{\prime \prime \prime}}-\left[n_{x} \bar{y}^{\prime \prime} v^{\prime}\right]_{S^{\prime \prime}}+\int_{\Omega}\left(u^{\prime \prime} v^{\prime \prime}+u v-f v\right) d x=0$
with $n_{x}=-1$ at $x=0$ and $n_{x}=1$ at $x=1$.
For this symmetric weak form, both the trial and test function are required to be $C^{1}$ continuous. It is still possible to use global trial functions in terms of Harmonics, Polynomials and RBFs, leading to the global Galerkin method, such as [Dai, Paik, and Atluri (2011)]. However, as discussed before, using global trial functions leads
to a dense, ill-conditioned system of equations. It is more favorable to have local trial functions instead of global ones. In the next subsection, we use elementbased trial functions (Hermite Interpolation), and develop the primal Finite Element Method.

### 2.4.2 Hermite interpolation, finite element method

In order to satisfy the requirement of $C^{1}$ continuity, element-based Hermite interpolations can be used as trial functions. We divide the domain of interest into $N$ nonoverlapping sub-domains, with $N+1$ nodes $x_{0}=0, x_{1}, x_{2}, \ldots, x_{N}=1$. In this way, each subdomain $\Omega_{I}$ can be defined as $\left\{x \mid x_{I-1} \leq x \leq x_{I}\right\}$. For finite element method, such non-overlapping subdomains are named as elements. The trial function and test functions are interpolated using the same element-based basis functions:
$u=\mathbf{N q}, \quad v=\mathbf{N p}, \quad x_{I-1} \leq x \leq x_{I}$
$\mathbf{N}=\left[\begin{array}{llll}N_{1} & N_{2} & N_{3} & N_{4}\end{array}\right]$
$\mathbf{q}=\left[\begin{array}{llll}u_{I-1} & u_{I-1}^{\prime} & u_{I} & u_{I}^{\prime}\end{array}\right]^{T}, \quad \mathbf{p}=\left[\begin{array}{llll}v_{I-1} & v_{I-1}^{\prime} & v_{I} & v_{I}^{\prime}\end{array}\right]^{T}$
$N_{1}=1-3 s^{2}+2 s^{3}, \quad N_{2}=\left(s-2 s^{2}+s^{3}\right) l$
$N_{3}=3 s^{2}-2 s^{3}, \quad N_{4}=\left(-s^{2}+s^{3}\right) l$
$s=\frac{x-x_{I-1}}{x_{I}-x_{I-1}}, \quad l=x_{I}-x_{I-1}$
And finite element equations are obtained by substituting Eq. (2.4.4) into the symmetric weak form Eq. (2.4.3) :

$$
\begin{align*}
& \sum_{I=1}^{N} \mathbf{p}^{T} \int_{\Omega_{I}}\left(\mathbf{N}^{\prime \prime} \mathbf{N}^{\prime \prime}+\mathbf{N}^{T} \mathbf{N}\right) d x \mathbf{q} \\
& =\sum_{I=1}^{N} \mathbf{p}^{T} \int_{\Omega_{I}} \mathbf{N}^{T} f d x+\left[\mathbf{p}^{T} \mathbf{N}^{T} n_{x} \bar{y}^{\prime \prime \prime}\right]_{S^{\prime \prime \prime}}-\left[\mathbf{p}^{T} \mathbf{N}^{\prime T} n_{x} \bar{y}^{\prime \prime \prime}\right]_{S^{\prime \prime}} \tag{2.4.5}
\end{align*}
$$

which can be rewritten as:

$$
\begin{align*}
& \sum_{I=1}^{N} \mathbf{p}^{T} \mathbf{K}^{T} \mathbf{q}=\sum_{I=1}^{N} \mathbf{p}^{T} \mathbf{Q} \\
& \mathbf{K}=\int_{\Omega_{I}}\left(\mathbf{N}^{\prime \prime} \mathbf{N}^{\prime \prime}+\mathbf{N}^{T} \mathbf{N}\right) d x  \tag{2.4.6}\\
& \mathbf{Q}=\int_{\Omega_{I}} \mathbf{N}^{T} f d x+\left[\mathbf{N}^{T} n_{x} \bar{y}^{\prime \prime \prime \prime}\right]_{S_{I}^{\prime \prime \prime}}-\left[\mathbf{N}^{T} n_{x} \bar{y}^{\prime \prime}\right]_{S_{I}^{\prime \prime}}
\end{align*}
$$

where
$S_{I}^{\prime \prime}=\partial \Omega_{I} \cap S^{\prime \prime}$
$S_{I}^{\prime \prime \prime}=\partial \Omega_{I} \cap S^{\prime \prime \prime}$.

This will lead to the global FEM equation by considering the arbitrariness of $\mathbf{p}$ :
$\mathbf{K}^{g} \mathbf{q}^{g}=\mathbf{Q}^{g}$
$\mathbf{K}^{g}$ and $\mathbf{Q}^{g}$ are the generalized global stiffness matrix and force vector, obtained by the assembly of their local counterparts for each element. And $\mathbf{q}^{g}$ is the vector of nodal unknowns to be solved.
As an example, this $4^{\text {th }}$ order ODE is solved using 15 even-sized primal finite elements. As shown in Fig. 2.4.1, computational results agree with with analytical solutions. One can also find out that the system of equations are symmetric, banded, sparse, positive-definite, and well-conditioned.
However, one should be aware that, although $C^{1}$ elements are simple for this onedimensional problem, they are too difficult for generally-shaped, two- and threedimensional problems. Therefore, for higher-order higher-dimensional problems, such as the fourth-order PDE of the Kirchoff plate, it is difficult to use the primal formulation to develop Finite Elements.
Another disadvantage of finite element method is that, it can not directly deal with ill-posed BCs. This is because that the symmetric weak-form cannot accommodate higher-order and lower-order BCs at the same part of the boundary. As shown in Eqs. (2.4.1)-(2.4.3), at a boundary point $x=0$ or 1 , the test function $v$ is set to be 0 if $u$ is prescribed, therefore the high-order BC of $u^{\prime \prime \prime}$ cannot be prescribed at the same boundary point. Similarly, $u^{\prime}$ and $u^{\prime \prime}$ cannot be prescribed at the same boundary point.

### 2.5 Local symmetric weak-form, MLPG method

### 2.5.1 Local symmetric weak-form

For the MLPG method, a local subdomain $\Omega_{I}$ is associated with each of the scattered nodes: $x_{I}, I=1,2, \ldots, N$. Similar to the global weak-form Eq. (2.4.1), the same equation can be written for each subdomain:

$$
\begin{equation*}
\left[n_{x} u^{\prime \prime \prime} v\right]_{\partial \Omega_{I}}-\left[n_{x} u^{\prime \prime} v^{\prime}\right]_{\partial \Omega_{I}}+\int_{\Omega_{I}}\left(u^{\prime \prime} v^{\prime \prime}+u v-f v\right) d x=0 \tag{2.5.1}
\end{equation*}
$$

As shown in Eq. (2.2.9), various parts of the local subdomain can be denoted as $S_{I}, S_{I}^{\prime}, S_{I}^{\prime \prime}, S_{I}^{\prime \prime \prime}, L_{I}$. And for well-posed problems, we have $S_{I}+S_{I}^{\prime \prime \prime}+L_{I}=S_{I}^{\prime}+S_{I}^{\prime \prime}+$ $L_{I}=\partial \Omega_{I}$. Thus, by substituting in the higher-order boundary conditions in Eq. (2.5.1), the following local symmetric weak-form can be obtained:

$$
\begin{align*}
& {\left[n_{x} \bar{y}^{-\prime \prime} v\right]_{S_{I}^{\prime \prime \prime}}+\left[n_{x} u^{\prime \prime \prime} v\right]_{S_{I}+L_{I}}-\left[n_{x} \bar{y}^{\prime \prime} v^{\prime}\right]_{S_{I}^{\prime \prime}}-\left[n_{x} u^{\prime \prime} v^{\prime}\right]_{S_{I}^{\prime}+L_{I}}} \\
& +\int_{\Omega_{I}}\left(u^{\prime \prime} v^{\prime \prime}+u v-f v\right) d x=0 \tag{2.5.2}
\end{align*}
$$



Figure 2.4.1: Solution of the well-posed problem given in Eq. (2.1.7), by the primal finite element method, with element-based Hermite interpolations as trial functions. 15 even-sized elements are used for the discretization of the beam.

In order to further simplify the weak-form, and avoid evaluating higher-order derivatives of MLS basis functions as much as possible, we can select special test function such that $v$ and $v^{\prime}$ should vanish at $L_{I}$. In this way, Eq. (2.5.2) becomes:

$$
\begin{align*}
& {\left[n_{x} \bar{y}^{\prime \prime \prime} v\right]_{S_{I}^{\prime \prime \prime}}+\left[n_{x} u^{\prime \prime \prime} v\right]_{S_{I}}-\left[n_{x} \bar{y}^{\prime \prime} v^{\prime}\right]_{S_{I}^{\prime \prime}}-\left[n_{x} u^{\prime \prime} v^{\prime}\right]_{S_{I}^{\prime}}} \\
& +\int_{\Omega_{I}}\left(u^{\prime \prime} v^{\prime \prime}+u v-f v\right) d x=0 \tag{2.5.3}
\end{align*}
$$

### 2.5.2 MLS weight-function as the test function, MLPG primal method

In this section, we develop MLPG method for this $4^{\text {th }}$ order ODE, based on the symmetric weak-form Eq. (2.5.3). As discussed in last section, the test function should be selected so that $v$ and $v^{\prime}$ vanish at $L_{I}$. As shown in section 2.3.2, the weight-function for MLS is such a function. Suppose the radius of the local subdomain is $l_{I}$, we can use the following $7^{\text {th }}$ order spline function as the test function:
$v(x)=1-35\left(\frac{d_{I}}{l_{I}}\right)^{4}+84\left(\frac{d_{I}}{l_{I}}\right)^{5}-70\left(\frac{d_{I}}{l_{I}}\right)^{6}+20\left(\frac{d_{I}}{l_{I}}\right)^{7}$
where $d_{I}$ is the distance between $x$ and node $x_{I}$.
By using MLS as the trial functions, the following equations of MLPG can be obtained:

$$
\begin{align*}
& \left\{\left[n_{x} \boldsymbol{\Phi}^{\prime \prime \prime}(x) v\right]_{S_{I}}-\left[n_{x} \boldsymbol{\Phi}^{\prime \prime}(x) v^{\prime}\right]_{S_{I}^{\prime}}+\int_{\Omega_{I}}\left[\boldsymbol{\Phi}^{\prime \prime}(x) v^{\prime \prime}+\boldsymbol{\Phi}(x) v-f v\right] d x\right\} \hat{\mathbf{u}}  \tag{2.5.5}\\
& =\int_{\Omega_{I}} f v d x-\left[n_{x} \bar{y}^{\prime \prime \prime} v\right]_{S_{I}^{\prime \prime \prime}}+\left[n_{x} \bar{y}^{\prime \prime} v^{\prime}\right]_{S_{I}^{\prime \prime}}
\end{align*}
$$

And the lower-order BCs are enforced by simple collocation:

$$
\begin{align*}
& u\left(x_{I}\right)=\boldsymbol{\Phi}\left(x_{I}\right) \hat{\mathbf{u}}=\bar{y}, \text { for } x_{I} \in S \\
& u^{\prime}\left(x_{I}\right)=\boldsymbol{\Phi}^{\prime}\left(x_{I}\right) \hat{\mathbf{u}}=\bar{y}^{\prime}, \text { for } x_{I} \in S^{\prime} \tag{2.5.6}
\end{align*}
$$

We use the current MLPG method to solve the well-posed problem given in Eq. (2.1.7) . 15 uniformly distributed nodes are used to construct the MLS basis functions. $3.5 h$ is used as the radius of support range $\left(r_{I}\right)$ of each node, with $h=\frac{1}{14}$ being the nodal distance. The radius of the subdomain $\left(l_{I}\right)$ is also defined as $3.5 h$. As shown in Fig. 2.5.1, for the well-posed problem, the current MLPG method is much more accurate than the MLPG primal collocation and finite volume method. This is because, by using the symmetrical weak-form, only the $2^{\text {nd }}$ order derivatives of $u$ inside the beam, and up to the $3^{r d}$ order derivatives of $u$ at the global boundary are involved. However, the current MLPG method, with symmetric weak-form are unsuitable for solving ill-posed problems. The mixed MLPG methods are more favorable for solving ill-posed problems, which will be demonstrated in section 3 and 4.




Figure 2.5.1: Solution of the well-posed problem given in Eq. (2.1.7), by the MLPG method using symmetric local weak form, with MLS as trial functions, and MLS weight function as test functions. 15 uniformly distributed nodes are used to construct the MLS basis functions. $r_{I}=3.5 h$ and $l=3.5 h$ are defined as the radius of the support range and subdomain associated with each node $x_{I}$.

### 2.6 Global unsymmetric weak-form-2, boundary integral equations, boundary element methods

### 2.6.1 Global Unsymmetric weak-form-2, and non-singular BIE for u

Integrating Eq. (2.4.1) by parts for another two times yields the following unsymmetric weak form,

$$
\begin{align*}
& {\left[n_{x} u^{\prime \prime \prime} v\right]_{\partial \Omega}-\left[n_{x} u^{\prime \prime} v^{\prime}\right]_{\partial \Omega}+\left[n_{x} u^{\prime} v^{\prime \prime}\right]_{\partial \Omega}-\left[n_{x} u v^{\prime \prime \prime}\right]_{\partial \Omega}} \\
& +\int_{\Omega}\left(v^{\prime \prime \prime \prime}+v\right) u d x-\int_{\Omega} f v d x=0 \tag{2.6.1}
\end{align*}
$$

In this weak form, no derivatives of the trial function appear in the domain integral, so there is no continuity requirement for the trial function $u$. One the other hand, the test function $v$ should be $C^{3}$ continuous. If we choose the test function as the fundamental solution of an infinite beam on an elastic foundation, i.e. $v^{\prime \prime \prime \prime}+v=$ $\delta(x-\eta)$, with $\eta$ being the source point, then Eq. (2.6.1) is reduced to the boundary integral equation:

$$
\begin{align*}
& C(\eta) u(\eta)-\int_{\Omega} f(x) v(x, \eta) d x \\
& +\left[n_{x} u^{\prime \prime \prime}(x) v(x, \eta)\right]_{\partial \Omega}-\left[n_{x} u^{\prime \prime}(x) v^{\prime}(x, \eta)\right]_{\partial \Omega}  \tag{2.6.2}\\
& +\left[n_{x} u^{\prime}(x) v^{\prime \prime}(x, \eta)\right]_{\partial \Omega}-\left[n_{x} u(x) v^{\prime \prime \prime}(x, \eta)\right]_{\partial \Omega}=0
\end{align*}
$$

with
$C(\eta)= \begin{cases}1, & \eta \notin \partial \Omega \\ 0.5, & \eta \in \partial \Omega\end{cases}$
It should be noted that, in Eq. (2.6.2), all of ${ }^{\prime}, \prime,{ }^{\prime \prime \prime},{ }^{\prime \prime \prime \prime}$ represent differentiations with respect to $x$.
For this $4^{\text {th }}$ order ODE, The fundamental solution can be easily found by Mathematica:

$$
\begin{equation*}
v(x, \eta)=\operatorname{sgn}(\rho) \frac{-e^{\sqrt{2} \rho} \sin \left(\frac{\rho}{\sqrt{2}}\right)-\sin \left(\frac{\rho}{\sqrt{2}}\right)+e^{\sqrt{2} \rho} \cos \left(\frac{\rho}{\sqrt{2}}\right)-\cos \left(\frac{\rho}{\sqrt{2}}\right)}{(4 \sqrt{2}) e^{\frac{\rho}{\sqrt{2}}}} \tag{2.6.3}
\end{equation*}
$$

where $\rho=x-\eta$. It can also be seen from Fig. (2.6.1) that $v(x, \eta)$ has non-singular derivatives up to the $3^{r d}$ order. Thus, all the domain and boundary integrals in Eq. (2.6.2) are non-singular. We refer to Eq. (2.6.2) as the non-singular boundary integral equation (BIE) for $u$.


Figure 2.6.1: Fundamental solution for this $4^{\text {th }}$ order ODE, to be used by BEM, as defined by Eq. (2.6.3), with the source point located at $\eta=0.5$

### 2.6.2 Non-singular BIEs for $u^{\prime}, u^{\prime \prime}$, \& $u^{\prime \prime \prime}$

If we directly differentiate Eq. eq2.6.2 with respect to $\eta$, we can obtain the boundary integral equation for $\frac{\partial u(\eta)}{\partial \eta}$. However, this will involve the $4^{\text {th }}$ order derivative of the fundamental solution $v$, which is singular at the source point. In another way, following the work of [Okada, Rajiyah, and Atluri (1988); Okada, Rajiyah, and Atluri (1989); Han and Atluri (2003); Dong and Atluri (2012c, 2013c)], we use $v^{\prime}(x, \eta)$ as the test function. Consider the equation $\int_{\Omega}\left(u^{\prime \prime \prime \prime}+u-f\right) v^{\prime} d x=0$, and integrate the first term by parts 3 times, integrate the second term by parts once, we obtain the non-singular BIE for $u^{\prime}$ :

$$
\begin{align*}
& -C(\eta) \frac{\partial u(\eta)}{\partial \eta}-\int_{\Omega} f(x) v^{\prime}(x, \eta) d x \\
& +\left[n_{x} u^{\prime \prime \prime}(x) v^{\prime}(x, \eta)\right]_{\partial \Omega}-\left[n_{x} u^{\prime \prime}(x) v^{\prime \prime}(x, \eta)\right]_{\partial \Omega}  \tag{2.6.4}\\
& +\left[n_{x} u^{\prime}(x) v^{\prime \prime \prime}(x, \eta)\right]_{\partial \Omega}+\left[n_{x} u(x) v(x, \eta)\right]_{\partial \Omega}=0
\end{align*}
$$

Similarly, consider the equation $\int_{\Omega}\left(u^{\prime \prime \prime \prime}+u-f\right) v^{\prime \prime} d x=0$, integrate the first term by parts twice, and integrate the second term by parts twice, we obtain the nonsingular BIE for $u^{\prime \prime}$ :

$$
\begin{align*}
& C(\eta) \frac{\partial^{2} u(\eta)}{\partial \eta^{2}}-\int_{\Omega} f(x) v^{\prime \prime}(x, \eta) d x \\
& +\left[n_{x} u^{\prime \prime \prime}(x) v^{\prime \prime}(x, \eta)\right]_{\partial \Omega}-\left[n_{x} u^{\prime \prime}(x) v^{\prime \prime \prime}(x, \eta)\right]_{\partial \Omega}  \tag{2.6.5}\\
& +\left[n_{x} u(x) v^{\prime}(x, \eta)\right]_{\partial \Omega}-\left[n_{x} u^{\prime}(x) v(x, \eta)\right]_{\partial \Omega}=0
\end{align*}
$$

Consider the equation $\int_{\Omega}\left(u^{\prime \prime \prime \prime}+u-f\right) v^{\prime \prime \prime} d x=0$, integrate the first term by parts once, and integrate the second term by parts three times, we have the non-singular BIE for $u^{\prime \prime \prime}$ :

$$
\begin{align*}
& -C(\eta) \frac{\partial^{3} u(\eta)}{\partial \eta^{3}}-\int_{\Omega} f(x) v^{\prime \prime \prime}(x, \eta) d x \\
& +\left[n_{x} u^{\prime \prime \prime}(x) v^{\prime \prime \prime}(x, \eta)\right]_{\partial \Omega}+\left[n_{x} u(x) v^{\prime \prime}(x, \eta)\right]_{\partial \Omega}  \tag{2.6.6}\\
& -\left[n_{x} u^{\prime}(x) v^{\prime}(x, \eta)\right]_{\partial \Omega}+\left[n_{x} u^{\prime \prime}(x) v(x, \eta)\right]_{\partial \Omega}=0
\end{align*}
$$

### 2.6.3 Boundary element method and dual boundary element method

In Eqs. (2.6.4)-(2.6.6), trial functions only appear in the boundary of the integral equations. This thus will lead to the so-called boundary element method. For this one-dimensional problem, we do not even need elements since the boundary of the beam consists of only two points. There are 4 unknowns for each point of $x=0,1$, as $u, u^{\prime}, u^{\prime \prime}$, and $u^{\prime \prime \prime}$. No matter it is well-posed or ill-posed problem, there will be 4 boundary conditions. So one simply needs to use two of BIEs for $u, u^{\prime}, u^{\prime \prime}$, and $u^{\prime \prime \prime}$ at each boundary point. This will make 8 equations for 8 unknowns.
However, the selection of BIEs has some degrees of arbitrariness. If BIEs for lower-order BCs are to be used ( $u, u^{\prime}$ ), it leads to the traditional boundary element method. And if BIEs for higher-order BCs are to be used ( $u^{\prime \prime}, u^{\prime \prime \prime}$ ), it leads to the dual boundary element method. Both of these two kinds of BEMs are used to solve the well-posed as well as the ill-posed problems. In Fig. (2.6.2)-(2.6.5), it is shown that both of these two methods can obtain highly accurate solutions.

### 2.7 Local unsymmetric weak-form-2, local boundary integral equation, MLPGLBIE method

### 2.7.1 Local unsymmetric weak-form-2, non-singular local BIE for u

As discussed before, for the MLPG method, a local subdomain $\Omega_{I}$ is associated with each of the scattered nodes: $x_{I}, I=1,2, \ldots, N$. Similar to the global unsym-


Figure 2.6.2: Solution of the well-posed problem given in Eq. (2.1.7), by BEM.


Figure 2.6.3: Solution of the ill-posed problem given in Eq. (2.1.9), by BEM.




Figure 2.6.4: Solution of the well-posed problem given in Eq. (2.1.7), by dual BEM.


Figure 2.6.5: Solution of the ill-posed problem given in Eq. (2.1.9), by dual BEM.
metric weak-form-2, the same equation can be written for each subdomain:

$$
\begin{align*}
& {\left[n_{x} u^{\prime \prime \prime} v\right]_{\partial \Omega_{I}}-\left[n_{x} u^{\prime \prime} v^{\prime}\right]_{\partial \Omega_{I}}+\left[n_{x} u^{\prime} v^{\prime \prime}\right]_{\partial \Omega_{I}}-\left[n_{x} u v^{\prime \prime \prime}\right]_{\partial \Omega_{I}}} \\
& +\int_{\Omega_{I}}\left(v^{\prime \prime \prime \prime}+v\right) u d x-\int_{\Omega_{I}} f v d x=0 \tag{2.7.1}
\end{align*}
$$

If we choose the fundamental solution of an infinite beam on an elastic foundation as the test function, a local BIE similar to Eq. (2.6.2) can be obtained. However, as discussed before, for MLPG methods, one should avoid evaluating higher-order derivatives of $u$ as much as possible. Therefore, we select the fundamental solution of an simply-supported beam on an elastic foundation as the test function, i.e.:

$$
\begin{align*}
& v^{\prime \prime \prime \prime}+v=\delta\left(x-x_{I}\right) \\
& v\left(x_{I}-l_{I}\right)=v\left(x_{I}+l_{I}\right)=0  \tag{2.7.2}\\
& v^{\prime}\left(x_{I}-l_{I}\right)=v^{\prime}\left(x_{I}+l_{I}\right)=0
\end{align*}
$$

Such a test function can be found as:

$$
\begin{align*}
& v\left(x, x_{I}\right)=\operatorname{sgn}\left(d_{I}\right) \frac{\sqrt{2} \mathrm{e}^{\frac{\sqrt{2} d_{I}}{2}} \cos \left(\frac{\sqrt{2} d_{I}}{2}\right)\left(\cos \left(\sqrt{2} l_{I}\right)+\mathrm{e}^{-\sqrt{2} l_{I}}-\sin \left(\sqrt{2} l_{I}\right)-2\right)}{8 \sin \left(\sqrt{2} l_{I}\right)+8 \sinh \left(\sqrt{2} l_{I}\right)} \\
& +\operatorname{sgn}\left(d_{I}\right) \frac{\sqrt{2} \sin \left(\frac{\sqrt{2} d_{I}}{2}\right)\left(\mathrm{e}^{\sqrt{2} l_{I}}-\cos \left(\sqrt{2} l_{I}\right)+\sin \left(\sqrt{2} l_{I}\right)\right)}{4 \mathrm{e}^{\frac{\sqrt{2} d_{I}}{2}}\left(2 \sin \left(\sqrt{2} l_{I}\right)+2 \sinh \left(\sqrt{2} l_{I}\right)\right)}  \tag{2.7.3}\\
& +\operatorname{sgn}\left(d_{I}\right) \frac{\sqrt{2} \mathrm{e}^{\frac{\sqrt{2} d_{I}}{2}} \sin \left(\frac{\sqrt{2} d_{I}}{2}\right)\left(\cos \left(\sqrt{2} l_{I}\right)-\mathrm{e}^{-\sqrt{2} l_{I}}+\sin \left(\sqrt{2} l_{I}\right)\right)}{8 \sin \left(\sqrt{2} l_{I}\right)+8 \sinh \left(\sqrt{2} l_{I}\right)} \\
& +\operatorname{sgn}\left(d_{I}\right) \frac{\sqrt{2} \cos \left(\frac{\sqrt{2} d_{I}}{2}\right)\left(\cos \left(\sqrt{2} l_{I}\right)+\mathrm{e}^{\sqrt{2} l_{I}}+\sin \left(\sqrt{2} l_{I}\right)-2\right)}{4 \mathrm{e}^{\frac{\sqrt{2} d_{I}}{2}}\left(2 \sin \left(\sqrt{2} l_{I}\right)+2 \sinh \left(\sqrt{2} l_{I}\right)\right)}
\end{align*}
$$

where $d_{I}=x-x_{I}$, and $l_{I}$ is radius for subdomain $\Omega_{I}$. It can also be seen from Fig. (2.7.1) that $v\left(x, x_{I}\right)$ has non-singular derivatives up to the $3^{r d}$ order. With such as test function, $v$ and $v^{\prime}$ vanish at $L_{I}$, and Eq. (2.7.1) is reduced to:

$$
\begin{align*}
& C\left(x_{I}\right) u\left(x_{I}\right)-\int_{\Omega_{I}} f(x) v\left(x, x_{I}\right) d x \\
& +\left[n_{x} u^{\prime \prime \prime}(x) v\left(x, x_{I}\right)\right]_{\partial \Omega_{I}-L_{I}}-\left[n_{x} u^{\prime \prime}(x) v^{\prime}\left(x, x_{I}\right)\right]_{\partial \Omega_{I}-L_{I}}  \tag{2.7.4}\\
& +\left[n_{x} u^{\prime}(x) v^{\prime \prime}\left(x, x_{I}\right)\right]_{\partial \Omega_{I}}-\left[n_{x} u(x) v^{\prime \prime \prime}\left(x, x_{I}\right)\right]_{\partial \Omega_{I}}=0
\end{align*}
$$



Figure 2.7.1: Fundamental solution for the MLPG-LBIE method, as defined by Eq. (2.7.4), with the source point located at $x_{I}=0.5$, and the radius of subdomain to be $l_{I}=3.5 / 14$.
where
$C\left(x_{I}\right)= \begin{cases}1, & x_{I} \notin \partial \Omega_{I} \\ 0.5, & x_{I} \in \partial \Omega_{I}\end{cases}$

Eq. (2.7.4) can obvious accommodate any BCs for $u, u^{\prime}, u^{\prime \prime}, u^{\prime \prime \prime}$. Similar to previous MLPG methods, various parts of the local subdomain can be denoted as $S_{I}, S_{I}^{\prime}, S_{I}^{\prime \prime}, S_{I}^{\prime \prime \prime}, L_{I}$. And for well-posed problem, we have $S_{I}+S_{I}^{\prime \prime \prime}+L_{I}=S_{I}^{\prime}+S_{I}^{\prime \prime}+$ $L_{I}=\partial \Omega_{I}$. The following local BIE can be obtained by substituting BCs in to Eq.
(2.7.3):

$$
\begin{align*}
& C\left(x_{I}\right) u\left(x_{I}\right)-\int_{\Omega_{I}} f(x) v\left(x, x_{I}\right) d x \\
& +\left[n_{x} \bar{y}^{\prime \prime \prime}(x) v\left(x, x_{I}\right)\right]_{S_{I}^{\prime \prime \prime}}+\left[n_{x} u^{\prime \prime \prime}(x) v\left(x, x_{I}\right)\right]_{S_{I}} \\
& -\left[n_{x} \bar{y}^{\prime \prime}(x) v^{\prime}\left(x, x_{I}\right)\right]_{S_{I}^{\prime \prime}}-\left[n_{x} u^{\prime \prime}(x) v^{\prime}\left(x, x_{I}\right)\right]_{S_{I}^{\prime}}  \tag{2.7.5}\\
& +\left[n_{x} \bar{y}^{\prime}(x) v^{\prime \prime}\left(x, x_{I}\right)\right]_{S_{I}^{\prime}}+\left[n_{x} u^{\prime}(x) v^{\prime \prime}\left(x, x_{I}\right)\right]_{S_{I}^{\prime \prime}+L_{I}} \\
& -\left[n_{x} \bar{y}(x) v^{\prime \prime \prime}\left(x, x_{I}\right)\right]_{S_{I}}-\left[n_{x} u(x) v^{\prime \prime \prime}\left(x, x_{I}\right)\right]_{S_{I}^{\prime \prime \prime}+L_{I}}=0
\end{align*}
$$

It can be seen that all the integrals in Eq. (2.7.4) is non-singular, and evaluations of $u^{\prime \prime}$ and $u^{\prime \prime \prime}$ are avoided inside the beam. This equation can be used to develop MLPG-LBIE method, as demonstrated in the next section.

### 2.7.2 MLPG-LBIE method

By using MLS as the trial functions, Eq. (2.7.4) leads to the following formulation of the MLPG-LBIE method:

$$
\begin{align*}
& \left\{C\left(x_{I}\right) \boldsymbol{\Phi}\left(x_{I}\right)+\left[n_{x} \boldsymbol{\Phi}^{\prime \prime \prime}(x) v\left(x, x_{I}\right)\right]_{S_{I}}-\left[n_{x} \boldsymbol{\Phi}^{\prime \prime}(x) v^{\prime}\left(x, x_{I}\right)\right]_{S_{I}^{\prime}}\right. \\
& \left.+\left[n_{x} \boldsymbol{\Phi}^{\prime}(x) v^{\prime \prime}\left(x, x_{I}\right)\right]_{S_{I}^{\prime \prime}+L_{I}}-\left[n_{x} \boldsymbol{\Phi}(x) v^{\prime \prime \prime}\left(x, x_{I}\right)\right]_{S_{I}^{\prime \prime \prime}+L_{I}}\right\} \hat{\mathbf{u}} \\
& =-\int_{\Omega_{I}} f(x) v\left(x, x_{I}\right) d x-\left[n_{x} \bar{y}^{\prime \prime \prime}(x) v\left(x, x_{I}\right)\right]_{S_{I}^{\prime \prime \prime}}+\left[n_{x} \bar{y}^{\prime \prime}(x) v^{\prime}\left(x, x_{I}\right)\right]_{S_{I}^{\prime \prime}}  \tag{2.7.6}\\
& -\left[n_{x} \bar{y}^{\prime}(x) v^{\prime \prime}\left(x, x_{I}\right)\right]_{S_{I}^{\prime}}+\left[n_{x} \bar{y}(x) v^{\prime \prime \prime}\left(x, x_{I}\right)\right]_{S_{I}}
\end{align*}
$$

We use the current MLPG-LBIE method to solve the well-posed problem given in Eq. (2.1.7) . 15 uniformly distributed nodes are used to construct the MLS basis functions. $3.5 h$ is used as the radius of support range $\left(r_{I}\right)$ of each node, with $h=\frac{1}{14}$ being the nodal distance. The radius of the subdomain $\left(l_{I}\right)$ is also defined as $3.5 h$. As shown in Fig. 2.7.2, for the well-posed problem, accurate solution is obtained by the current MLPG-LBIE method. Comparing Fig. 2.7.2 to Fig. 2.5.1, it can be seen that the accuracy of the MLPG-LBIE method is similar to the MLPG method by using the symmetric local weak-form. However, by using the current MLPGLBIE method, the burden of domain integral is greatly reduced.
Theoretically speaking, the currently MLPG-LBIE method can also be re-formulated with Eq. (2.7.4) to directly obtain the solution of the ill-posed problem. However, through several numerical experiments, it is found that the accuracy of MLPGLBIE method in solving ill-posed problems is similar to the MLPG primal Finite Volume Method, which are not highly-satisfactory. It is more favorable to use the mixed MLPG schemes to solve the ill-posed problem, as demonstrated in the following two sections.


Figure 2.7.2: Solution of the well-posed problem given in Eq. (2.1.7), by the MLPG-LBIE method, with MLS as trial functions, and MLS weight function as test functions. 15 uniformly distributed nodes are used to construct the MLS basis functions. $r_{I}=3.5 h$ and $l=3.5 h$ are defined as the radius of the support range and subdomain associated with each node $x_{I}$.

### 2.8 Trefftz method and method of fundamental solutions

### 2.8.1 General solutions of the differential equation, Trefftz method

All the methods presented in the previous sections are based on the concept of weighted-residual weak-forms. Various global and local trial functions are made to satisfy the governing differential equation in a weak-sense through various symmetric and unsymmetric weak-forms. However, for many important engineering problems, general solutions can be found for the governing ODEs/PDEs. If we use the general solutions of the governing differential equation as the trial functions, i.e. satisfying the differential equation exactly, then only boundary conditions need to be enforced, without using any of the previous weak-forms of the differential equation. This lead to the Trefftz method, as firstly introduced by [Trefftz (1926)]. Trefftz methods have been applied to solve various engineering problems [Zieliński and Herrera (1987); Kita and Kamiya (1995)], with significant advantages for infinite domain acoustics/electromagnetic [Pluymers, Van Hal, Vandepitte, and Desmet (2007); Cheung, Jin, and Zienkiewicz (1991)], micromechanics of materials [Dong and Atluri (2012e,a,b); Bishay and Atluri (2014)], inverse problems [Dong and Atluri (2012d); Liu (2008); Yeih, Liu, Kuo, and Atluri (2010)].
For linear ODE/PDE, the solution is the linear combination of two parts:
$u=u_{h}+u_{p}$
with $u_{h}$ being the homogeneous part and $u_{p}$ being the particular solution.
For this simple $4^{\text {th }}$ order ODE, it is obvious that the homogeneous solution can be generally expressed as:

$$
\begin{align*}
& u_{h}=\alpha_{1} u_{1}+\alpha_{2} u_{2}+\alpha_{3} u_{3}+\alpha_{4} u_{4} \\
& u_{1}=e^{\frac{x}{\sqrt{2}}} \cos \left(\frac{x}{\sqrt{2}}\right) \\
& u_{2}=e^{\frac{-x}{\sqrt{2}}} \cos \left(\frac{x}{\sqrt{2}}\right)  \tag{2.8.2}\\
& u_{3}=e^{\frac{x}{\sqrt{2}}} \sin \left(\frac{x}{\sqrt{2}}\right) \\
& u_{4}=e^{\frac{-x}{\sqrt{2}}} \sin \left(\frac{x}{\sqrt{2}}\right)
\end{align*}
$$

And for a constant load, the particular solution can be easily found as.
$y_{p}=f=$ Constant

With the trial function given in Eq. (2.8.1)-(2.8.3), the four unknown coefficients can be determined by enforcing the set of 4 BCs , no matter it is a well-posed or ill-posed problem. In this study, the current Trefftz method is used to solve the well-posed as well as the ill-posed problems. In Fig. (2.8.1)-(2.8.2), it is shown that highly accurate solutions are obtained.
The main disadvantage of Trefftz method is that, general solutions are only available for simple linear problems. It is difficult to find complete trial functions which exactly satisfy nonlinear differential equations. Even for linear problems of multiphysics such as piezoelectricity, the general solutions become very complex, see [Bishay and Atluri (2014)]. Moreover, Trefftz method, as a type of global method, also leads to dense and ill-conditioned coefficient matrices, which necessiate special treatments such as the scaling method proposed by [Liu (2008)] .

### 2.8.2 Method of fundamental solutions

Instead of using general solutions as trial functions, the Method of Fundamental Solutions (MFS) expresses the trial function (the homogeneous part) as a linear combination of fundamental solutions:
$u_{h}=\sum_{i=1}^{N} \alpha_{i} u^{*}\left(x, \eta_{i}\right)$
where the fundamental solution was given in section 2.6.1:

$$
\begin{equation*}
u^{*}(x, \eta)=\operatorname{sgn}(\rho) \frac{-e^{\sqrt{2} \rho} \sin \left(\frac{\rho}{\sqrt{2}}\right)-\sin \left(\frac{\rho}{\sqrt{2}}\right)+e^{\sqrt{2} \rho} \cos \left(\frac{\rho}{\sqrt{2}}\right)-\cos \left(\frac{\rho}{\sqrt{2}}\right)}{(4 \sqrt{2}) e^{\frac{\rho}{\sqrt{2}}}} \tag{2.8.5}
\end{equation*}
$$

with $\rho=x-\eta$. And in order to make sure the governing differential equation is exactly satisfied for $x \in \Omega$, the source points should be placed outside of the beam.
Comparing Eq. (2.8.5) to Eq. (2.8.2), one can readily see that, if we select 4 source points $\eta_{1}, \eta_{2}, \eta_{3}, \eta_{4}$, which are placed outside the beam, the two expressions for the Trefftz method and the MFS are entirely equivalent. The relations between MFS and Trefftz trial functions for higher-dimensional problems of Laplace equation, Biharmonic equation and linear elasticity were also discussed in [Chen, Wu, Lee, and Chen (2007); Dong and Atluri (2012d); Yeih, Liu, Kuo, and Atluri (2010)]. In this study, we place the four source points at $\eta_{1}=-0.5, \eta_{2}=-0.25, \eta_{3}=1.25, \eta_{4}=1.5$, and solve both the well-posed and ill-posed problems using MFS. As clearly shown in Fig. (2.8.3)-(2.8.4), highly accurate solutions are obtained for both well-posed and ill-posed BCs.


Figure 2.8.1: Solution of the well-posed problem given in Eq. (2.1.7), by the Trefftz method.


Figure 2.8.2: Solution of the ill-posed problem given in Eq. (2.1.9), by the Trefftz method




Figure 2.8.3: Solution of the well-posed problem given in Eq. (2.1.7), by the method of fundamental solutions.


Figure 2.8.4: Solution of the ill-posed problem given in Eq. (2.1.9), by the method of fundamental solutions

## 3 The first kind of mixed methods

### 3.1 Mixed-1 formulation and the corresponding weak-form

For this $4^{\text {th }}$ order ODE, there are at least two approaches to develop the mixed formulations. In this section, the first kind of mixed methods are demonstrated. In this method, $u$ as well as its second-order derivative $m$ are treated independently as mixed variables. The $4^{\text {th }}$ order ODE Eq. (2.1.1) is rewritten as a system of two $2^{\text {nd }}$ order ODEs:

$$
\begin{align*}
& u^{\prime \prime}-m=0 \\
& m^{\prime \prime}+u-f=0 \tag{3.1.1}
\end{align*}
$$

Or equivalently, we can write down its matrix-vector form:

$$
\begin{align*}
& \mathbf{A P}^{\prime \prime}+\mathbf{B} \mathbf{P}-\mathbf{g}=0 \\
& \mathbf{A}=\left[\begin{array}{ll}
1 & 0 \\
0 & 1
\end{array}\right], \quad \mathbf{B}=\left[\begin{array}{cc}
0 & -1 \\
1 & 0
\end{array}\right], \quad \mathbf{g}=\left\{\begin{array}{l}
0 \\
f
\end{array}\right\}, \quad \mathbf{P}=\left\{\begin{array}{l}
u \\
m
\end{array}\right\} \tag{3.1.2}
\end{align*}
$$

Considering the vector test function $\mathbf{V}$, the weighted residual weak-form of Eq. (3.1.2) can be obtained:

$$
\begin{equation*}
\int_{\Omega}\left(\mathbf{A} \mathbf{P}^{\prime \prime}+\mathbf{B P}-\mathbf{g}\right)^{T} \mathbf{V} d x=0 \tag{3.1.3}
\end{equation*}
$$

Comparing Eq. (3.1.2) to Eq. (2.2.2), it is found that by using the mixed formulation, the required continuity of the trial function is reduced from $C^{3}$ to $C^{1}$, while the requirement on the test function remains the same. Thus, the current mixed formulation allows us to use $C^{1}$ element-based interpolations [Hermite interpolation of Eq. (2.4.4)], or meshless local interpolations [MLS of Eq. (2.3.3)-(2.3.9)], to develop mixed collocation or finite volume method. As shown in section 2.2 and section 2.3, for collocation and FVM, using global or local weak-forms does not make any difference. Therefore, we use the global weak-form Eq. (3.1.3) through out this section.

### 3.2 Hermite interpolation, mixed-1 collocation and finite volume methods

Similar to what was done for FEM, we divide the domain of interest into $N$ nonoverlapping sub-domains, with $N+1$ nodes $x_{0}=0, x_{1}, x_{2}, \ldots, x_{N}=1$. And the same

Hermite interpolation can be used to independently interpolate $u$ and $m$ :
$\mathbf{P}=\mathbf{N q}, \quad x_{I-1} \leq x \leq x_{I}$
$\mathbf{N}=\left[\begin{array}{cccccccc}N_{1} & N_{2} & 0 & 0 & N_{3} & N_{4} & 0 & 0 \\ 0 & 0 & N_{1} & N_{2} & 0 & 0 & N_{3} & N_{4}\end{array}\right]$
$\mathbf{q}=\left[\begin{array}{llllllll}u_{I-1} & u_{I-1}^{\prime} & m_{I-1} & m_{I-1}^{\prime} & u_{I} & u_{I}^{\prime} & m_{I} & m_{I}^{\prime}\end{array}\right]^{T}$
$N_{1}=1-3 s^{2}+2 s^{3}, \quad N_{2}=\left(s-2 s^{2}+s^{3}\right) l$
$N_{3}=3 s^{2}-2 s^{3}, \quad N_{4}=\left(-s^{2}+s^{3}\right) l$
$s=\frac{x-x_{I-1}}{x_{I}-x_{I-1}}, \quad l=x_{I}-x_{I-1}$
With this formulation, we have 4 unkowns ( $u_{I}, u_{I}^{\prime}, m_{I}, m_{I}^{\prime}$ ) at each node, which add up to $4(N+1)$ unknowns in all. Therefore, with the set of two second-order ODEs, we need at least 2 collocation points or 2 FVM subdomains in each element. Combined with 4 additional equations for boundary conditions, we will have $4(N+1)$ equations for $4(N+1)$ unkowns.
Therefore, we can collocate at the following 2 points within each element:

$$
\begin{align*}
& x_{2 I-1}=\frac{1}{4} x_{I-1}+\frac{3}{4} x_{I}  \tag{3.2.2}\\
& x_{2 I}=\frac{3}{4} x_{I-1}+\frac{1}{4} x_{I}
\end{align*}
$$

leading to the following collocation equations:

$$
\begin{align*}
& {\left[\mathbf{A} \mathbf{N}^{\prime \prime}\left(x_{2 I-1}\right)+\mathbf{B N}\left(x_{2 I-1}\right)\right] \mathbf{q}=\mathbf{g}}  \tag{3.2.3}\\
& {\left[\mathbf{A} \mathbf{N}^{\prime \prime}\left(x_{2 I}\right)+\mathbf{B N}\left(x_{2 I}\right)\right] \mathbf{q}=\mathbf{g}}
\end{align*}
$$

Similarly, we can divide each element into 2 FVM subdomains:

$$
\begin{align*}
& \Omega_{2 I-1}=\left\{x \left\lvert\, x_{I-1} \leq x \leq \frac{1}{2} x_{I-1}+\frac{1}{2} x_{I}\right.\right\} \\
& \Omega_{2 I}=\left\{x \left\lvert\, \frac{1}{2} x_{I-1}+\frac{1}{2} x_{I} \leq x \leq x_{I}\right.\right\} \tag{3.2.4}
\end{align*}
$$

leading to the following FVM equations:

$$
\begin{align*}
& \left\{\int_{\Omega_{2 I-1}}\left[\mathbf{A} \mathbf{N}^{\prime \prime}(x)+\mathbf{B N}(x)\right] d x\right\} \mathbf{q}=\int_{\Omega_{2 I-1}} \mathbf{g} d x  \tag{3.2.5}\\
& \left\{\int_{\Omega_{2 I}}\left[\mathbf{A} \mathbf{N}^{\prime \prime}(x)+\mathbf{B N}(x)\right] d x\right\} \mathbf{q}=\int_{\Omega_{2 I}} \mathbf{g} d x
\end{align*}
$$

And boundary conditioned can also be enforced by collocation, in a similar fashion to that of primal methods:

$$
\begin{align*}
& u_{I}=\bar{y}, \text { for } x_{I} \in S \\
& u_{I}^{\prime}=\bar{y}^{\prime}, \text { for } x_{I} \in S^{\prime} \\
& m_{I}=\bar{y}^{\prime \prime}, \text { for } x_{I} \in S^{\prime \prime}  \tag{3.2.6}\\
& m_{I}^{\prime}=\bar{y}^{\prime \prime \prime}, \text { for } x_{I} \in S^{\prime \prime \prime}
\end{align*}
$$

In Fig (3.2.1)-(3.2.4), the mixed-1 collocation and FVM method based on Hermite interpolation, are used to solve the well-posed and ill-posed problems. It can be clearly seem that excellent accuracy was obtained for both the well-posed and illposed problems.

### 3.3 MLPG mixed-1 collocation and finite volume methods

Instead of using Hermite interpolations, one can use meshless local interpolations, such as the Moving Least Squares, to approximate both $u$ and $m$ independently. With scattered nodes: $x_{I}, I=1,2, \ldots, N$, the trial functions for $u$ and $m$ can be expressed in terms of fictitious nodal values, with the same MLS basis functions:

$$
\begin{align*}
& u(x)=\boldsymbol{\Phi}(x) \hat{\mathbf{u}}  \tag{3.3.1}\\
& m(x)=\boldsymbol{\Phi}(x) \hat{\mathbf{m}}
\end{align*}
$$

which is equivalent to:

$$
\begin{align*}
& \mathbf{P}(x)=\boldsymbol{\Psi}(x) \hat{\mathbf{P}} \\
& \boldsymbol{\Psi}(x)=\left[\begin{array}{cc}
\boldsymbol{\Phi}(x) & \mathbf{0} \\
\mathbf{0} & \boldsymbol{\Phi}(x)
\end{array}\right], \quad \hat{\mathbf{P}}=\left[\begin{array}{c}
\hat{\mathbf{u}} \\
\hat{\mathbf{m}}
\end{array}\right] \tag{3.3.2}
\end{align*}
$$

Thus, for each node, there are 2 unknowns $\hat{u}_{I}$ and $\hat{m}_{I}$. With the set of two secondorder ODEs, one can simply collocate at each note, leading to the following collocation equations:

$$
\begin{equation*}
\left[\mathbf{A} \Psi^{\prime \prime}\left(x_{I}\right)+\mathbf{B} \boldsymbol{\Psi}\left(x_{I}\right)\right] \hat{\mathbf{P}}=\mathbf{g} \tag{3.3.3}
\end{equation*}
$$

Alternatively, one can define a local subdomain associated with each node: $\Omega_{I}=$ $\left\{x \mid x_{I}-l_{I} \leq x \leq x_{I}+l_{I}, x \in \Omega\right\}$, and use Heaviside function as the test function, to develop MLPG mixed FVM:

$$
\begin{equation*}
\left\{\int_{\Omega_{I}}\left[\mathbf{A} \Psi^{\prime \prime}(x)+\mathbf{B} \boldsymbol{\Psi}(x)\right] d x\right\} \hat{\mathbf{P}}=\int_{\Omega_{I}} \mathbf{g} d x \tag{3.3.4}
\end{equation*}
$$



Figure 3.2.1: Solution of the well-posed problem given in Eq. (2.1.7), by mixed-1 collocation method, with element-based Hermite interpolations. $15 C^{1}$ elements are used.


Figure 3.2.2: Solution of the ill-posed problem given in Eq. (2.1.9), by mixed-1 collocation method, with element-based Hermite interpolations. $15 C^{1}$ elements are used. Two collocation points are used in each element.


Figure 3.2.3: Solution of the well-posed problem given in Eq. (2.1.7), by mixed-1 finite volume method, with element-based Hermite interpolations. $15 C^{1}$ elements are used. Each element is divided into 2 FVM subdomains.




Figure 3.2.4: Solution of the ill-posed problem given in Eq. (2.1.9), by the mixed-1 finite volume method, with element-based Hermite interpolations. $15 C^{1}$ elements are used. Each element is divided into 2 FVM subdomains.

And boundary conditioned can be enforced by collocation:
$u\left(x_{I}\right)=\boldsymbol{\Phi}\left(x_{I}\right) \hat{\mathbf{u}}=\bar{y}$, for $x_{I} \in S$
$u^{\prime}\left(x_{I}\right)=\boldsymbol{\Phi}^{\prime}\left(x_{I}\right) \hat{\mathbf{u}}=\bar{y}^{\prime}$, for $x_{I} \in S^{\prime}$
$m\left(x_{I}\right)=\boldsymbol{\Phi}\left(x_{I}\right) \hat{\mathbf{m}}=\bar{y}^{\prime \prime}$, for $x_{I} \in S^{\prime \prime}$
$m^{\prime}\left(x_{I}\right)=\boldsymbol{\Phi}^{\prime}\left(x_{I}\right) \hat{\mathbf{m}}=\bar{y}^{\prime \prime \prime}$, for $x_{I} \in S^{\prime \prime \prime}$

In Figs. (3.3.1)-(3.3.4), the current MLPG mixed collocation and FVM are used to solve the well-posed and ill-posed problems. Comparing Figs. (3.3.1)-(3.3.4) to Fig. (2.3.1) and Fig. (2.3.4), it is clearly shown that, with node-based meshless local interpolations as trial functions, mixed collocation and FVM are much better than primal ones. This is due to the complexity of higher-order derivatives of MLS basis functions, as shown in Fig (2.3.3). It can also been seen that, among the current two methods, the MLPG mixed-1 FVM is more accurate than the MLPG mixed-1 collocation method.

## 4 The second kind of mixed methods

### 4.1 Mixed-2 formulation and the corresponding weak-form

In the first kind of mixed methods, second-order derivatives of of $u$ and $m$ are still necessary. This thus requires the usage of $C^{1}$ elements or MLS interpolations. As discussed before, $C^{1}$ element for higher-dimensional problems are too difficult. Higher-order differentiations of MLS basis functions also significantly increase the computational burden and reduce the accuracy of solution. In the second kind of mixed methods, we treat displacement $u$, rotation $\theta$, moment $m$, shear $q$ all as independent variables. The $4^{\text {th }}$ order ODE is therefore rewritten as:

$$
\begin{align*}
& u^{\prime}=\theta \\
& \theta^{\prime}=m \\
& m^{\prime}=q  \tag{4.1.1}\\
& q^{\prime}+u-f=0
\end{align*}
$$

Or equivalently, we can write down its matrix-vector form:

$$
\mathbf{C} \mathbf{Z}^{\prime}+\mathbf{D Z}-\mathbf{h}=0
$$

$$
\mathbf{C}=\left[\begin{array}{llll}
1 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 \\
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 1
\end{array}\right], \quad \mathbf{B}=\left[\begin{array}{cccc}
0 & -1 & 0 & 0 \\
0 & 0 & -1 & 0 \\
0 & 0 & 0 & -1 \\
1 & 0 & 0 & 0
\end{array}\right], \quad \mathbf{g}=\left\{\begin{array}{l}
0 \\
0 \\
0 \\
f
\end{array}\right\}, \quad \mathbf{Z}=\left\{\begin{array}{c}
u \\
\theta \\
m \\
q
\end{array}\right\}
$$



Figure 3.3.1: Solution of the well-posed problem given in Eq. (2.1.7), by MLPG mixed-1 collocation method, with Moving Least Squares. 15 uniformly distributed nodes are used to construct the MLS basis function. $r_{I}=3.5 h$ is defined as the radius of the support range associated with each node $x_{I}$.


Figure 3.3.2: Solution of the ill-posed problem given in Eq. (2.1.9), by MLPG mixed-1 collocation method, with Moving Least Squares. 15 uniformly distributed nodes are used to construct the MLS basis function. $r_{I}=3.5 h$ is defined as the radius of the support range associated with each node $x_{I}$.


Figure 3.3.3: Solution of the well-posed problem given in Eq. (2.1.7), by MLPG mixed-1 finite volume method, with Moving Least Squares. 15 uniformly distributed nodes are used to construct the MLS basis function. $r_{I}=3.5 h$ and $l=3.5 h$ are defined as the radius of the support range and subdomain associated with each node $x_{I}$.


Figure 3.3.4: Solution of the ill-posed problem given in Eq. (2.1.9), by the MLPG mixed-1 finite volume method, with Moving Least Squares. 15 uniformly distributed nodes are used to construct the MLS basis function. $r_{I}=3.5 h$ and $l=3.5 h$ are defined as the radius of the support range and subdomain associated with each node $x_{I}$.

Considering the vector test function $\mathbf{W}$, the weighted residual weak-form of Eq. (4.1.2) can be obtained:

$$
\begin{equation*}
\int_{\Omega}\left(\mathbf{C} \mathbf{Z}^{\prime}+\mathbf{D Z}-\mathbf{h}\right)^{T} \mathbf{W} d x=0 \tag{4.1.3}
\end{equation*}
$$

### 4.2 Linear interpolation, mixed-2 collocation and finite volume method

By rewriting one fourth-order ODE as a system of four first-order ODEs, the required continuity of the trial function is further reduced to $C^{0}$. This allow us to use simple $C^{0}$ elements (linear interpolation) to independently interpolate $u, \theta, m, q$. We divide the domain of interest into $N$ non-overlapping sub-domains, with $N+1$ nodes $x_{0}=0, x_{1}, x_{2}, \ldots, x_{N}=1$. And the trial function can be expressed as :
$\mathbf{Z}=\mathbf{N q}, \quad x_{I-1} \leq x \leq x_{I}$
$\mathbf{N}=\left[\begin{array}{cccccccc}N_{1} & 0 & 0 & 0 & N_{2} & 0 & 0 & 0 \\ 0 & N_{1} & 0 & 0 & 0 & N_{2} & 0 & 0 \\ 0 & 0 & N_{1} & 0 & 0 & 0 & N_{2} & 0 \\ 0 & 0 & 0 & N_{1} & 0 & 0 & 0 & N_{2}\end{array}\right]$
$\mathbf{q}=\left[\begin{array}{llllllll}u_{I-1} & \theta_{I-1} & m_{I-1} & q_{I-1} & u_{I} & \theta_{I} & m_{I} & q_{I}\end{array}\right]^{T}$
$N_{1}=1-s, \quad N_{2}=s$
$s=\frac{x-x_{I-1}}{x_{I}-x_{I-1}}, \quad l=x_{I}-x_{I-1}$
With this formulation, we have 4 unkowns $\left(u_{I}, \theta_{I}, m_{I}, q_{I}\right)$ at each node, which add up to $4(N+1)$ unknowns in all. Therefore, with the set of 4 first-order ODEs, we need only 1 equation for each element. Combined with 4 additional equations for boundary conditions, we will have $4(N+1)$ equations for $4(N+1)$ unkowns.
Therefore, we can collocate at the following mid-point within each element, leading to the following collocation equations:

$$
\begin{equation*}
\left[\mathbf{C N}^{\prime \prime}\left(\frac{x_{I-1}+x_{I}}{2}\right)+\mathbf{D N}\left(\frac{x_{I-1}+x_{I}}{2}\right)\right] \mathbf{q}=\mathbf{h} \tag{4.2.2}
\end{equation*}
$$

Alternatively, we can use Heaviside function in each element as the test function, leading to the following FVM equations:

$$
\begin{equation*}
\left\{\int_{\Omega_{I}}\left[\mathbf{C N}^{\prime \prime}(x)+\mathbf{D N}(x)\right] d x\right\} \mathbf{q}=\int_{\Omega_{I}} \mathbf{h} d x \tag{4.2.3}
\end{equation*}
$$

with $\Omega_{I}$ defined as $\left\{x \mid x_{I-1} \leq x \leq x_{I}\right\}$.

Boundary conditioned can be enforced by collocation:

$$
\begin{align*}
& u_{I}=\bar{y}, \text { for } x_{I} \in S \\
& \theta_{I}=\bar{y}^{\prime}, \text { for } x_{I} \in S^{\prime} \\
& m_{I}=\bar{y}^{\prime \prime}, \text { for } x_{I} \in S^{\prime \prime}  \tag{4.2.4}\\
& q_{I}=\bar{y}^{\prime \prime \prime}, \text { for } x_{I} \in S^{\prime \prime \prime}
\end{align*}
$$

In Fig (4.2.1)-(4.2.4), the mixed-2 collocation and FVM method based on linear interpolations, are used to solve the well-posed and ill-posed problems. It can be clearly seen that excellent accuracy is obtained for both the well-posed and illposed problems.

### 4.3 MLPG mixed-2 collocation and finite volume methods

Alternatively, meshless local interpolations (MLS) can be used to construct the trial functions of $u, \theta, m, q$ independently:

$$
\begin{align*}
& u(x)=\boldsymbol{\Phi}(x) \hat{\mathbf{u}} \\
& m(x)=\boldsymbol{\Phi}(x) \hat{\mathbf{m}} \\
& \boldsymbol{\theta}(x)=\boldsymbol{\Phi}(x) \hat{\boldsymbol{\theta}}  \tag{4.3.1}\\
& q(x)=\boldsymbol{\Phi}(x) \hat{\mathbf{q}}
\end{align*}
$$

which is equivalent to:

$$
\begin{align*}
\mathbf{Z}(x) & =\boldsymbol{\Psi}(x) \hat{\mathbf{Z}} \\
\boldsymbol{\Psi}(x) & =\left[\begin{array}{cccc}
\boldsymbol{\Phi}(x) & \mathbf{0} & \mathbf{0} & \mathbf{0} \\
\mathbf{0} & \boldsymbol{\Phi}(x) & \mathbf{0} & \mathbf{0} \\
\mathbf{0} & \mathbf{0} & \boldsymbol{\Phi}(x) & \mathbf{0} \\
\mathbf{0} & \mathbf{0} & \mathbf{0} & \boldsymbol{\Phi}(x)
\end{array}\right], \quad \hat{\mathbf{Z}}=\left[\begin{array}{c}
\hat{\mathbf{u}} \\
\hat{\mathbf{m}} \\
\hat{\boldsymbol{\theta}} \\
\hat{\mathbf{q}}
\end{array}\right] \tag{4.3.2}
\end{align*}
$$

Thus, for each node, there are 4 unknowns $\hat{u}_{I}, \hat{m}_{I}, \hat{\theta}_{I}, \hat{m}_{I}$. With the set of 4 first-order ODEs, one can simply collocate at each note, leading to the following collocation equations:

$$
\begin{equation*}
\left[\mathbf{C} \Psi^{\prime}\left(x_{I}\right)+\mathbf{D} \Psi\left(x_{I}\right)\right] \hat{\mathbf{Z}}=\mathbf{h} \tag{4.3.3}
\end{equation*}
$$

Alternatively, one can define a local subdomain associated with each node: $\Omega_{I}=$ $\left\{x \mid x_{I}-l_{I} \leq x \leq x_{I}+l_{I}, x \in \Omega\right\}$, and use Heaviside function as the test function, to develop MLPG mixed FVM:

$$
\begin{equation*}
\left\{\int_{\Omega_{I}}\left[\mathbf{C}^{\prime}(x)+\mathbf{D} \Psi(x)\right] d x\right\} \hat{\mathbf{Z}}=\int_{\Omega_{I}} \mathbf{h} d x \tag{4.3.4}
\end{equation*}
$$



Figure 4.2.1: Solution of the well-posed problem given in Eq. (2.1.7), by mixed-2 collocation method, with element-based linear interpolations. $15 C^{0}$ elements are used. One collocation point is used in each element.


Figure 4.2.2: Solution of the ill-posed problem given in Eq. (2.1.9), by mixed-2 collocation method, with element-based linear interpolations. $15 C^{0}$ elements are used. One collocation point is used in each element.


Figure 4.2.3: Solution of the well-posed problem given in Eq. (2.1.7), by mixed-2 finite volume method, with element-based linear interpolations. $15 C^{0}$ elements are used. One collocation point is used in each element.


Figure 4.2.4: Solution of the ill-posed problem given in Eq. (2.1.9), by the mixed-2 finite volume method, with element-based linear interpolations. $15 C^{0}$ elements are used. One collocation point is used in each element.


Figure 4.3.1: Solution of the well-posed problem given in Eq. (2.1.7), by MLPG mixed-2 collocation method, with Moving Least Squares. 15 uniformly distributed nodes are used to construct the MLS basis function. $r_{I}=3.5 h$ is defined as the radius of the support range associated with each node $x_{I}$.


Figure 4.3.2: Solution of the ill-posed problem given in Eq. (2.1.9), by MLPG mixed-2 collocation method, with Moving Least Squares. 15 uniformly distributed nodes are used to construct the MLS basis function. $r_{I}=3.5 h$ is defined as the radius of the support range associated with each node $x_{I}$.


Figure 4.3.3: Solution of the well-posed problem given in Eq. (2.1.7), by MLPG mixed-2 finite volume method, with Moving Least Squares. 15 uniformly distributed nodes are used to construct the MLS basis function. $r_{I}=3.5 h$ and $l=3.5 h$ are defined as the radius of the support range and subdomain associated with each node $x_{I}$.


Figure 4.3.4: Solution of the ill-posed problem given in Eq. (2.1.9), by the MLPG mixed-2 finite volume method, with Moving Least Squares. 15 uniformly distributed nodes are used to construct the MLS basis function. $r_{I}=3.5 h$ and $l=3.5 h$ are defined as the radius of the support range and subdomain associated with each node $x_{I}$.

And boundary conditioned can be enforced by collocation:

$$
\begin{align*}
& u\left(x_{I}\right)=\boldsymbol{\Phi}\left(x_{I}\right) \hat{\mathbf{u}}=\bar{y}, \text { for } x_{I} \in S \\
& \theta\left(x_{I}\right)=\boldsymbol{\Phi}\left(x_{I}\right) \hat{\mathbf{P}}=\bar{y}^{\prime}, \text { for } x_{I} \in S^{\prime} \\
& m\left(x_{I}\right)=\boldsymbol{\Phi}\left(x_{I}\right) \hat{\boldsymbol{\theta}}=\bar{y}^{\prime \prime}, \text { for } x_{I} \in S^{\prime \prime}  \tag{4.3.5}\\
& q\left(x_{I}\right)=\boldsymbol{\Phi}\left(x_{I}\right) \hat{\mathbf{q}}=\bar{y}^{\prime \prime \prime}, \text { for } x_{I} \in S^{\prime \prime \prime}
\end{align*}
$$

In Fig (4.3.1)-(4.3.4), the MLPG mixed-2 collocation and FVM methods based on MLS, is used to solve the well-posed and ill-posed problems. It can be clearly seen that, the accuracy of the current MLPG mixed- 2 methods are the best among all the various MLPG methods, for both well-posed and ill-posed problems. This is due to the fact that only the first-order derivative is involved throughout the formulation.

## 5 Conclusion

A variety of computational methods is developed to solve a $4^{\text {th }}$ order ordinary differential equation (beam on an elastic foundation). These computational methods differ from each other, mainly due to: various primal or mixed formulations, various global or local, symmetric or unsymmetric weak-forms, various global or local interpolations of trial functions, and various test functions such Dirac delta, Heaviside, fundamental solution as well as other functions are employed. The objective of this study is not to find the best computational method, because each of them has its advantages \& disadvantages. The objective of this study is to demonstrate that all the computational methods are essentially branches of the same tree.
However. some fundamental concepts of computational methods are given here:

1. Weak-forms can be written either globally or on a local subdomain.
2. Integrations by parts for the weak-forms can be used to reduce the continuity requirement of trial functions, with the price of increasing the continuity requirement of test functions.
3. Mixed formulations reduce the order of differentiation for each mixed variable, and thus reduce the requirement on the continuity of trial functions. However, mixed formulations do not increase the continuity requirement of test functions.
4. Global interpolations lead to fully-populated, ill-conditioned coefficient matrices, which increase the burden and difficulty of solving the system of algebra equations.
5. Element-based interpolations can hardly achieve high-order continuity, especially for high-dimensional problems. For those higher-order high-dimensional problems, it is natural to use mixed formulations.
6. Node-based meshless local interpolations can easily achieve higher-order continuity. But its higher-order derivatives are too complex to be useful. Thus, using mixed formulations greatly increase the accuracy of meshless methods.
7. Finite elements are unsuitable for solving inverse problems. This is because the symmetric weak-form cannot accommodate with ill-posed BCs.
8. Boundary elements reduce the trial solutions by one-dimension. However, its formulation is somehow more complex.
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