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Image Segmentation Method for Complex Vehicle Lights
Based on Adaptive Significance Level Set
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Abstract: The existing study on the image segmentation methods based on the
image of vehicle lights is insufficient both at home and abroad, and its segmen-
tation efficiency and accuracy is low as well. On the basis of the analysis of the
regional characteristics of vehicle lights and a level set model, an image segmen-
tation method for complex vehicle lights based on adaptive significance level set
contour model is proposed in this paper. Adaptive positioning algorithm of the sig-
nificant initial contour curve based on two-dimensional convex hull is designed to
obtain the initial position of evolution curve, thus the adaptive ability of the model
is improved. Meanwhile, in order to solve the problem which the image edges are
blurred when Gaussian filter is used to remove image noise in Li model, the reg-
ularized P-M equation is adopted to achieve effective maintenance of image edge
information while the noise is effectively removed. Experimental results show that
the image segmentation accuracy for different lights is up to around 95%, the pro-
posed method can significantly reduce the number of iterations and improve seg-
mentation efficiency, which have the advantages of higher accuracy and fast speed,
and it can provide a strong support for the accurate vehicle recognition.
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1 Introduction

Vehicle identification technology is a key technology to intelligent traffic manage-
ment system. The current vehicle recognitions are mostly based on the vehicle
license and overall appearance of the car. In addition, studies about other fea-
tures of cars are relatively insufficient. With the development of ITS (Intelligent
Transport System), a more precise classification model is urgently needed in order
to meet the requirements of the police surveillance, transport and logistics, pub-
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lic safety, management and so on. Considering that the car designers of different
brands and different models design the car’s headlights distinctively and auto head-
lights have many good features such as position-clear, less susceptible to contam-
ination, vehicle identification technology based on different characteristics of the
car headlights region has important theoretical and practical significance to solve
such problems.Thus an accurate detection of the contour of headlights is the key
of this work. After getting a precise outline of the headlights and on the basis of
the characteristic parameters of headlight area, excellent classification is designed
to complete more accurate identification of the vehicle models.

Edge-based extraction plays an important role in image segmentation and in the
extraction of the target area.There are several techniques to obtain the segmenta-
tion of objects represented in images; for example, those based on: image gradient
[Canny (1986)], deformable models [Oliveira (2007); Taylor, Francis, Vasconcelos
and Tavares (2008)]; level set methods, [Wang and Wang (2006); Wang, Lim, Khoo
and Wang (2007a); Wang, Lim, Khoo and Wang (2007b)]; as well as physical mod-
eling [Gonçalves, Tavares and Jorge (2008)]. For a review on object segmentation
see, for example [Ma, Tavares, Jorge, Mascarenhas (2010); Zhang (2001); Zhang
and Lu (2004); Gonzalez and Wood (2008); Ma, Tavares, Jorge and Mascarenhas
(2010)]. In the presence, there are various edge contour detection algorithms, gray
gradient operator (Sobel, Robert, Laplace, Canny, etc.) has been widely studied
and applied practically because of the small amount of computation. However,
internal reflection of the headlights is unevenly, causing a big noise inside and out-
side the lights, and the gray change at the edge area is not significant. When using
the segmentation algorithm with gray gradient operator, it may cause targeted edge
fracture and a large number of pseudo-edge phenomena which make it difficult to
extract the real edge. A solution [Li, Lu and Li (2007)] based on repair method of
the edge, using gray gradient operator to target the edge, is proposed to extract the
target contour and then track and repair the image edge, while Canny operator is
often used to get a better edge. Meanwhile, for the edge fracture problem caused
by the detection, template guide method and morphological method are proposed
respectively in the literature [Liang and Huang (2006)], while these methods have
drawbacks such as low adaptive degree, complicated calculation and different guid-
ing templates being applied to different applications.

Level set method [Li and Fox (2005)] proposed by Osher and Sethian has attracted
attention of many scholars, since the image segmentation shows good performance
and efficient numerical scheme. Compared with traditional edge contour extrac-
tion method, level set method can automatically handle changes in topology in the
process of curve evolution, and can effectively detect the target object segmenta-
tion with complex shapes, and can be easily extended to multi-dimensional case.
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The accuracy of segmentation, anti- noise ability, stability and robustness of level
set method is much better than the traditional image segmentation method, so it is
widely used in the field of image processing, analyzing and understanding. How-
ever, the realization of level set method depends on the solution of partial differ-
ential equations, and the level set function is periodically re-initialized to maintain
the stability in the process of curve evolution.As a result, the high computational
complexity and the low efficiency greatly limit the application of the algorithm in
real-time systems. Meanwhile, this method is sensitive to initial contour position,
needing to manually set the initial data,which leads to low adaptive degree. Based
on the analysis above, an improved level set extraction algorithm based on two-
dimensional convex hull contours is proposed, which can adaptively set the initial
contour, protect the edge information. Finally the algorithm is verified by identify-
ing the car headlights’ contour curve correctly.

2 Level set evolution algorithm based on Li model

In the process of curve evolution, due to the interference of the noise and discrete
of the images, the level set function vibrates over a period of time and gradually
loses its smoothness and the characteristics of the distance function, resulting in
sharp angle or flat phenomenon, thus the final calculation results deviate from the
true circumstances. Therefore, the level set function must be re-initialized to get
close to the signal distance function so as to ensure the stability of the numerical
solution. The method proposed by Li in 2010 in this paper imitates the level set
evolution algorithm without re-initialization [Li, Xu and Gui (2010)]. Embedding
an energy penalty term in the energy function and adding constraint information
to the energy level function of the active contour model, the level set function can
quickly be driven close to a signal distance function without re-initializing the level
set function.

It is crucial to keep the evolving level set function as an approximate signed dis-
tance function during the evolution, especially in a neighborhood around the zero
level set. It is well known that a signed distance function must satisfy a desir-
able property of |∇φ | = 1. Conversely, any function φ satisfying |∇φ | = 1 is the
signed distance function plus a constant. Naturally, P(φ) = 1

2
∫∫

Ω
(∇φ −1)2dxdy

is proposed as a metric to characterize how close a function φ is to a signed dis-
tance function in Ω ⊂ R2. This metric plays a key role in the variational level set
formulation.

With the defined functional P(φ) above, the following variational formulation is
proposed:

ε(φ) = µP(φ)+ εg.λ .v(φ) (1)
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Where µ > 0, µP(φ) is used to punish the deviation between the signal distance
function and φ(x,y, t), εg.λ .v(φ) is an external energy function, driving the level set
function moving to the targeted zero boundary.

In this method, it denotes by ∂ε

∂φ
the Gateaux derivative (or first variation) of the

functional ε and the evolution equation:

∂φ

∂ t
=− ∂ε

∂φ
(2)

The equation (2) is the gradient flow that minimizes the functional ε . For a partic-
ular functional ε(φ) defined explicitly in terms of φ , the Gateaux derivative can be
computed and expressed in terms of the function φ and its derivatives.

The variational formulation in (1) is applied to active contours for image segmenta-
tion so that the zero level curve of φ can evolve to the desired features in the image.
For this purpose, the energy εm is defined as a functional that depends on image
data, and therefore it is called the external energy. Accordingly, the energy P(φ) is
called the internal energy of the function φ , since it is a function of φ only.

According to the gradient flow (2) that minimizes the functional (1), the zero level
curve is moved by the external energy εm during the evolution of φ . Meanwhile,
due to the penalizing effect of the internal energy, the evolving function φ is au-
tomatically maintained as an approximate signed distance function during the evo-
lution according to the evolution (2). Therefore the re-initialization procedure is
completely eliminated in the proposed formulation.

In image segmentation, active contours are dynamic curves that move toward the
object boundaries.To achieve this goal, an external energy that can move the zero
level curves toward the object boundaries is explicitly defined. Suppose that I is an
image and g is the edge indicator function defined by g = 1

1+|∇Gδ ∗I|2
.

where Gδ is the Gaussian kernel with standard deviation δ . An external energy for
a function φ(x,y) is defined as below:

εg.λ .v(φ) = λLg(φ)+ vAg(φ) (3)

where λ > 0 and v are constants, and the terms Lg(φ) and Ag(φ) are defined by

Lg(φ) =
∫ ∫

Ω

gδ (φ) |∇φ |dxdy (4)

Ag(φ) =
∫ ∫

Ω

gH(−φ) |∇φ |dxdy (5)

where δ is a single variable Dirac function, H is a Heaviside function.
g = 1

1+|∇Gσ (x,y)∗I(x,y)|2
is a edged stopping function, which is always used to drive
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the zero level set closer to the target boundary. I(x,y) is the original image; while
Gσ (x,y)is a Gaussian filter and its expression is Gσ (x,y) = 1

2
√

πσ
e−(x

2+y2)/2.

It is well known that the energy functional Lg(φ) in (4) computes the length of the
zero level curve of φ in the conformal metric ds = g(C (p)) |C (p)|d p. The energy
functional Ag(φ) in (5) is introduced to speed up curve evolution. Note that, when
the function g is a constant, the energy functional in (5) is the area of the region
Ω
−
φ
= {(x, y) |φ (x, y) < 0}. The energy functional Ag(φ) in (5) can be viewed

as the weighted area of Ω
−
φ

. The coefficient v of Ag can be positive or negative,
depending on the relative position of the initial contour to the object of interest.
For example, if the initial contours are placed outside the object, the coefficient v
in the weighted area term should take positive value so that the contours can shrink
faster. If the initial contours are placed inside the object, the coefficient v should
take negative value to speed up the expansion of the contours.

In practice, the Dirac delta function δ and Heaviside function H in the functionals
Lg(φ) and Ag(φ) are approximated by the following smooth functions δε(x) and
Hε(x) as in many level set methods, defined by:

δε(x) =


1

2ε

[
1+ cos(

πx
ε
)
]
,x≤ ε

0, , x > ε

(6)

And

Hε(x) =


1
2
(1+

x
ε
+

1
π

sin(
πx
ε
)),x≤ ε

1, , x > ε

0, , x <−ε

(7)

With the Dirac delta function δ and Heaviside function H in (4) and (5) being
replaced by δε(x) and Hε(x), the energy functional is then approximated by

εε(φ) = µ

∫
Ω

p(|∇φ |)dx+λ

∫
Ω

gδε(φ) |∇φ |dx+α

∫
Ω

gHε(−φ)dx (8)

This energy functional (8) can be minimized by solving the following gradient flow:

∂φ

∂ t
= µdiv[dP(|∇φ |∇φ)]+λδε(φ)div[g(I)

∇φ

|∇φ |
]+νg(I)δε(φ) (9)

This gradient flow is the evolution equation of the level set function in the proposed
method. The first term on the right hand side in (9) is associated with the distance
regularization energy P(φ), The second and the third term in the right hand side
of (9) correspond to the gradient flows of the energy functional Lg(φ) and Ag(φ)
respectively, and are responsible for driving the zero level curve towards the object
boundaries.
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3 Image segmentation method based on adaptive significance level set

When level set algorithm based on Li-model is used for image segmentation, the
initial defined curve can be driven to evolve in the normal direction, and it quickly
detects the image edge of the target to stop the evolution so as to position the outline
edge region of the image. In the car image, it is obvious to find that the contour
lines of the edge are clear and easy to distinguish, therefore this algorithm can be
free from the interference of the body and its background color while extracting the
edge of the lights. While it has achieved good results in image segmentation, the
level set algorithm based on Li-models also has some problems at the same time:

1. Due to the complex background of the light image, there are a lot of noise
interference in this part. And since this algorithm uses Gaussian filter (i.e.
Gσ (x,y) = 1

2
√

πσ
e−(x

2+y2)/2) to calculate the image gradient modulus values,
it may blur the image edges which are very important information source for
level set model while reducing the image noise.

2. The initial curve needs to be defined when level set model is adopted to
segment the image. As the conventional active contour model containing
the Li -based model level set algorithm is used, the position of the initial
curve and the sign of evolution velocity of the constant need to be manually
set (The initial curve required to encircle or be embedded inside the target
boundary). As a result, the image segmentation is hard to be adaptive, and
has more iterations and longer computing time.

To solve these problems, some improvements are put forward in the following as-
pects:

3.1 Improvement in filtering function

In order to filter out noise while effectively protecting the image edge information,
the above model Gaussian filter function is improved to a regularized nonlinear
anisotropic diffusion equation (PM equation) [Liu, Zhang and Wu (2013); Zhou,
He and Yuan (2010)]:

∂ I(x,y, t)
∂ t

= div[g(|∇Iδ |) ·∇I]

Iσ (x,y, t) = Gσ · I(x,y, t)
(x,y) ∈ R2 (10)

I(x,y) and Gσ in this equation are the same as those stated above. This equation
utilizes the gradient magnitude values of the images to combine the detection of the
image edge and the filtering while ensuring filtering so that the Diffusion coefficient
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g(|∇Iδ |) can be changed according to the image information, and the Diffusion
coefficient reaches its minimum value at the edge of the image.

This method combines the single-scale gaussian smoothing with the regularized
PM equation. Firstly, the gradient modulus values are obtained after Gaussian fil-
tering is applied to the image, and then the edge is judged on the basis of the size of
iteration gradient |∇Iδ |, after which the regularized PM equation is adopted to get
the image that already applied nonlinear diffusion filtering. The solution of the cal-
culation above is the image after regularized PM equation filtering. Consequently,
this method can remove the noise as well as maintaining the edge information,
which can help calculate the gradient modulus values of the image accurately .

3.2 Adaptive positioning of the significant initial contour evolution curve

For the level set active contour models, the initial closure contour evolution curve
should be around the headlights area and approach the true edge in order to get con-
tour detection results of the level set algorithm with the fastest speed, the highest
accuracy and the least iterations. After a comparative investigation on a large num-
ber of the light edges, it is easy to find that the edge located at the bottom of the real
edge is basically a straight line, and the real edges on the right and the top are also
close to straight lines [Zhang, Song and Zhang (2010)]. However, the simulation
results show that the shape of Pseudo-edges extracted, using edge detection algo-
rithm, is usually irregular. On the basis of the content above, this paper presents
an adaptive positioning algorithm of significant initial contour curve grounded on
two-dimensional convex hull. Firstly, the edge images initially extracted are to be
transformed by Hough Transform in order to enhance the true edges of the target
image. Then, the two-dimensional convex hull algorithm based on angle is used to
obtain a preliminary closure contour evolution curve. In this process, algorithms
are designed to amend the concave region of the target image, in order to make sure
that the initial outline of the evolution curve is closer to the true image edge and
minimize iterations to improve the approximation level and accuracy rate.

The overall algorithm flow is showed in Figure 1.

3.2.1 Target real edge enhancement algorithm

Steps of the algorithm are as follows:

Step 1: Canny operator having a meticulous edge detection effect is used to pro-
cess the initial image I1(x,y), and then filtering and morphological processing are
applied to the results effectively to minimize the noise disturbance, and finally bi-
narization is adopted to get the image I1(x,y).

Step 2: The arithmetic idea of Hough transform introduces the correspondence
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Figure 1: Adaptive positioning of the significant initial contour evolution curve
based on two-dimensional convex.

between points and lines in the Cartesian and polar coordinate system that a point of
the Polar coordinates corresponds to a straight line in the original image coordinate
system and a point of the original image coordinates changes to a straight line in the
Polar coordinates.So after Hough transform is applied to the non-zero linear point
in I1(x,y), several corresponding contour segments lead to a larger local maximum
in space θ − ρ . And the coordinates of local maximum can be obtained,finally
corresponding line segments can be drawn in the original binary image I1(x,y)
after inverse Hough transform ;

Step 3: The straight edges extracted after the Hough transform are detected one
by one and the midpoints of all the line segments above can be the starting point
of detection. Then the line segments are scanned gradually from the starting point
to the two ends until the intersection of line segments in I1(x,y) appears.And then
make this intersection as the endpoint of the straight line edge. With a cycle process
sequentially, one part of the initial contour area can be detected.

3.2.2 Determine the initial evolution curve with Two-dimensional convex hull al-
gorithm based on the angle

Two-dimensional convex hull is the minimum simple convex polygon containing
all points within the planar point set and its Vertex is in the set as well. In the convex
hull, the points located on the straight line between the two convex points is also
on the convex hull, but they are not the convex points. And how to find the convex
point is the key for the convex hull algorithm [Wu and Wang (2007); Jiang and
Feng (2012); Achanta, Hemami and Estrada (2009); Bai, wang and liang (2012)].
Therefore the improved planar point set convex hull algorithm based on angle is
put forward in this paper ,and all the convex points is obtained with the largest
angle and by a clockwise direction,finally the initial contour evolution curve can be
drawn.



Image Segmentation Method 419

The steps of this algorithm are as follows:

Step1: Determine the midpoints of N edged line segments of headlight image
middle(i,N)(i = 1,2...N);

Step2: Scan each edge segment sequentially from its midpoint to the two ends
along the respective edge line in order to get the two endpoints di

1 and di
2. Totally

2N endpoints can be obtained;

Step3: Detect the edge of a line progressively, and define the point with minimum
abscissa min

x
(di

1,d
i
2) as the first convex point T1. When such point is not unique,

define the point with minimum ordinate min
y
(di

1,d
i
2) as the first convex point T1;

Step4: Determine the second convex point T2 by the maximum angle between the
(2N−1) lines formed by the rest of the (2N−1) points with T1 and the level line;

Step5: Determine the next convex point by the maximum angle between the (2N−
1) lines formed by the rest of the (2N− 2) points with T2 and the line formed by
T2 and T1. When a point to meet the maximum angle is not unique, make farthest
point with the last convex point as the convex point here.

Processing every edge segment by clockwise direction, the polygonal Y (x,y) formed
is the initial contour area of the level set model after every convex point is con-
nected.

Simulation results of the above steps are shown in Figure 2.

3.2.3 Concave area determination and automatic correction of the initial evolu-
tion curve

On the basis of the procedure above, morphological filtering and region filling tech-
nologies are adopted to the image calculated by the convex hull algorithm and the
image after edged detection so as to determine the degree of approximation between
the convex hull of the original target and the original target image.

D2 =
n

∑
i=1

(Xi−Yi) (11)

Where n represents the total number of pixels of the image, Xi represents the gray
value of the points in target convex hull filled area of the original image and Yi

represents the gray value of the filled image of original headlights .

Evaluate the degree of approximation by the size of D, and preset a certain Thresh-
old k:

(1) If D > k, it is determined that the original target is convex. The initial curve
Y (x,y) extracted by the improved two-dimensional convex hull algorithm based on
the angle can accurately approximate the true boundary target;
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                                          (a) Original image                                     (b) Canny edge detection 

   

                       (c) Hough transform enhanced edge        (d) obtain the initial outline using Two-dimensional  

                                                                                                               convex hull algorithm  

 Figure 2: Significant initial contour adaptive locating results.

(2) If D<k, it is determined that there is Concave area in the original target image.

For concave region, there are various methods of Concave point detection, but these
methods over-rely on the original image pixel units in accuracy, resulting to many
calculation errors.Therefore , in this paper, the Image convex region I2(x,y) is de-
fined as below:

I2(x,y) = Y (x,y)− I1(x,y) (12)

Where Y (x,y) is the initial evolution curve of the target image and the definition of
I1(x,y) is the same as above.

And then convex point detection to I2(x,y) is carried out with the improved two-
dimensional convex hull algorithm based on the angle. By converting the Concave
area to the convex point detection problem, the accuracy of Concave point detection
is improved, and the initial closure contour curve is closer to the true target edges.

The steps of the algorithm are as follows:

Step 1: Get the convex hull Y1(X ,Y ) of the target area using improved two-dimensional
convex hull algorithm based on the angle;

Step 2: Subtract the convex hull of the target image of the Concave area with the
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original target area to obtain the Inner weld convex region and deal this region with
two-dimensional convex hull detection;

Step 3: Determine whether the coordinate of the candidate of the Coordinate
convex point collection is in the boundary of the convex hull of the target area
obtained in Step 2, thereby removing the pseudo-convex point;

Step 4: Calculate the distance dis between points within the same Inner weld con-
vex region, if dis < 3, they are considered as the same convex point,then merger
those convex points;

Step 5: Correct convex borders obtained in the first step one by one to guarantee
them to approach the boundary of the concave area. Thus they can be more closer
to the true object boundary.

3.3 The improved level set model

The regularized nonlinear anisotropic diffusion equation and the initial contour
evolution curveof adaptive positioning are combined to construct a new level set
evolution equation:

∂φ ′

∂ t
= µdiv[dP(

∣∣∇φ
′∣∣∇φ

′)]+λδε(φ
′)div[g(I′)

∇φ ′

|∇φ ′|
]+νg(I′)δε(φ

′) (13)

where g′= 1/(1+|∇I′|2), I′ is the image filtered by regularized nonlinear anisotropic
diffusion equation. φ ′ is the initial contour evolution curve of adaptive positioning.
After finite iterations, the zero level set of φ ′(x,y) is the final contour detection
result.

4 Experiments and comparative analysis

The images in the article are taken at a certain distance from the right side of the still
automotive vehicle to ensure that the car headlights in the image can be represented
as a whole and it is not obscured by other area of the vehicle. In order to ensure
the validity and accuracy of this method, we randomly choose 10 different models
with the male and female headlamps separately in a large parking lot, and each one
is taken 5 pictures for processing to observe the effect. For your convenience, only
two of the many headlamps of the two kinds are illustrated below.

The experimental environment is a PC of Intel core i5-2430M 2.4GHz CPU, 2GB
DDR, Windows 7 OS. The software is Matlab 2010a. The Experimental images
are the car headlights image with different shape whose size is 320*200. To ensure
the scientific results ,the comparative experiment parameters are the same. And
the variables of Dirac function, ε = 1.5, µ = 0.04, λ = 5,v = 1.5 form the dis-
tance constraint information and then are added to the level energy function of the
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active Contour Models. Selection of the values of the parameters is based on a
priori knowledge, then the optimal parameters to depict the lights outline curve are
selected by constantly adjusting the parameters.

Comparison of the different segmentation effects in the noise-free case between
the level set algorithm based on the Li-model and the improved algorithm for im-
age segmentation is shown in Figure 3; Figure 4 shows the different segmentation
results after Gaussian white noise with average zero and variance of 0.2 is added to
the original headlights image. The yellow solid line is the initial evolution curve.
When determining the initial artificial evolution curve, a rectangular area in the
center of the lights is selected according to the area of lights. For convenient con-
trast,the same artificial initial evolution curve is used. The experimental results also
show that adaptive evolution curve is basically the same before and after the white
noise is added, which means that adaptive method for determining the evolution
curve has some anti-jamming capability.

          

       (A1) Convex headlights original image     (A2) Li model-artificial determine the      (A3) Improved Li model-adaptive  

                                                                                    initial evolution curve                              determining evolution curve  

         

         (B1) Recessed lights original image         (B2) Li model - artificial determine         (B3) Improved Li model - adaptive  

                                                                                    the initial evolution curve                        determining evolution curve 

 

 Figure 3: Contrast of punch lights segmentation between the original model and
the proposed model of in noise-free conditions.

Comparison of the segmentation results in Figures 3 and 4 shows that the lamp’s
vertex angle cannot be segmented accurately with the set algorithm based on Li
model under the influence of the bad illumination condition and the noise. And
it seriously affects the accuracy of the vehicle identification based on the lights’
characteristic parameters,since the vertex angle is an important feature of lights.
Also, A2 and A3, B2 and B3 in figure 3, C2 and C3, D2 and D3 in figure 4 show
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that the improved model can better describe the lamp, when taking lamp image
segmentation effect into consideration.

          

          (C1) Noise polluted convex headlights      (C2) Li model - artificial determine         (C3) Improved Li model - adaptive 

                  original image                                             the initial evolution curve                        determining evolution curve 

         

        (D1) the original image of Noise polluted    (D2) Li model - artificial determine       (D3) Improved Li model - adaptive 

                 Recessed headlights                                      initial evolution curve                            determining evolution curve 

 

 Figure 4: Contrast of punch lights segmentation between the original model and
the proposed model of in Gaussian white noise.

4.1 Segmentation accuracy comparison of different models

In order to compare the segmentation results of different models more precisely,
DSC indicator is used to measure the accuracy of segmentation. DSC indicator
is defined as follows [Balla-Arabe and Gao (2012); Shattuck, Sandor-Leahy and
Chapers (2001)]:

DSC =
2N(S1∩S2)

N(S1)+N(S2)
(14)

where S1 and S2 represent the segmentation results and actual results, N(·) is the
number of pixels in the image. The more the DSC indicator tends to 1, the more
the segmentation is accurate.

Comparison between Li-model and the improved model in the accuracy of seg-
mentation is shown in Table 1. From Table 1, in the absence of the noise, the
gap of the segmentation accuracy rates of two models is narrow. But when there
is noise, the segmentation accuracy of improved algorithm proposed in this paper
has increased significantly, by an average of more than 5%. Results show that the
improved model proposed in this paper can significantly improve the accuracy of
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image segmentation, further improve the filter function and effectively protect the
information of edges. Note that, the improved model have a better anti-jamming
capability than Li-modal with or without noise.

Table 1: Comparison between Li-models and the improved model in the accuracy
of segmentation.

Noise or not Type of car light Li-model the improved model

Noise-free
Type 1 93.36% 95.14%
Type 2 94.11% 96.34%

Noised
Type 1 88.47% 94.89%
Type 2 89.29% 95.93%

4.2 Comparison of different models in segmentation efficiency

Comparison between Li-model and the improved model in segmentation efficiency
is shown in Table 2. Under the noisy and noise-free conditions, the proposed im-
proved level set contours algorithm based on the two-dimensional convex hull has
been improved in iterations and the running time compared with the Li model,
which can meet the real-time requirements of headlight image segmentation. This
further demonstrates that the improved algorithm proposed in this paper can sig-
nificantly improve the efficiency of the algorithm, due to fully consideration of the
regional characteristics information of the image, and adaptively locate the initial
evolution curve. Note that, the improved model have a better anti-jamming capa-
bility than Li-modal with or without noise.

Table 2: Comparison between Li-model and the improved model in segmentation
efficiency.

Noise or not Type of car light
Li-model the improved model

Iterations Running time Iterations Running time

Noise-free
Type 1 96 11.4728s 34 3.2596s
Type 2 103 13.2649s 36 4.1368s

Noised
Type 1 113 15.8246s 72 4.9688s
Type 2 109 14.7625s 58 4.2168s
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5 Conclusion

This paper analyzed the headlights image segmentation method based on adaptive
significant level set contour model, it has the following innovations and benefits:

(1) To solve the blurred image problem arose when using Gaussian filter to remove
image noise in the level set of Li model, the regularized P-M equation is put for-
ward, which can remove the noise and effectively protect the edge information of
image at the same time;

(2) As the level set model for image segmentation lights need to manually deter-
mine the initial evolution curve, Adaptive positioning algorithm of the significant
initial contour based on two-dimensional convex hull is designed to improve the
automation level of the model.

Simulation results show that the improved model is of better anti-interference abil-
ity, higher accuracy and segmentation efficiency. And it can accurately segment
images of different lights, which has great practical value for the development of
intelligent transportation systems. Based on the proposed algorithm, our next target
is to design optimized classifier, and to complete the accurate classification of car
models.
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