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Large-Scale Parallel Finite Element Analyses of High Frequency
Electromagnetic Field in Commuter Trains

A. Takei1, S. Yoshimura1 and H. Kanayama2

Abstract: This paper presents large-scale fi-
nite element analyses of high frequency electro-
magnetic fields in commuter trains. The AD-
VENTURE_Magnetic is one of the main mod-
ules of the ADVENTURE system, which is an
open source parallel finite element analyses sys-
tem, and is able to solve eddy current and mag-
netostatic problems using the hierarchical domain
decomposition method (HDDM) with an iterative
linear algebraic solver. In this paper, we improve
the module so as to solve a high frequency elec-
tromagnetic field of 500-1000 M[Hz]. A station-
ary Helmholtz equation for electromagnetic wave
problems is solved taking an electric field as an
unknown function. In this study, stable conver-
gence is achieved by adding a stability term. Ba-
sic performance of the module is first investigated
by solving a simple model. Then a part of a com-
muter train with seats, handrails and two human
bodies is precisely modeled into a large-scale fi-
nite element mesh with Nedelec elements of about
5.2 million degrees of freedom (DOFs). The re-
sults prove that the improved module can predict
precisely the distribution of the electromagnetic
field produced by mobile phones inside commuter
trains.

Keyword: ADVENTURE system, Large-scale
analyses, Finite element method, HDDM, Envi-
ronmental electromagnetic field.

1 Introduction

We are doing a research on the parallel finite ele-
ment analyses technique for high frequency elec-
tromagnetic fields aiming at contributing to the
risk assessment of the impact of such fields in a
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living environment [Selmaoui, B. and Touitou, Y.
(1995)] [Toropainen, A. (2003)]. In order to per-
form such risk assessment, digital data regarding
the electromagnetic field intensity need to have
highest possible resolution. Also, the living en-
vironment used in the analyses model needs to be
modeled as a whole. Various materials like di-
electrics, metals, etc. of different shapes and sizes
are contained in the model data. Moreover, in or-
der to ensure sufficient calculation accuracy, it is
necessary to set the maximum length of an ele-
ment size to 1/10 of the wavelength of the electro-
magnetic field. Large-scale calculation is needed
due to the complexity of the model.

In high frequency electromagnetic field analy-
ses, the FDTD (Finite difference time domain)
method, in which simulations can be intuitively
performed by discretizing the physical expression
of electromagnetic wave propagation within Yee’s
grid, is often used [Luebbers, R.J. and Lang-
don, H.S. (1996)] [Anzaldi, G. and Silva, F. et
al. (2007)]. However, when a calculation model
is created based on an actual living environment,
which has to be modeled in detail, its calcula-
tion scale becomes prohibitively large. There-
fore, it is believed that the finite element method,
in which boundary conformity should be assured
by an unstructural grid, is more desirable[Fujitsu
Ltd. Poynting homepage].

There are commercial and open source electro-
magnetic field analyses software based on the
finite element method. Commercial software
mainly deals with the analyses of commercial
frequency bands or electromagnetic fields pro-
duced by equipments like motors or transform-
ers [JRI Solutions Ltd. JMAG homepage] [SSIL
Ltd. EMSolutoin homepage]. Open-source
software, such as a large-scale electromagnetic
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field analyses module ADVENTURE_Magnetic,
which is one of the modules of the large-scale fi-
nite element analyses system ADVENTURE, has
been successfully used for various analyses [AD-
VENTURE project homepage] [Ogino, M. and
Mukaddes, A.M.M. et al. (2004)]. On the other
hand, there are a lot of reports about an analy-
ses of high-frequency bands [Vouvakis, N.M. and
Lee, J.F. (2004)] [Bertazzi, F. and Cappelluti, F.
et al. (2006)] [Bleszynski, E. and Bleszynski, M.
et al. (2004)]. However, to the best of our knowl-
edge, no simulation using large-scale models con-
stituted by complex shapes and many different
materials have been reported up to this moment.
Some simulation involving complex shapes, such
as parabolic antennas, has been realized using
commercial packages. However, these calcula-
tions are done using a single or a small number
of processors and are limited to hundreds of thou-
sands of DOFs [Ansoft Ltd. Homepage] [Photon
Ltd. Homepage].

In this study, we are considering the large-scale
parallel finite element analyses of high frequency
electromagnetic fields in a living environment.
The electromagnetic field considered in this re-
search is of the order of hundreds to thousands
of MHz. Modeling is done by solving Maxwell’s
equations, including the displacement current,
and by using finite element analyses. Since large-
scale computation is needed, we employ the AD-
VENTURE_Magnetic module as a platform and
improve it so as to solve high frequency elec-
tromagnetic fields. In order to deal with large-
scale calculation, parallel implementation is re-
alized using the hierarchical domain decomposi-
tion method (HDDM). Stable convergence of the
conjugate orthogonal conjugate gradient (COCG)
method is achieved by adding a stability term.
In this paper, a part of a commuter train with
seats, handrails and two human bodies is precisely
modeled into a large-scale finite element mesh
with Nedelec elements of about 5.2 million DOFs.
The results clearly demonstrate that the improved
module can predict the distribution of the electro-
magnetic field produced by mobile phones inside
commuter trains.

2 Algorithm for parallel computing formula-
tion

2.1 Helmholtz equation

Let Ω be a domain with the boundary ∂Ω. The
Helmholtz equation which describes an electro-
magnetic field with single angle frequency ω
[rad/s] is drawn from the Maxwell’s equations
containing the displacement current [Soares Jr,
D. and Vinagre, M.P. (2008)] [Young, D.L. and
Ruan, J.W. (2005)] [Reitich, F. and Tamma, K.K.
(2004)]. The Helmholtz equations describing an
electric field E [V/m] are given by (1a) and (1b),
using the current density J [A/m2] and the electric
field E by making j into an imaginary unit:

rot (1/μrrotE)−k2
0εrE = jωμ0J in Ω (1a)

E×n = 0 on ∂Ω (1b)

where ε0 and μ0are the vacuum permittivity [F/m]
and permeability [H/m], and εr and μr are the rel-
ative permittivity and permeability, respectively.
k0 represents the wave number (= ω√μ0ε0)
[Chen, R.S. and Ping, X.W. et al. (2006)].

In this analyses code, the electric field E and the
magnetic field H are calculated. The Poynting
vector, which represents the energy density of the
electromagnetic field, is then obtained from the
calculated E and H. Solving equation (1a), by
imposing the boundary condition of (1b), we cal-
culate the electric field E. The magnetic field
H [A/m] is calculated from the computed elec-
tric field E by post-processing using equation (2),
which is one of Maxwell’s equations. Finally,
the time average value of the Poynting vector 〈S〉
[W/m2] is calculated by equation (3):

rotE− jωμ0μrH = 0 (2)

〈S〉 = Re

[
1
2

E×H
]

(3)

2.2 Finite element formulation

In this section we describe the finite element
approximation. The electric field E are ap-
proximated with Nedelec elements (edge ele-
ments) [Golias, N.A. and Antonopoulos, C.S. et
al. (1998)]. The finite element approximation
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is as follows [Kanayama, H. and Tagami, D. et
al. (2000)] [Kanayama, H. and Shioya, R. et
al. (2002)] [Taeyoung, H. and Sangwon S. et al.
(2006)].

Find Eh such that

(1/μrrotEh, rotE∗
h)

−(
k2

0εrEh,E∗
h

)−(
jωμ0J̃h,E∗

h

)
= 0 (4)

where (∗,∗) denotes the complex valued L2-inner
product and J̃h is a corrected excitation current
density in a finite element analyses[Kanayama,
H. and Sugimoto, S. (2006)]. Following the dis-
cretization using the finite element method, the
following system of simultaneous linear equa-
tions is obtained:

Ku = f (5)

where K denotes the coefficient matrix, u the un-
known vector, and f the known right hand side.

This formulation is based on Maxwell’s equa-
tions, in which the displacement current, that can-
not be disregarded in high frequency electromag-
netic field analyses, is contained. The electric
field E, which is not usually taken into consid-
eration in conventional eddy current analyses, as
in the ADVENTURE_Magnetic module, is also
calculated. When the matrix K is not diagonally
dominant, convergence of iterative calculations
gets worse. In such a case, convergence is im-
proved by adding a stability term to the left hand
side of equation (1a).

3 Algorithm for parallel computing

3.1 Iterative domain decomposition method

We introduce an iterative domain decomposition
method. The domain is partitioned into non-
overlapping subdomains. The linear system (5)
is rewritten as follows:⎡
⎣KII KIB KIE

KBI KBB KBE

KEI KEB KEE

⎤
⎦

⎧⎨
⎩

uI

uB

uE

⎫⎬
⎭ =

⎧⎨
⎩

fI

fB

fE

⎫⎬
⎭ (6)

where the subscripts I, B, E correspond to the
nodal points in the interior of the subdomains,
on the interface boundary, and on the essential

boundary, respectively. Equation (6) leads to the
following linear systems:

KIIuI = fI −KIBuB −KIEuE (7)
(

KBB −KBI K
†
IIKIB

)
uB

= fB−KBI K
†
II fI −

(
KBE −KBI K

†
IIKIE

)
uE

(8)

where K†
II is a generalized inverse of KII .

At first, the unknown vector uB is obtained from
the application of the following algorithm based
on the COCG (Conjugate orthogonal conjugate
gradient) method to equation (8) [Kanayama, H.
and Sugimoto, S. (2006)]:

Choose u0
B;

Compute u0
I by(

KII KIB KIE
)(

u0
I u0

B u0
E

)T = fI ;

p0 = g0 =
(
KBI KBB KBE

)(
u0

I u0
B u0

E

)T − fB;

for n = 0, 1, . . . ;
compute pn

I by(
KII KIB KIE

)(
pn

I pn 0
)T = 0

qn =
(
KBI KBB KBE

)(
pn

I pn 0
)T

;

αn = rn · rn/pn ·qn;

un+1
B = un

B −αn pn;

rn+1 = rn −αn pn

If
∥∥rn+1

∥∥ < δ ‖rn‖, beak;

β n = rn+1 · rn+1/rn · rn;

pn+1 = rn+1 +β n pn;
end;

where ‖·‖
is the Euclidean norm and δ is a positive con-
stant. Because the matrix KII is block diagonal
corresponding to each subdomain, the vectors u0

i
and p0

i can be solved independently in each sub-
domain. After solving uB, the unknown function
uI is obtained from equation (7). The vector uI

is solved by the COCG method with a precondi-
tioner, and can also be solved independently in
each subdomain. Hence, we can get the unknown
u in the whole domain.
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3.2 Hierarchical domain decomposition
method

The original domain is hierarchically divided into
parts, which are further decomposed into smaller
domains called subdomains (Fig.1). This is called
the hierarchical domain decomposition method
(HDDM). This is one of techniques for parallel
computing. HDDM has some modes depending
on roles of processors.

3.2.1 Hierarchical Processor Mode

Hierarchical processor mode (H-mode)
[Yoshimura, S. and Shioya, R. et al. (2002)]
classifies processors into three groups, “Grand
Parent,” “Parent,” and “Child.” One of the
processors is assigned as Grand Parent, a few
as Parent, and others as Child. The number of
processors assigned as Parent is the same as that
of parts. The number of Child processors can be
varied; and it affects parallel performance.

The role of Grand Parent is to organize all proces-
sor communications (i.e., message passing) which
occur between all processors. Parents prepare
mesh data, manage finite-element analyses (FEA)
results, and coordinate the COCG iteration, in-
cluding the convergence decision for the COCG
iteration. Parents send data to Child processors,
where FEA is performed in parallel. After the
FEA, Child processors send the results to Par-
ents. This computation will be repeated until the
COCG iteration is converged (Fig.2(a)).

3.2.2 Parallel Processor Mode

The traditional HDDM was introduced in the pre-
vious section. However, because most commu-
nication time is taken between Parent processors
and Child processors, the communication speed
becomes important. Although the communication
performance has also been improved in network
technology in recent years, high-speed network is
still expensive. On the other hand, for PC clus-
ters generally used, the network speed becomes a
bottleneck to the processing performance of the
CPU. Moreover, when parallel processing perfor-
mance is considered, it is important to reduce the
amount of communications as much as possible.

Therefore, the Parent-only type (Parallel proces-
sor mode P-mode) is more useful than the H-mode
[Kanayama, H. and Sugimoto, S. (2006)].

In the P-mode, Parent processing performs the
FEA by themselves, which is computed by Child
processors in the H-mode (Fig.2(b)). Although
Parent processors store some of subdomain anal-
yses data and coordinate the COCG iteration as a
main work, the idling time of CPU increases in the
H-mode, because of less computation in Parent
processors. On the other hand, since all proces-
sors perform the FEA and CPU can be used with-
out idleness in an environment with 10-20 CPUs,
the P-mode is considered superior to the H-mode.
In the P-mode, the numbers of Parent processors
should be equal to that of parts.

Figure 1: Hierarchical domain decomposition.

4 Verification

4.1 Verification model

In this study, a simple model, shown in Fig.3, is
used for accuracy verification. The mesh is di-
vided using Nedelec elements. The maximum
size of element edge length is 0.03[m]. The per-
mittivity is 8.85×10−12[F/m]. The permeability
is 1.26×10−6 [H/m]. The angular frequency is
2π×500×106[rad/s]. The absolute value of the
real (or imaginary) part of the input current den-
sity |Jr| (or |Ji|) in the antenna is 0.08 (or 0)
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(a) Hierarchical processor mode. 

(b) Parallel processor mode. 

Figure 2: Data flow of HDDM.

[A/m2]. Dirichlet boundary conditions of E×n=0
are given on all surfaces. The number of DOFs is
381,022 and the number of elements is 269,224.

A simplified block diagonal scaling is used as the
preconditioner in the COCG procedure on the in-
terface. Each process is stopped when the residual
norm ‖rn‖/

∥∥r0
∥∥

becomes less than 10−3. In each subdomain, the
incomplete Cholesky conjugate orthogonal con-
jugate gradient (ICCOCG) method is used as the
solver for the complex symmetric (not Hermitian)

system arising in approximations. The ICCOCG
method in each subdomain is stopped when the
preconditioned residual norm becomes less than
10−10.

The computation was performed by using 12 Intel
Pentium 4 2.6-GHz processors. Fig.4 shows the
history of the residual norms. The CPU time is 0.3
[h] and the number of elapsed iterations is 1680.

(a)  Sketch of the model

(b)  Mesh 

Figure 3: Analytical model for verifications

4.2 Comparison between the obtained numeri-
cal solution and the reference

We compared the numerical solution with a ref-
erence solution. The reference solution of the
magnetic field H on the x-z plane surface (y=0)
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Figure 4: History of residual norms

is given by equation (9).

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

μHx = e− jω
√

x2+z2√με yJyz

4π(x2+z2)3/2

+ j e− jω
√

x2+z2√με yJyzω
√

με
4π(x2+z2)

μHy = 0

μHz = − e− jω
√

x2+z2√με yJyx

4π(x2+z2)3/2

− j e− jω
√

x2+z2√με yJyxω√με
4π(x2+z2)

(9)

This equation is compared with the numerical so-
lution. The correlation coefficient CC between
this reference solution Ha and the numerical one
Hb is given by equation (10).

CC =
Ha ·Hb

|Ha| |Hb| ×100[%] (10)

The numerical solution and the reference are
shown in Figs.5(a) and (b), respectively. These
plots by the x-z plane look identical. In both fig-
ures a, b, and c show the peak positions. It can
be seen from the figures that both waveforms are
in good agreement. Moreover, the correlation co-
efficient is CC=99 [%]. In this study, the visual-
ization tool is based on ADVENTURE AutoGL
[Kawai H. (2006)].

5 Real world application

5.1 Analyses

For examining the model and the proposed soft-
ware on a real world problem, we model the en-
vironment of a commuter train, including two hu-
man bodies placed inside it. In such commuter

(a) A numerical result 

(b) Reference solution 

Figure 5: A numerical result and the reference so-
lution

train, dielectrics, such as reflecting barriers, walls,
handrails, etc. and human bodies exist. The elec-
tromagnetic field distribution may change with
the differences of geometric arrangement between
these materials. Therefore, when developing the
numerical environmental model used for calcu-
lation, it is necessary to perform the modeling
in such a way that the real environment may be
reproduced correctly. The train plan [Monthly
TRAIN (2004)] is referred for the modeling of the
train. The CAD data were obtained by reading
this plan using OCR (Optical Character Recogni-
tion) and by applying corrections where needed.
The side view and the cross section of the CAD
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model are shown in Figs.6(a) and (b), respec-
tively. Both dielectrics, like train parts made of
plastic or rubber, and reflective parts like metals,
which exist in a real commuter train, are con-
tained in this model. Two human body models
were added to this CAD data. The CAD model
containing the two human bodies is shown in
Fig.6(c). One person is sitting on a seat, while
the other person is standing. The standing per-
son is talking on a cellular phone which it holds
in his hand. The electromagnetic field source is
the cylinder type wave source which imitates a
cellular phone. In this study, the human body
composition was approximated by water. More-
over, the seats and the partition boards beside the
seats were considered to be plastic. Metals are
considered to be perfect conductors, and the basic
boundary conditions from equation (1b) are ap-
plied [Takei, A. and Yoshimura, S. et al. (2006)].
The surface patch of the geometric model shown
in Fig.7(a) was generated and element division
was done by using Nedelec elements. The mesh is
shown in Figs.7(b) and (c). The maximum size of
element edge length is 0.0375 [m]. The number
of DOFs is 5,235,812 and the number of elements
is 4,330,480. Table 1 shows the material parame-
ters.

Table 1: Material properties

Permeability Permittivity
[H/m] [F/m]

Air 1.257×10−6 8.854×10−12

Seat 1.257×10−6 2.036×10−11

Human bodies 1.257×10−6 4.427×10−11

5.2 Analyses

The electromagnetic fields are analyzed by the nu-
merical environmental model shown in Fig.7. The
angular frequency is 2π×300×106[rad/s]. The
absolute value of the real (or imaginary) part of
the input current density |Jr| (or |Ji|) in the an-
tenna is 0.08 (or 0) [A/m2]. Computation was
performed using 17 dual core CPUs (34 processor
elements) using Intel Core2Duo 1.86-GHz pro-
cessors. Fig.8 shows the history of the residual

(a) Side view 

(b) Cross section

(c) CAD model including 2 human bodies 

Figure 6: CAD model from OCR data.

norms. The COCG calculation of the interface di-
verged after around 8000 iterations. Hence, the
calculation could not be completed. Thus, this is
a case where the system matrix, resulting from the
particular shapes and arrangement of both metals
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(a) Surface patches

(b) Mesh 

(c) Each part in the mesh

Figure 7: Numerical model based on the CAD
model.

and dielectrics placed inside the analyzed space,
is not diagonally dominant. The convergence of
the iterative COCG calculation between domains
may get worse.

Figure 8: Residual norm of COCG iteration.

5.3 A stability term

A stability term is introduced in this calculation
and the improvement of convergence in the itera-
tive COCG calculation between domains is tried.
A non-negative parameter e is introduced in equa-
tion (1a), and which takes the following form
(11).

rot (1/μrrotE)−k2
0εrE− jeE = jωμ0J0 (11)

By adding the third term in the left hand side of
equation (1a), the matrix to be solved becomes di-
agonally dominant, leading to an improvement in
the convergence of the iterative COCG calcula-
tion of the interface. The addition of this stability
term is one of the key ideas in this research. This
stability term is computed by changing the current
density J of the right hand side equation (11).

J = Jo +Johm (12a)

Johm = σE (12b)

Equation (12b) is Ohm’s law. σ is the elec-
trical conductivity [S/m]. Equation (11) is ob-
tained from equations (12a) and (12b), (1a), and
ωμ0σ = e. The computation is now performed
using the newly obtained equation (11). We
search the value for the parametere by starting
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from e = 2.0×10−12 (σ=10−15) and further in-
creasing this value over a number of steps (e=
2.0×10−12 (σ=10−15), 2.0×10−11 (σ=10−14),
etc.). The COCG converged fore= 0.2 (σ=10−4).
Total CPU time was 9 [h]. Fig.9 shows the history
of the residual norms.

Figure 9: Residual norm of COCG iteration.

The influence to the solution and convergence
properties of the parameter e= 0.2 is investigated.
Using the model for verification, shown in Fig.3,
we compare solutions with the existence of a sta-
bility term. The norm of the magnetic fields on
the X-axis shown in Fig.3 (b) is compared. Both
comparisons are shown in Fig.10.

Figure 10: Solid and dotted lines show computed
solutions with the stability term and without the
stability term, respectively.

The result (magnetic field intensity) is shown in
Fig.11. The numerical value shown in Fig.11 is
the norm of the magnetic field vector H [A/m].
Moreover, peaks are observed near the handrail
(shown in Fig.11 by A), at metal boundaries (B),
and at the cellular phone.

Figure 11: Magnetic fields in the commuter train.

6 Conclusions

In this paper, an examination of the techniques
used for analyzing high frequency electromag-
netic fields propagating in the environment of
a commuter train has been performed. A new
electromagnetic field analyses code is devel-
oped, which improves the existing ADVEN-
TURE_Magnetic module. The equation to be
solved is the Helmholtz equation which is ob-
tained from Maxwell’s equations by including the
displacement current. The problem formulation
using finite element analyses and a parallel com-
putational algorithm are described. A comparison
between the reference solution and the obtained
numerical solution is performed, which proves
that the numerical solution is physically accurate.
Moreover, an application to a real-world prob-
lem is considered by taking a commuter train as
the environmental model. The modeling is done
based on real schematics. In this computation,
convergence is improved using a stability term.
This example of high frequency electromagnetic
field analyses, of frequency of around 300 M[Hz],
in a commuter train, is done using a large-scale
numerical environmental model of about 5 mil-
lion DOFs.
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