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HPC: Its application in Climate Modelling

Ravi S Nanjundiah1

Abstract: In this paper, application of high per-
formance computing to climate modelling with
specific reference to global General Circulation
Models (GCM) is discussed. Methods of par-
allelization of global atmospheric models based
on their numerical schemes is presented. It is
seen that there is an interesting co-evolution of
computer architecture and the type of numerical
schemes used in general circulation models. A
detailed survey of the Indian HPC scenario for
meteorological computing is presented. Innova-
tive and pioneering aspects of Indian efforts are
highlighted.
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1 Introduction

Study of weather and climate with numerical
models has been one of the most computation-
ally challenging problems. The diversity of scales
from the macro (∼ 106 m) to the micro (∼
10−3 m) involved in this phenomena and pro-
cesses such as radiation, eddies at different scales
and interaction between various sub-components
such as the land-atmosphere interaction, ocean-
atmosphere interaction makes this a fascinating
subject. Traditionally, largest supercomputers
have always been used for climate studies and nu-
merical weather prediction.

A model for the atmosphere contains equations
for conservation of mass, momentum, energy and
species conservation. In the modelling of weather
and climate, we consider air (or atmosphere) to
be a fluid and hence try to model the flow of the
fluid. The rotation of the earth and its impact
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on the flow through Coriolis acceleration is one
of the important phenomenon which makes this
flow different from conventional fluid mechanics.
The driving force for all atmospheric motion is
solar energy. The incoming solar energy varies
over different longitudes and latitudes on daily
and seasonal basis. Thus this differential heating
of various parts of the globe drives atmospheric
flow. Additionally factors such as interaction be-
tween clouds and radiation, aerosols (dust, pol-
lutants, sea-salt etc) and radiation, also need to
be considered. Energy from the earth-atmosphere
is system is lost in the form of outgoing infra-
red radiation. Its interactions with various ab-
sorbing gases and clouds need to be considered.
Another additional source of energy is the phase
change from water vapour to liquid. Condensa-
tion releases latent heat which is transferred to the
surrounding atmosphere. This process plays an
important role in amplification of cyclones. We
can see that thermodynamics and dynamics are
closely coupled e.g. condensation of water heats
the atmosphere and changes the pressure and this
in turn changes the circulation. It is the conver-
gence of moisture at a particular place caused by
circulation patterns that causes rain. Therefore
study of climate leads to set of coupled non-linear
partial differential equations. Additionally when
coupling between ocean and atmosphere is con-
sidered in an interactive fashion, then a further
degree of non-linearity is added. We then also
need to solve a similar set of equations for the
oceans. Other interactions include those between
land-surface and atmosphere in which vegetation
(or the lack of it) plays an important role. The
computations at the land-atmosphere interface is
usually conducted in a separate sub-model called
the land-surface model.

In atmosphere modelling, processes can be
broadly classified into two categories: ’model dy-



2 Copyright c© 2008 Tech Science Press CMES, vol.27, no.1, pp.1-23, 2008

namics’ and ’model physics’. The part of the at-
mospheric model categorized as ’model dynam-
ics’ deals with the inviscid part of the equations
for momentum, energy, mass and species con-
servation (excluding the sources and sinks). In
this part one can use numerical discretization
and thus error-bounds due to discretization can
be estimated quite well. This is also sometimes
called as the ’dynamical core’ of the model. Var-
ious dynamical cores depending on the method
of discretization of equations exist viz. finite-
difference dynamical core, Eulerian (spectral) dy-
namical core, Semi-Lagrangian (spectral) dynam-
ical core and finite volume dynamical core. Most
of the dependencies in the horizontal direction are
related to the choice of dynamical core and can
have significant impact on the scalability of the
model during its implementation on parallel com-
puters.

‘Model Physics’ in contrast is largely empirical
and deals with various forcing terms such as the
computation of radiation, sub-grid scale phenom-
ena and diffusion. Sub-grid scale phenomena are
processes at scales which cannot be resolved at
the resolution of the model but still are of con-
siderable importance e.g. cumulus clouds. These
clouds occur on scales of 1-10 km (the typical
model resolution of a climate system model being
about 100 km) but heating due to phase change
from water vapour to liquid water has a major
impact on the circulation patterns, especially in
the tropics. These computations tend to have only
vertical dependencies and are more scalable than
the dynamical core.

The equations solved in an atmospheric model
are:

Law of conservation of mass
∂ρ
∂ t

+∇ ·
(

ρ�V
)

= 0 (1)

Where ρ is density and �V is the velocity

Law of Conservation of Momentum

D�V
Dt

+2�Ω×�V = −∇p
ρ

−∇Φ+�F (2)

where p is the pressure, Φ the geopotential,�Ω the
earth’s angular velocity vector and �F represents
the frictional forces.

Law of Conservation of Energy

D
Dt

lnΘ =
HT

CpT
(3)

where Θ = T (p0/p)κ is the potential temperature,
κ = R/Cp (Cp is the specific heat at constant pres-
sure and R is the gas constant for air) and T the
temperature. HT represents the diabatic heating
term (due to radiation, surface heating and phase
change). p0 is a reference pressure usually taken
to be 1000 hPa i.e. the nominal pressure at earth’s
surface.

The Equation of State

p = ρRT (4)

Species Conservation Equations

The equation for species conservation (such as
moisture, other trace gases and aerosols) can be
written as:

Dq
Dt

= S (5)

where q is the specific humidity or concentration
of any other species and S represents sources and
sinks. For moisture the source term is evaporation
and the sink term is precipitation.

These are appropriately scale analyzed for the
class of models being developed. Generally for
climate models with relatively coarse resolution
(∼ 100 km) i.e. models which can only resolve
coarser scales such as the planetary and synoptic
scales, simplification to the vertical momentum
equation is obtained by the hydrostatic approxi-
mation.

∂ p
∂ z

= −ρg (6)

This also allows the use of pressure as a vertical
co-ordinate. To allow for terrain variation a non-
dimensional vertical co-ordinate based on pres-
sure is used (generally called as the sigma-co-
ordinate). Some models also use a hybrid system
of co-ordinates which begins as non-dimensional
pressure co-ordinates at the surface and slowly
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changes to pressure co-ordinate at the upper lev-
els. In some very high resolution models, height
‘z’ is used as the co-ordinate. The advantage of
using the hydrostatic approximation is that acous-
tic waves are filtered out and thus larger time-
steps can be used in forecasting. This results
in increased computational efficiency. However,
there is a school of thought that considers the use
of hydrostatic approximation to be inaccurate in
the deep tropics and advocates the use of ‘quasi-
hydrostatic’ approximation in coarse resolution
models (White and Bromley, 1995). New very
high resolution GCMs (with horizontal resolution
of ≈ 10 km ) are now experimenting with non-
hydrostatic formulations.

2 Numerical Discretization of Equations

These set of coupled non-linear partial differen-
tial equations need to be solved numerically. Vari-
ous numerical methods are in vogue to solve these
equations. The most common techniques are:

1. Finite Difference Technique

2. Eulerian Spectral Technique

3. Finite Volume Semi-Lagrangian Technique

Of these finite difference and Eulerian spectral
technique have been traditionally used. Currently
finite volume semi-Lagrangian techniques seem
to be gaining popularity in view of their better
scalability and superior advection properties espe-
cially for advecting trace gases and aerosols (Lin,
2004).

2.1 Finite Difference Technique

Finite difference technique has been widely used
in atmospheric modelling. For higher accu-
racy and better geostrophic adjustment, staggered
grids (Arakawa and Lamb, 1981)) have been used.
The ‘B’ and ‘C’ grids are widely used. Later we
will see that a combination of D and C grids are
used in finite volume techniques. For temporal
discretization, leap-frog scheme (centre in time)
is usually preferred. Removal of computational
modes is done by using a three-time step filter. A
semi-implicit scheme is generally preferred. The

implicit part is used for pressure, temperature and
divergence components of the equations as these
give rise to high speed gravity waves, while non-
linear and Coriolis terms are dealt with explicitly.
Thus the use of a semi-implicit method combines
the simplicity of an explicit scheme with the in-
creased time-step of an implicit scheme without
seriously distorting the modes of interest viz. the
slower meteorological modes.

2.2 Eulerian Spectral Technique

This is one of the widely used techniques in
weather and climate modelling. The spectral
method came into vogue in the 80s which inter-
estingly coincided with the development of vec-
tor computers. Vector computers are more effi-
cient on operating on long arrays (vectors) than
on single elements (scalars) Given that spectral
methods had long arrays to be computed, it is not
surprising that they could exploit the architecture
of the vector computers very efficiently. How-
ever their scalability on massively parallel com-
puters (which are built up with scalar processors)
is limited. Additionally Gibbs oscillation causes
erroneous results in regions of steep gradients.
This causes problems in computation of variables
such as specific humidity. These factors have
caused their appeal to reduce somewhat in the
field of climate modelling. However, their high
degree of numerical accuracy makes them very
attractive for weather forecasting. The Eulerian
spectral technique is still being used very exten-
sively for weather forecasts at the National Cen-
ters for Environmental Prediction, USA (NCEP)
and also by other meteorological agencies such as
the Japanese Meteorological Agency (JMA) and
the (Indian) National Centre for Medium Range
Forecasting (NCMRWF).

In the Eulerian spectral technique, any variable
(temperature, moisture and flow variables) is rep-
resented as a set of spectral co-efficients (which
vary with time) along with a spherical harmonic
basis (a combination of Fourier modes in the
east-west direction and Legendre polynomials in
the north-south direction). Since it is ineffi-
cient to compute the non-linear advection terms
in the spectral space and impossible to compute
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the model physics in this space, a transformation
from grid to spectral space is used. Any variable,
ζ , at latitude θ and longitude λ can be expressed
as:

ζ (λ ,μ) =
M

∑
m=−m

N(m)

∑
n=|m|

ζ m
n Pm

n (μ)eimλ (7)

where μ = sinθ , where θ is the latitude, Pm
n (μ) is

the normalized associated Legendre function. We
can determine the spectral co-efficients by:

ζ m
n =

∫ 1

−1

[
1

2π

∫ 2π

0
ζ (λ ,μ)e−imλdλ

]
Pm

n (μ)dμ

≡
∫ 1

−1
ζ m(μ)Pm

n (μ)dμ

(8)

where ζ m(μ) represents Fourier co-efficients
over a latitude circle. The spherical harmonics
Pm

n (μ)eimλ are the eigensolution of the Laplacian
on the sphere. Since in actual practice we can-
not take an infinite series we truncate it to a wave
number M in the zonal direction. In the merid-
ional direction, N(m) is the highest degree of the
associated Legendre polynomial for this trunca-
tion.

From equation (8) we find that the transformation
of ζ (λ ,μ) to ζ m

n can be done in two steps:

1. A Fourier analysis step on every latitude
circle to calculate the Fourier co-efficients
ζ m(μ) (commonly known as the Fourier
transform step).

2. An integration over all latitudes to obtain
ζ m

n (commonly known as the Legendre trans-
form)

For conducting Fourier analysis efficient algo-
rithms such as the Fast Fourier Transforms (FFT)
are available. The integration over the latitudes
(Legendre Transform) is replaced by a Gaussian
quadrature.

ζ m
n =

J

∑
j=1

ζ m(μ j)Pm
n (μ j)wj (9)

Here wj are Gaussian weights which are deter-
mined by:

wj =
2(1−x2

j)

kPk−1x2
j

Here x j are latitude points (Gaussian points)
which are zeros for the Legendre polynomial of
order k. Use of this increases increases the or-
der of accuracy of the method from k-1 to 2k-1.
A detailed discussion of Gaussian quadrature is
given in Durran (1999). The degree k and conse-
quently the number of Gaussian latitudes is deter-
mined from constraints of alias-free computation
of the quadratic (non-linear advection) terms of
the equations. The actual value of the total num-
ber of Gaussian latitudes (usually denoted by J)
depends on the type of truncation used and num-
ber of waves, M (truncation number). Commonly
used truncations are rhomboidal and triangular
truncation. If M is the truncation (i.e. the num-
ber of waves used in the zonal or east-west direc-
tion) then J ≥ 3M+1

2 for triangular truncation and
J ≥ 5M+1

2 for rhomboidal truncation.

The inverse transform from spectral space to grid
space is done in two steps:

1. An inverse Legendre transform to convert
from spherical harmonic space to Fourier
space

2. A Fourier transform to compute the grid
point values from Fourier co-efficients.

The inverse Legendre transform is given by:

ζ mμ =
N(m)

∑
n=m

ζ m
n Pm

n (μ)

The N(m) in the above equation and equation
(7) depends again on spectral truncation. For
triangular truncation N(m) = M, for rhomboidal
truncation N(m) = |m|+ M. Rhomboidal trunca-
tion has better resolution than triangular in mid-
dle latitudes and if the emphasis is on higher lat-
itudes, rhomboidal truncation may be preferred.
For weather forecasting triangular truncation ap-
pears to be the universal choice.
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The calculation of horizontal derivatives are
straightforward and exact in spectral models. The
zonal derivative can be expressed trivially for a
Fourier co-efficient ζ m(μ) as

∂ (ζ m(μ)eimλ )
∂x

= mζ mμeimλ

Similarly using the Rodrigues formula the merid-
ional derivative can be obtained:

(1−μ2)
dPm

n

dμ
= −nεm

n+1Pm
n+1 +εm

n Pm
n−1 (10)

where εm
n =

(
n2−m2

4n2−1

) 1
2

Generally it is inefficient to compute the non-
linear terms in the spectral space and hence these
are computed on the physical space and then con-
verted to spectral space using the above trans-
formations. A detailed discussion of various as-
pects of application of spectral methods can be
found in Durran (1999) and Krishnamurti, Bedi,
and Hardiker (1998)

2.2.1 Equations used in Eulerian Spectral Tech-
nique

Using spectral methods it is more convenient to
use vertical component of vorticity ζ and horizon-
tal divergence D instead of the horizontal compo-
nents of velocity u and v (as in equation(2)). In
σ co-ordinate system (a non-dimensional terrain
following system in vertical, this is generally used
instead of distance or pressure co-ordinates) these
equations can be written as (Haltiner and William,
1980):

The vorticity equation:

∂ζ
∂ t

= −∇ · (ζ + f )�V

−k ·∇×RT ∇

(
ln(ps)+ σ̇

∂�V
∂σ

)
(11)

where ps is surface pressure, σ̇ is the vertical ve-
locity in sigma co-ordinates, f is the Coriolis pa-
rameter = 2Ωsinθ and�V is the vector of horizontal
velocities.

The divergence equation:

∂D
∂ t

= k ·∇× (ζ + f )�V −∇ · (RT ∇(ln(ps))

+ σ̇
∂�V
∂σ

−∇2(φ +�V ·�V/2) (12)

The other equations i.e. for energy (equation
3) and species conservation (equation 5) re-
main largely the same. The spectral models are
much more computationally efficient than finite-
difference models of the same resolution and do
not have major problems related to convergence
of meridians at the poles (Durran, 1999). How-
ever to further increase the efficiency of these
models, a ‘reduced grid’ is used at higher lati-
tudes. In the ‘reduced grid’ there is a reduction in
the highest wavenumber (i.e. Fourier coefficients
above a particular wavenumber are assumed to be
zero) and a corresponding decrease in the number
of grids in the east-west direction.

From the above discussion we note that the cou-
pling from the model dynamics viewpoint is quite
tight in the horizontal direction, and from the
model physics viewpoint, in the vertical direction.
These factors make obtaining high scalability in
parallel implementations a major issue.

2.3 Finite Volume Semi-Lagrangian Tech-
nique

The latest technique to be used in atmospheric
modelling is the finite volume semi-Lagrangian
technique commonly called as the Flux Form
Semi-Lagrangian technique (FFSL) and is dis-
cussed in detail in Lin (2004).

The salient features of this technique are:

1. a pure explicit upwinding method

2. Time step splitting, smaller time steps to ad-
dress fast gravity waves in the mass and mo-
mentum equations, larger time steps used for
integrating species conservation equations.

3. use of finite volumes whose horizontal sur-
faces are Lagrangian bounding surfaces. The
finite volumes are free vertically, they can
float, compress or expand as dictated by the
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hydrostatic dynamics. During computations
in the Lagrangian mode there is no interac-
tion in the vertical between the finite vol-
umes.

4. computation of horizontal pressure gradient
using a line integral on the latitude-vertical
and longitude-vertical planes.

5. a mapping algorithm to convert from La-
grangian to the required Eulerian grid

6. solutions are largely free of spurious oscilla-
tions (a major problem with spectral models
being the Gibbs oscillations)

7. it is found to be superior to spectral mod-
els for advection of trace gases and aerosols.
Advection of trace gases and aerosols
is gaining increasing importance with in-
creased concerns about climate change.

The equations for these are written in flux form.
We define a “pseudo-density” π = ∂ p

∂ζ , where ζ
is a generalized vertical co-ordinate and π is the
vertical gradient of pressure in that co-ordinate.
From hydrostatic balance (it is implicitly assumed
that the scale of motion being studied is the larger
scale and not the smaller cloud or meso-scale) the
relationship between pseudo-density and true den-
sity is (φ is the geopotential height):

π = −∂φ
∂ζ

ρ (13)

The mass (and species) and momentum conserva-
tion laws are also appropriately used in the flux
form. Detailed discussion of the flux form equa-
tions are given in Lin (2004).

This formulation uses a Lagrangian vertical co-
ordinate and in FFSL, the Lagrangian surfaces
are treated as bounding surfaces. This essen-
tially reduces the three-dimensional problem to
a two-dimensional one. The computation dur-
ing the smaller timesteps for mass and momen-
tum are done on the Arakawa-D Grid while the
computations for species advection are done on
the Arakawa C-Grid. For advection of species,
accumulated winds from the smaller time-steps
are used. The species integration step is larger

by a about a factor of 2-3 vis-a-vis the momen-
tum time-step. Meridional convergence of grids
near the poles affects the size of the time step. To
increase the timestep, higher frequencies are re-
moved using a filter. The impact of the filter is
minimized by applying it to variables on the C-
grid and the tendency terms on the momentum D-
grid.

FFSL uses dimensional splitting for computing
meridional and zonal fluxes. Splitting errors are
reduced by applying two orthogonal 1D flux-form
operations in a directionally symmetric way. The
inner operators i.e. zonal flux by meridional flux
term and vice-versa are replaced by advective
form operators. A piecewise parabolic method de-
scribes the variation of variables within the finite
volume.

Finally it is necessary to ensure that Lagrangian
surfaces do not get severely distorted during the
process of integration. For this purpose the vari-
ables are mapped back periodically to the Eule-
rian vertical grid and computations recommenced
with this Eulerian grid as the “initial” Lagrangian
grid. All computations in FFSL are completely
explicit and thus tailored for massively parallel
computers.

3 Parallel Implementation of Atmospheric
Models

Numerical techniques (discussed above) for solv-
ing the equations for atmospheric state need dif-
fering strategies for parallel implementation. Fi-
nite Difference (and finite volume) technique tend
to have communications that are of the nearest
neighbour type. While the communication sten-
cil for finite difference models is largely static,
for semi-Lagrangian finite volume techniques this
could be variable, depending on the velocities
(discussed in greater detail in subsection 3.3).
Higher the velocity, longer the distance over
which a parcel could travel and hence larger the
communication stencil. Spectral techniques in
contrast have communications which are more
global in nature due to the transformation from
grid-space to spectral space and vice-versa. In
this section we briefly review some of the efforts
at parallelizing various models. We begin with a
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brief survey of parallel implementation of finite
difference General Circulation Models followed
by implementation of spectral and finite volume
models.

3.1 Implementation of Finite Difference Mod-
els

Very few global climate models in the world use
finite difference techniques. In contrast, regional
meso-scale models (models for a small part of the
globe with very high resolution, typically a few
km, generally used for predicting weather on the
local scale or extreme weather events such as cy-
clones), usually use finite difference techniques.
We review two parallel implementations of finite
difference models viz. implementation of SKYHI
model (Jones, Kerr, and Hemler, 1995) and the
implementation of UCLA GCM (Lau and Farrara,
1996) .

Implementation of SKYHI GCM

The parallel implementation of SKYHI supported
both shared and distributed memory systems and
had support for data parallel, message passing
and work sharing programming models. It used
the unstaggered grid, generally known as the
“Arakawa-A grid”. Its latitude-longitude grid
has constant spacing in angular dimension i.e.
given the sphericity of the earth, distances be-
tween grid points in the east-west direction re-
duce as one moves towards the poles. The nu-
merical scheme in the model was explicit leap-
frog (centered difference in time), this being done
to exploit higher degree of efficiency on parallel
computers. The explicit scheme made commu-
nications nearest-neighbour. The more tradition-
ally used method for finite difference model is the
semi-implicit leap-frog scheme. In this scheme,
pressure-perturbation related terms are treated im-
plicitly while advection, Coriolis and physical pa-
rameterization terms are treated explicitly. This
kind of ‘splitting’ is usually done to increase the
size of the time-step. The terms related to pres-
sure perturbations give rise to fast-moving gravity
modes while the other terms are related to slower
moving meteorological modes. However use of
a semi-implicit solver would need global com-

munication to solve the Helmholtz equation for
pressure perturbations. Global communication is
a larger overhead as all the processors would need
to exchange data leading to significant wait-states
and corresponding reduction in computational ef-
ficiency. The disadvantage of an explicit scheme
however is that significantly smaller time-steps
are required due the Courant condition. This be-
comes a major issue in spherical grids as physical
distances in the east-west direction reduce as one
approaches the poles. Usually to prevent this, a
Fourier filter is used to remove shorter waves.

Parallel computation is usually done by distribut-
ing the geographical domain over different pro-
cessors – the domain decomposition technique.
The decomposition is generally applied over di-
mensions over which the coupling is weak. In
atmospheric models, the coupling in the verti-
cal direction is very strong, especially in the
computation of radiation and rain. In radia-
tion computations, the infra-red radiation emit-
ted by the surface and any layer of the atmo-
sphere could be absorbed by other layers and re-
emitted. This causes the coupling to be very
strong. Similarly, rainfall calculation needs com-
putation of deep-penetrative convection, in which
conditions in the lower levels have significant im-
pact on conditions at the upper parts of the tro-
posphere. Therefore decomposition in the verti-
cal (at least for the physics modules) is avoided.
However, an exception to this is the implementa-
tion of a spectral GCM at NCEP (Sela, 1995) and
the scalable parallel implementation of CAM3.
These are discussed in sections 3.2.2 and 3.3 re-
spectively. SKYHI implementation used two-
dimensional decomposition in the latitudinal and
latitudinal directions. In the data parallel imple-
mentation, prognostic and work arrays utilized
a global address space and operations were car-
ried simultaneously through the use of array syn-
tax. In the message-passing implementation, local
addressing was used and ‘ghost-cells’ or ‘halos’
were built around the decomposed sub-domains
which contained additional data from neighbour-
ing sub-domains. These data were required for
computation of the derivate, first derivative for ad-
vection and second derivative for diffusion terms.
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In work-share decomposition option, which was
used on shared-memory systems, individual pro-
cessors were assigned to work on separate parts
or “chunks” in the spatial domain of the prog-
nostic spatial loop. Statically-allocated prognos-
tic and work arrays were declared as private to
prevent processors from accessing the data used
by other processors. The communication calls
were isolated from the main body of the code into
routines which were machine dependant and ap-
propriate routines for a given machine were then
chose at compile time. The scalability of the par-
allel implementation was quite satisfactory, with a
speedup of about 10 on 16 processors on Cray-90.
On a CM-5 the speedup from 64 to 256 processors
was about 2.2.

UCLA GCM

Detailed report on implementation of UCLA
GCM is available in Lau and Farrara (1996)
UCLA GCM also uses an explicit scheme. It
uses a staggered “Arakawa C-Grid”. Usually
staggered grids are preferred as they have better
geostrophic adjustment i.e. any gravity wave dis-
turbance (generally ‘noise’ for a meteorological
model) moves out quickly leaving behind quasi-
balance between Coriolis and pressure- gradient
components of the horizontal momentum equa-
tion (Haltiner and William, 1980). Their imple-
mentation also uses a two-dimensional horizontal
domain decomposition. They identified two bot-
tlenecks in scalability of their implementation: (i)
Fourier filtering and (ii) load imbalances in model
physics.

Fourier filtering is required at higher latitudes to
remove shorter waves. The physical distance be-
tween gridpoints reduces near the poles. If we
do not filter the shorter wavelengths then smaller
timesteps would be required. Fourier filtering re-
quires conversion of all data on a latitude circle
to Fourier co-efficients, removal of shorter wave-
lengths and reconstruction of filtered data in phys-
ical (grid) space. This does not pose a prob-
lem in one-dimensional decomposition in which
most of the decomposition is done such that a
set of latitude circles are assigned to a processor.
However in two-dimensional decomposition, data

across processors is needed. There are two ways
of doing this:

1. Use of parallel FFT.

2. Transpose of data, use of sequential FFT and
reverse transpose of data.

General experience is that transpose-sequential
FFT is superior to parallel FFT (Drake, Foster,
Michalakes, Toonen, and Woreley, 1995). Lau
and Farrara (1996) also have used the same tech-
nique. This requires additional communications
for transposing an array of data on to a proces-
sor. This is followed by application of sequential
FFT. Consequent to this step, the filtered data is
transposed back to the original processors. Since
this filtering is to be applied at every vertical level
and also on the wind components, each vector of
such variables can be constructed on a separate
processor and these computations can further be
conducted in parallel.

The second major issue is load imbalance. Com-
putational load is never usually the same across
processors. In two-dimensional decompositions,
processors handling day and night processors can
suffer considerable load imbalance Michalakes
and Nanjundiah (1994). The processors handling
day sub-domains need to conduct additional com-
putations for the incoming solar radiation. This
can cause significant load-imbalance. Additional
imbalances can occur in computation of rainfall.
Processors handling tropical regions have a higher
computational load (Nanjundiah, 2000).

Lau and Farrara (1996) have developed an al-
gorithm for redistributing the load dynamically.
First the load on each processor is calculated.
Based on the load, each processor is ranked, the
highest rank being given to the processor with
largest load followed by processors in decreasing
order of load. After ranking the processors, load is
moved between processors with highest and low-
est ranks, followed by processors with next rank-
ing at the two ends and so on. Such a method of
re-ordering of load ensures a more equitable load
on all the processors and since the communica-
tions are between a pair of processors, the com-
munication can be in parallel. The data is repeat-
edly shuffled in iterations till the load is almost
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equitable. They compared this with other meth-
ods of load balancing and found it to be the most
cost-effective. On a 64 processor Cray T3D, they
show that after two iterations, the load imbalance
in the physics part of the code is down to about
6% from about 37% in the beginning of the first
iteration.

3.2 Implementation of Spectral Models

Spectral models are less suited for massively par-
allel implementation than grid-point or finite vol-
ume models. This is due the transformation of
data from physical (grid) space to spectral space
and vice-versa. There are many spectral GCMs
with each having its own parallel implementation.
We discuss here two major parallel implementa-
tions viz. Drake, Foster, Michalakes, Toonen, and
Woreley (1995) and Sela (1995) as they provide
contrasting methods of parallelization. While
Drake, Foster, Michalakes, Toonen, and Wore-
ley (1995) discusses the scalable parallel imple-
mentation of the NCAR’s (National Center for
Atmospheric Research) CCM2 (Community Cli-
mate Model version 2), Sela (1995) discusses the
implementation of NCEP’s (National Centers for
Environmental Prediction, then known as NMC)
MRF (Medium Range Forecast) model. Though
both are spectral models there are some signifi-
cant differences that are noteworthy:

1. NCAR used a single transformation from
grid to spectral space and vice-versa in a sin-
gle timestep

2. NCEP used two such transformations, one
each for physics and dynamics part of the
code in a regular timestep and a third trans-
formation during the timesteps when addi-
tional computations for radiation are con-
ducted. These radiation computations are
typically invoked once every three hours and
may be conducted on a smaller grid (i.e. on
a lower resolution).

3. NCAR model stored data in both spectral
and grid spaces for atmospheric variables.
While this increased storage requirements, it
was also more convenient for calculations.

4. NCEP model stored most of its atmospheric
state variables in spectral space.

5. NCAR model used semi-Lagrangian mois-
ture transport to circumvent Gibbs oscilla-
tion. These oscillations are an artifact of
spectral transformation and could lead to
overshoot (i.e. spurious rainfall) and under-
shoot (i.e. negative moisture over regions of
low moisture).

It is interesting to note that while many changes
have been made to NCAR’s models, the numer-
ical scheme remained largely unchanged from
CCM2 to CAM3 till the inclusion of the optional
semi-Lagrangian spectral dynamical core and the
finite volume dynamical core. The Eulerian spec-
tral dynamical core used in CAM3 is still the de-
fault option and is largely similar to the dynamical
core used by Drake, Foster, Michalakes, Toonen,
and Woreley (1995) over twelve years ago. Lat-
est versions of NCEP still uses the same dynami-
cal core. However substantial changes have been
made to model physics and also to the code to im-
prove portability and transparency.

3.2.1 Scalable Parallel Implementation of
CCM2

While many versions of NCAR model have been
developed after CCM2, no similar scalable paral-
lel implementation has been attempted with them.
Hence we discuss the implementation of CCM2
on a distributed memory system. A detailed
discussion of this implementation is available in
Drake, Foster, Michalakes, Toonen, and Woreley
(1995). This implementation targeted massively
parallel computing system that were then avail-
able such as the Intel Paragon (1024 processors)
and the Touchstone Delta (512 processors).

Their implementation involved parallelization
only in the horizontal space. They did not ad-
dress parallelization in the vertical due to con-
straints of additional communications for model
physics. Their parallel implementation involved
parallelization of the two major steps in spectral
computations viz. Fourier transform and the Leg-
endre transform.
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A one-dimensional decomposition by allocating
chunks of latitude-circles would limit the scala-
bility of transform e.g. for a typical T-42 resolu-
tion the number of latitude circles is 64. But co-
latitudes (i.e. similar latitudes in the two hemi-
spheres) are usually allocated to the same pro-
cessor as there is an overlap in spectral calcula-
tions and hence the maximum number of proces-
sors that can be used by such a decomposition
would be 32. Such a decomposition would leave
the Fourier (and physics) computations untouched
and parallel communications would be needed for
completing the Legendre transform (equation 9).
Various options would be available for this pur-
pose:

1. partial sums of equation 9, followed by com-
munication of these to other processors using
a binary tree for higher efficiency.

2. transpose of vectors such that the entire set of
co-efficients are available within a processor,
followed a global sum on these – A transpose
algorithm.

The first method needs smaller communications.
However results on different processor would not
be bit-identical, as the order of summation would
differ in them.

For obtaining more sub-domains, Drake, Foster,
Michalakes, Toonen, and Woreley (1995) used a
latitude-longitude decomposition in the horizon-
tal. However such a decomposition needs par-
allelization for both Fourier and Legendre trans-
forms. For parallelization of Fourier transform
two alternatives are available (a) parallel FFT
and (b) transpose-sequential FFT. They find that
transpose-sequential FFT is more efficient than
parallel FFT. In addition since many variables
(such as divergence, vorticity, temperature, sur-
face pressure and some of their derivatives) need
to be computed, many arrays are available for
conducting Fourier transforms simulatanesouly
on multiple processors. By transposing such that
the entire array length is available within a single
processor a sequential FFT can be used on it.

Further they show that the processor configuration
can also be considered as a two dimensional array.

For further parallelization of the Legendre trans-
form they suggest that processors in the a column
of such a two-dimensional grid should handle the
same spectral co-efficients. Additionally they en-
sured that for the same wavenumber, all the spec-
tral co-efficients were within the same proces-
sor column. Then each column of processors
can communicate with each other in parallel and
complete the Legendre transform. Furthermore,
computations in the spectral space which do not
have further interactions between wavenumbers
can also be completed in parallel. Since care is
taken that for a zonal wavenumber ’m’ the entire
data lies on the same column of processors, no
further communication is needed during the in-
verse Legendre transform.

For inverse FFT, all the wavenumber data is avail-
able within the processors at the end of inverse
Legendre transform. After using an inverse FFT,
a transpose communication is conducted so that
the updated data returns to the original physical
grid configuration

CCM2 uses triangular truncation and thus the
number of spectral co-efficients reduces with in-
crease in zonal wavenumber. This could lead to
a significant load imbalance if a set of wavenum-
bers were consecutively allocated to a processor.
Therefore they used a re-ordering algorithm so
that the computational load was equitably shared.
The two-dimensional domain decomposition also
caused significant variation between processors
handling day and night domains. Processors han-
dling day domains would handle additional com-
putations for the incoming solar radiation (Micha-
lakes and Nanjundiah, 1994). To overcome this
load imbalance, gridpoints along a longitude were
shuffled such that two grid points 180o apart were
together and the load imbalance removed.

The scalability for this implementation was rea-
sonable even at 1024 processors and did not show
any saturation. Though this implementation was
not further carried to later versions of NCAR
model, a version with this parallelized dynami-
cal and CCM3 physics was used in the develop-
ment of a coupled ocean-atmosphere model called
FOAM (Tobis, Schafer, Foster, Jacob, and Ander-
son, 1997) which is still being used for studying
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various aspects of climate.

The CCM2 also used semi-Lagrangian advection
for moisture transport to reduce the impact of
Gibbs oscillation. The semi-Lagrangian mois-
ture advection is completely on the physical grid.
‘Haloes’, i.e. extra data points on all sides of the
actual grid were added and data required for this
exchanged. The size of these ‘Haloes’ depended
on the velocities i.e. higher the velocity, larger
the distance a parcel would travel and hence larger
the halo. It was seen that instead of using square
grids, rectangular grids with more points in the
longitudnal direction were more computationally
efficient.

3.2.2 NCEP Model Implementation

For parallel implementation of the NCEP (then
National Meteorological Center, NMC) model a
different strategy was adopted. When we exam-
ine the spectral method (equation 7, we notice
that that for a spectral-to- grid transform and vice-
versa, no vertical information is required. The
NCEP model implementation (Sela, 1995), which
mostly stores all its data in the spectral space,
tries to exploit the fact that if all the data for
a given level is available, then no further com-
munication is needed. Therefore they have cho-
sen vertical as the preferred dimension for do-
main decomposition. Further decomposition is
done in the latitudinal direction if the number
of processors available is larger than the num-
ber of levels. For physics computations a trans-
pose is required. While the dynamics in this
implementation shows good scalability, they say
that the scalability of the physics component is
less than satisfactory. This strategy is still being
used by NCEP (Kanamitsu, Kumar, Juang, Yang,
Schemm, Hong, Peng, Chen, and Ji (2002)).

3.3 Implementation of Finite Volume Semi-
Lagrangian Models

Sawyer and Mirin (2007) discuss in detail the
scalable parallel implementation of the CAM3
finite-volume model. Here we present a brief
overview of the same.

The horizontal data dependency for the FFSL
(Flux Form Semi-Lagrangian model) is deter-

mined by the dimensionless Courant numbers Cλ

(for zonal i.e. east-west flow) and Cφ (for merid-
ional i.e. north-south flow) given by:

Cλ =
uΔt

RΔλ cosθ

and

Cφ =
vΔt
RΔθ

Generally the experience is that ‘v’ the wind in
meridional direction is smaller than ‘u’, the wind
in zonal (east-west) direction. In the zonal di-
rection, winds are not only higher but as one
approaches the poles, the physical distance for
the same Δλ reduces. A quasi-Lagrangian ap-
proach is used in this formulation. The longitu-
dinal Courant number (in FFSL) at the edge of a
cell between i and i-1, Cλ

i− 1
2

can be greater than 1

and thus written as:

Cλ
i− 1

2
= Ki− 1

2
+ci− 1

2
(14)

where Ki− 1
2

is the integer part of the Courant

number and ci− 1
2
= mod(Cλ

i− 1
2 ,K

) is the fractional

Courant number. Similarly the flux can be divided
into an integer and fractional part. The zonal flux
at the left edge of a finite volume can be written
as:

χi− 1
2
= (integer f lux)i− 1

2
+( f ractional f lux)i− 1

2

(15)

This implies that there could be data-dependence
on departure points which could be far off for a
given Δt. Thus a logical way of decomposing
this is to assign a set of latitude circles to a given
processor. The data required for computing the
zonal fluxes would be completely available within
a processor and for meridional fluxes the data
communication is of the nearest-neighbour type.
Additionally all the data required in the vertical
for ‘model physics’ would be available within the
processor.

However the number of processors that can be
used would be limited by the number of latitude
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circles. Thus to exploit the power of large num-
ber of processors it is necessary to decompose in
more than one dimension. Examining the FFSL
(section 2.3) we notice that during the computa-
tion of dynamics, the horizontal surfaces of finite
volumes are ‘material’ surfaces i.e. there is no
flow in the ‘vertical direction’ and hence the algo-
rithm is essentially 2-dimensional. Thus the com-
putations in the dynamics can be parallelized in
the vertical direction. Additionally as seen above,
data dependency is much less in the meridional
direction. Thus for the dynamics, a decomposi-
tion in latitude and height i.e. chunks of latitudes
circles with part of the vertical domain are as-
signed to a processor. However, for calculation
of geo-potential, a global sum in the vertical was
required. For this they initially used a transpose-
sum-transpose algorithm (as discussed in section
3.2.1). This was replaced by partial sums within
the processors which were exchanged between
processors to compute the global sum. However,
the partial sum technique is not bit-equivalent to
the sequential code as the order of summation is
not maintained.

Eulerian re-mapping and physics computation are
tightly coupled in the vertical. Hence for this, a
decomposition using of chunks of latitudes and
longitudes but with entire data in the vertical on
a single processor are used. Sawyer and Mirin
(2007) have implemented an efficient transpose
technique to convert data from one method of de-
composition to the other.

They have tested their parallel implementation on
a variety of machines and also used MPI-2 which
allows one-sided communication. Further they in-
corporated multi-threading and found significant
improvements. For this, the one-way commu-
nication is decomposed into several blocks and
the processes of communication (MPI_PUT) is
multi-threaded. They have run their application
on large systems using upto 2944 processors at
0.5x0.625*26L (latxlonxlevs). They find good
scalability. The amount of time spent in transpose
increases from about 7 % at 32 processors to 32
% at 2944 processors.

The scalability of FFSL being good, it is not sur-
prising that development of quite a few models,

notably the next generation of NCAR’s model,
use this as the default dynamical core.

3.4 Co-Evolution of GCMs and Supercomput-
ers: issues of efficiency and scalability

In the above sections we have seen an interest-
ing evolution in the development of atmospheric
models. The initial atmospheric models used fi-
nite difference techniques. Then spectral mod-
els became popular and now the current trend ap-
pears to be towards finite volume techniques. If
we trace the evolution of computers, we notice
that real breakthrough in computing speeds oc-
curred with the development of the vector com-
puters such as the Cray during the mid 70s. Vec-
tor computers could perform more efficiently on
large vector-lengths. The on-board memory on
computers was expensive Thus the spectral mod-
els which had long vector lengths for manipula-
tion and which had lower memory requirement
(if most of the data were stored only in spectral
space), were inherently better suited to exploit
this. The superior computationally efficiency of a
spectral model vis-a-vis a finite difference model
in the form of a larger time-step and higher accu-
racy of the numerical method also contributed to
its increased popularity. In the late 80s, micro-
processor based massively parallel started gain-
ing popularity. The experience was that spectral
GCMs had more problems in scalability than their
finite-difference counterparts. Also as seen above,
spectral models had serious limitations in advect-
ing chemical tracers and aerosols whose impor-
tance increased with growing concerns of climate
change. Thus the better scalability of finite- vol-
ume techniques coupled with their superior prop-
erties of advecting tracers in conjunction with
the evolution of massively parallel processor has
led to a heightened interest in finite-volume tech-
niques.

4 The Indian Experience

It would not be out of place to highlight the fact
that Indians were one of the pioneers in apply-
ing parallel computing to fluid dynamical prob-
lems. Thus it also not surprising that one of the
earliest software to be implemented by Indians on
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a parallel computer was a climate model (Nan-
jundiah, 1988). In contrast to efforts in other
parts of the world, the efforts were modest and
tailored towards solving a particular problem (in
this case understanding the monsoon variability)
rather than looking for scalability for a large num-
ber of processors. This was in consonance with
the hardware development efforts of the times
when modest sized parallel computers were being
fabricated by Indian researchers.

4.1 Implementation of Finite Difference Mod-
els on Flosolver

One earliest parallel computer to be developed
in India was the Flosolver Mk1 at National
Aerospace Laboratories. This parallel computer
used intel 8086 as the CPU and the interproces-
sor communication was through MultiBus-I – a
device which was not considered suitable for par-
allel computing by its own makers, as it was likely
to reach saturation levels very quickly. Prob-
lems of bus-contention were skillfully solved us-
ing random numbers to allocate the use of com-
munication bus to a processor. For details of this
pioneering development see Sinha, Deshpande,
and Sarasamma (1988). The interprocessor com-
munication occurred through a global memory to
which a processor would write its data and the
same would be read by another processer (which
had requested the data). Initially a Laplace solver
and Transonic small perturbation software were
parallelized on the Flosolver. The developers of
Flosolver felt emboldened enough to look for a
climate model for implementation on the Flo-
solver. The same was done in collaboration with
Centre for Atmospheric Sciences (now Centre for
Atmospheric & Oceanic Sciences, CAS), Indian
Institute of Science, Bangalore. For this im-
plementation, Flosolver Mk2, which again used
MultiBus-I but 80386 processor was used. The
researchers at IISc were facing a complementary
problem. Having developed a climate model to
study the intraseasonal variability of monsoons,
they were hungering for computational power
which was unavailable to them due to the technol-
ogy denial regime in force in those times. It is also
interesting to note that we know of no published

effort from this period which discusses a success-
ful parallel implementation of a climate model.
Thus perhaps it could be said that this was one
of the earliest (if not the first) parallel implemen-
tation of a climate model on a parallel computer.

The first model to be implemented was a zonally-
symmetric two-level model i.e. a model which ig-
nored variations in the east-west direction. It used
a centered differencing scheme in the horizontal
and a leap frog scheme in time. The communi-
cation in this was largely of the nearest neigh-
bour type. Only the shifting sea-ice boundaries
which changed with time needed global commu-
nication. This was done by assembling the re-
quired variables on a single processor and send-
ing the relevant information about these bound-
aries to the other processors. Experiments on Flo-
solver helped CAS scientists to address one of the
key concerns of the model developers i.e. whether
the poleward propagations of cloudbands simu-
lated by their model were sensitive to horizontal
resolution. Running the model at higher resolu-
tion than could be done at CAS at that time, they
ascertained the robustness of their results. Some
of the results obtained from these experiments on
Flosolver helped to understand the mechanism of
intraseasonal variation of the monsoons and were
reported in Nanjundiah, Srinivasan, and Gadgil
(1992)

The second climate model to be implemented at
Flosolver was a three-dimensional model (Nan-
jundiah and Sinha, 1992). This was imple-
mented on Flosolver Mk3. Mk3 used the 80860
RISC processor connected by MultiBus (I & II).
This model used the Arakawa B-grid and the
Arakawa cumulus convection scheme. The nu-
merical scheme was pure explicit - a combina-
tion of predictor-corrector and leap-frog schemes.
Most of the communications were of the near-
est neighbour type. Domain was decomposed in
the latitudinal direction. Checking of moisture
minima (to prevent humidity from going nega-
tive) however needed processing along a longi-
tude. This needed global communication. The
scalability was however low due to the fact that
while the processing power had increased from
80386 to 80860, the communication hardware had
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remained the same viz. Multibus.

5 Implementation of Spectral Models on In-
dian Parallel Processing Systems

The benchmark for testing Indian parallel pro-
cessing system has been the NCMRWF model at
T-80 resolution. Almost all systems have been
benchmarked for this code. The reason for this
was the project sponsored by Department of Sci-
ence & Technology (Govt of India) on usability
of Indian parallel processing systems for weather
forecasting. Many institutions notably National
Aerospace Laboratories (NAL) Bangalore, Cen-
tre for Development of Advanced Computing
(CDAC) and Bhabha Atomic Research Centre
(BARC) with active support from scientists of
NCMRWF took part in this effort. These efforts
have been documented and widely debated in the
Indian atmospheric science community.

The NCMRWF model is a spectral model and for
the purpose of benchmarking was used at T-80
resolution (and hence commonly if somewhat er-
roneously known as the T-80 model). In its dy-
namics and most of physics, it closely resembles
the NCEP model (Sela, 1995)

5.1 NCMRWF Model Parallelization at NAL

Initial effort for parallelization of the NCMRWF
T-80 model was begun on the Flosolver Mk3 com-
puter which used intel 80860 processor (com-
monly known as i860) and MultiBus for commu-
nication. Since the number of processors used
on this system was small (about 8) only one-
dimensional domain decomposition in the latitu-
dinal direction was used. This involved paral-
lelization of the Legendre transform. However
given the weak communication interface, only a
sequential ring summation could be implemented.
This proved a bottleneck for scalability.

Basu (1998) came out with a criticism of all In-
dian parallel processing efforts and argued that all
these efforts had shown poor scalability. In re-
sponse, Sinha and Nanjundiah (1998) analysed
the efforts at NAL and elsewhere and showed
that the scalability obtained by the Indian efforts
were at par with those obtained for the NCEP

model on Cray C90 and for the ECMWF model
on the Fujitsu system. A further indepth analysis
of the bottlenecks in parallelizing the NCMRWF
code was conducted by Venkatesh, Rajalakshmy,
Sarasamma, and Sinha (1998). They showed that
scalability could also be affected by the parts left
for sequential computations in the parallel soft-
ware, on the premise that they consumed small
amounts of computational time in the sequential
code. One of these was the linear part of compu-
tations in the spectral domain. They showed that
for a configuration larger than 4 processors, it was
necessary to parallelize these parts of the software
also and this would lead to much better scalability.

5.2 Re-engineering of the model

While the model was being analysed for its short-
comings, it was also felt that portability of the
model was a major issue. In addition to improv-
ing the scalability of the existing code, it was also
decided to re-engineer the code to make it plat-
form independent (Nanjundiah and Sinha, 1998).
This re-engineering exercise, done over a period
of about three years, fructified with the model
transforming from a fixed resolution, platform-
dependent model to one which was platform in-
dependent and could be used for a variety of pur-
poses including class room teaching (which could
be done by running the model at extremely low
resolutions) While the original model had Cray-
specific constructs, the new model used Fortran
90 features and was completely platform inde-
pendent and could even run on PC’s using MS-
windows as the operating system. Current Sci-
ence, the popular Indian science magazine, hailed
this move in its editorial and called it as a move
from a closed style of computing to an open
‘bazaar style’.

This re-engineering has spurred further research
into modifying the model. Not only the software
aspects have been modified but also new schemes
for boundary layer based on weakly forced con-
vection, and a new radiation scheme with higher
resolutions at the lower layers have been incorpo-
rated.
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5.3 Hardware innovations tailored to meteo-
rological requirements

The criticism of Indian parallel processing sys-
tems also forced some hard-thinking among the
developers and designers of Flosolver. Detailed
analysis of the NCMRWF model’s performance
showed up the bottleneck to be in inter-node
communication (Venkatesh, Sinha, and Nanjun-
diah, 2001). This was related to the weak in-
terprocessor link used in indigenous parallel pro-
cessing systems. Since Legendre transform (as
discussed above) has global summation, differ-
ent types of communication stencils were anal-
ysed viz. gather-sum-broadcast, ring-summation,
binary-tree summation. The estimates were made
for each of these methods of summation. For a
given number of processors np, if tcp is the time
required to communicate N words between two
processors and tsum is the time required to add two
arrays of length N then the total time, Ttotal re-
quired for this summation using various methods
are:

1. for gather-sum-broadcast

Ttotal = 2× (np −1)× tcp +(np −1)× tsum

(16)

2. for ring summation:

Ttotal = (np −1)× (tcp + tsum)+(np−1)× tcp

(17)

3. For binary tree-summation (which involves
parallel exchange of data between pairs of
processors):

Ttotal = log2np × (tcp + tsum)+ log2np × tcp

(18)

Comparing equations (16, 17 and 18) we note that
time for gather-sum-broadcast and ring are iden-
tical. For binary tree the times are much less.
This however assumes that messages between two
pairs of processors were perfectly parallel (which

was not the case with the locally produced par-
allel computers). The tree summation was fur-
ther analysed and shown that there were stages
where individual processors would wait for in-
termediate sums and that the largest factor tcp,
depended on the processor-to-switch communica-
tion bandwidth and the switch bandwidth. Addi-
tionally for bit-reproducible results, binary tree-
summation could not be used.

This led to thinking about customizing commu-
nication hardware especially for weather/climate
models which have global reduction operations
and a radically new design of a communication
switch emerged. Switches hitherto were pas-
sive, merely communicating messages between
the nodes of a parallel computer. In the new de-
sign, its role was to be that of an active element in
global reduction operations. A simple algorithm
for such a switch would be:

1. all processors communicate their data (in
case of spectral models, spectral co-
efficients) to the switch,

2. the summation (or any other global reduction
operation) is conducted on the switch

3. the summed (or reduced) data is sent back to
the individual nodes.

The procedure is shown schematically in figure 1.

PE0

A0

S S S S

PE1 PE2 PE3

A1 A2 A3

+
Figure 1: Schematic of summation on the
Floswitch

If we analyze the above procedure, we see that
steps (1) and (3) can be parallel and only during
(2) would the processors wait. However, the wait
in this case would not be sequential (as in the pre-
vious algorithms). The ttotal for this case would
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be:

Ttotal = 2× (tcp/2)+ t�sum (19)

where t�sum is the time taken for summing np ar-
rays on the switch it would be t�sum = (np −1)t�s if
added in sequence and t�sum = log2 npt�s if added in
a binary tree.

A comparison of equations(18, 19) for binary
tree-summation and the designed switch (called
the Floswitch) shows that log2np term multiplies
tsum in Floswitch. Since summation is much
faster than communication, the scalabilty would
be higher. Picture of an early version of the switch
is shown in figure (2). This switch in essence is:

• Scalable

• Global communication is symmetric

• Order of summation (or any other reduction
operation) can be preserved

This switch has now been augmented into an opti-
cal switch and currently acts as an interconnect for
upto 128 nodes in the latest version of Flosolver.
The software has also undergone augmentation,
again completely re-written in C and extensively
modified and is now called the Varsha GCM. It is
being used for in-house research on forecasting of
monsoons on different scales.

Figure 2: An early version the Floswitch

5.4 Atmospheric/Climate Modelling at CDAC

Centre for Development of Advanced Comput-
ing (CDAC) was established in the late eighties

to foster research on development of high per-
formance computers and their application to var-
ious fields including weather/climate modelling.
Over the years it has gathered enough expertise in
these fields. They also implemented the NCM-
RWF model on their Param range of comput-
ers (Purohit, Singh, Narayanan, and Kaginalkar,
1996). The earliest implementation was on the
Param-8600, a computer built around the i860
processor. The i860 was linked to transputers,
which in turn were used as communication de-
vices and the interconnect between transputer and
i860 was a bus called the Data Restructuring En-
gine (DRE). They also used domain decomposi-
tion in the latitudinal direction with communica-
tions for the parallelized Legendre transform. An-
other salient feature of their implementation was
efficient use of cache by using vector registers for
frequently used variables. Some of the model’s
codes were also replaced with system calls. This
resulted in considerable improvement in through-
put timings. Kaginalkar and Purohit (1996) fur-
ther discuss the benchmarking of the NCMRWF
model on the Param 8600. Instead of using a
tree -algorithm for summation, they used a hy-
percube algorithm. This was implemented on
their 8 node dual-CPU SMP cluster. They inter-
compared different communication interfaces for
their system and found that Myrinet performed
better than other interfaces. CDAC has developed
a general purpose high-speed switch, PARAM-
NET, which is used for developing computers at
CDAC such as the Param-Padma.

CDAC is now also working on meso-scale models
such as WRF and MM5. In addition to it, a high
resolution version of NCEP model at T-170 (≈
70 km) is being used in the climate mode for sea-
sonal forecasts and a version of the French LMDZ
model for aerosol transport studies over the Indian
region.

5.5 Parallel implementation of a spectral
model model at IIT-Delhi

Dash, Selvakumar, and Jha (1995) describe the
parallel implementation of a spectral model at
T21 and T42 resolutions on a transputer based
parallel computer developed by Centre for De-
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velopment of Telematics (C-DOT). The resolu-
tion of this model has been increased and used
extensively for climate studies including the ef-
fect of Eurasian snow-cover on Indian monsoon
(Dash, Singh, Shekhar, and Vernekar, 2003), and
orography (Dash, Singh, Shekhar, and Vernekar,
2005). One of the noteworthy experiments con-
ducted by them was the parallelization in the lon-
gitudinal direction i.e. a set of longitudes are
given to a processor. By this process all computa-
tions for Legendre transform are in-processor and
do not require communications. Communications
are however required for Fourier transforms. Ad-
ditionally this could lead to load imbalances due
to diurnal cycle of radiation between processors.

Other centres such as BARC have also imple-
mented the NCMRWF model on their paral-
lel computers. The parallel machine built by
BARC has been used for operational forecasting
by NCMRWF (Jagadeesh, Rajesh, Phoolchand,
Dhekne, and Kaura, 2000).

At IISc parallel versions of NCMRWF model,
CCM2, CAM3 and climate system model,
CCSM2/3 have been used to address a large num-
ber of problems including impact of numerical
methods on tropical circulation, role of black car-
bon aerosols on the strength of the Indian sum-
mer monsoon, relationship between African orog-
raphy and the Indian summer monsoon and other
topics related to the monsoons and its variability.
Latest work at IISc on improving scalability and
efficiency of atmospheric models and climate sys-
tem models is discussed next.

5.6 Improvement of Scalability through mes-
sage compression

Most of work on scalability involves improve-
ment of algorithms. We know of very few
studies where for a given communication sten-
cil and a given parallel machine, the impact
of compressing messages has been studied. A
study has been recently conducted at IISc on the
role of message compression on the scalability
of an atmospheric model (Kumar, Nanjundiah,
Thazuthaveetil, and Govindarajan, 2008). The
atmospheric model used was Community Atmo-
spheric Model (CAM3) and the computer used

was the IBM Power5 cluster based in the Super-
computing Education & Research Centre (SERC)
of IISc. It is a SMP cluster with 4 processors
per node and uses a Gigabit-ethernet interconnect
for inter-node communication. The default par-
allel implementation of CAM3 was used for this
purpose . Two methods of message-compression
were used viz. lossless and lossy. Lossless com-
pression uses the fact that data between itera-
tions of the model does not change significantly
and only those bits that change are sent. On the
receive-side this data is used for perfect recon-
struction of the message. Lossy compression, in-
volves reduction in the number of bits transmitted.
However, lossy compression involves a thresh-
old of acceptability which could be application-
specific. Combination of lossy and lossless tech-
niques were also tried. The results for lossless
compression are shown in 1 and those for lossy
compression are shown in figure3. With lossless
compression, improvements upto 15 % were ob-
tained. With lossy compression improvements of
upto 32 % were observed.

Such message-compression techniques could be
very useful in grid-computing, where interfaces
are even slower and any reduction in message
size could lead to significant improvements in
throughput. Work on grid-enabling climate sys-
tem models is currently underway at IISc and
CDAC.

5.7 Climate System Modelling in India

In contrast to atmospheric models which have
been in use for about 15 years in India, use of
climate system models is still in its infancy. Cli-
mate system modelling involves the simultaneous
evolution of coupled states of atmosphere, ocean
and land. Hence models for atmosphere, ocean,
land and sea-ice need to be executed interactively.
Thus the complexity of the models increases four-
fold and computational load is much higher. A
schematic view of climate system model is shown
in figure 4. To the best of our knowledge the
first implementation of a climate system model
within the country and its use for climate studies
was done by scientists at CDAC and IISc (Janaki-
raman, Nanjundiah, and Vinayachandran, 2005).
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Table 1: CAM Performance T42: Speedup for Lossless compression scheme

Original Execution With Intra step Lossless Execution
Number of Total Speedup Physics Dynamics Total Speedup Physics Dynamics

Execution Execution Execution Execution Execution Execution
Time Time Time Time Time Time

Processes (secs) (secs) (secs) (secs) (secs) (secs)
1 34044 1.00 29496 3467 – – – –
16 3447 9.89 2180 1180 3034 11.22 2185 758
32 2516 13.53 1127 1317 2130 16. 1166 895
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Figure 3: Speedups for CAM3 T-42 on a Power5 cluster with lossy compression

The Community Climate System Model version 2
was implemented on Param-Padma, the first com-
puter from India to feature on the Top500 list,
with a peak computing capacity of about 1 Ter-
aflop. This was a MPMD implementation with
five executables for atmosphere (CAM2), ocean
(Parallel Ocean Program, POP), land (Commu-
nity Land Model) and a sea-ice model (Commu-
nity Sea Ice Model). It was run on 104 proces-
sors of Param Padma. A 100 year simulation
was conducted and is perhaps the largest numer-

ical experiment conducted within the country in
the field of climate modelling. The MPMD im-
plementation involved heterogeneous implemen-
tations, while CAM2 used both MPI and OpenMP
constructs, POP was implemented only with MPI,
coupler with only OpenMP, CLM with both MPI
and OpenMP and CSM with MPI.
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Figure 4: Schematic of a climate system model
showing interlinking of four separate executables
through a coupler

5.8 Load Balancing for the Climate System
Model

A later version of the Climate system model,
CCSM3, has been implemented on IISc’s com-
puters. This like its predecessor, is also a MPMD
implementation. During the process of imple-
mentation it was noticed that significant load im-
balances occurred periodically in the atmospheric
component of the model. It was also noticed that
during these periods of peak loads, the other com-
ponents of the climate system model were idle.
Further analysis of this peak load showed that this
was related to long wave computations, specifi-
cally the computations of absorptivity and emis-
sivity. These co-efficients being very computa-
tionally intensive are calculated only once in 6-12
hours. The peak load is more than 4 times the
base load. Thus it was felt necessary to reduce the
load imbalance and improve the throughput of the
climate system model. Most other previous stud-
ies of load imbalance in a climate system model
have looked at intra-component load balancing
(Carr, Carpenter, Cordery, Drake, Ham, Hoffman,
and Worley, 2005). Conventionally, a “rule of
thumb” is used to balance loads across compo-
nents. This involves allocating highest number
of processors (more than half) to atmosphere, the
most computationally intensive component, fol-
lowed by ocean, land and sea-ice (Sundari, Vad-
hiyar, and Nanjundiah, 2007). However, no at-
tempts have been attempted at inter-component
load-balancing. This, to our knowledge, is the

first such attempt.

The balancing algorithm involves moving a part
of the emissivity and absorptivity calculations
from processors handling atmospheric computa-
tions to processors handling other components.
While doing this, it is necessary to ascertain
whether other processors are free to conduct these
computations. Otherwise it could lead to more
idling time. For this purpose data about com-
putational loads is gathered dynamically during
run-time. During this period of data-gathering the
load-balancing algorithm is switched off (this is
done periodically, around once in 15 days of sim-
ulation). Using this data-on-the-fly, it is ascer-
tained whether loads can be shifted to other com-
ponents. Also depending on the computational
loads on the processors, the amount of compu-
tational load that can be shifted are determined.
This load balancing algorithm gives significant
improvements, especially at low processor con-
figurations (figure 5). Analysis and further work
is currently underway to test these schemes on
various machines including shared memory ma-
chines, clusters and distributed shared memory
systems.

5.9 Accuracy of Computations

Accuracy of computations in atmospheric mod-
elling has always been a major issue. It is well-
known that no two computers give bit-identical
forecasts. Even on the same computer, it is has
been noticed that changing the compiler options
can lead to different results. Internal rounding-
off of floating point data can lead to such results.
Conditional branching on the values of floating
variables (if statements) and a small difference in
values computed around the branch value can lead
to very differing paths of integration (e.g. if the
conditional value is 1 and if one computer calcu-
lates this as 0.999 and the other calculates this as
1.001 then the two will take different branches on
the conditionality and the results could be signifi-
cantly different). Rosinski and Williamson (1997)
have looked at this issue and have come up with a
technique to ascertain whether port to a computer
is acceptable or not. This involves comparison of
error growth with respect to results from a com-
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Figure 5: Timings for the Climate System Model on a cluster. Numbers in brackets indicate the percentage
improvement over the original code.

puter with a ‘valid’ port and the error growth on
the ‘valid’ port computer when the input data is
perturbed at the least significant bit. If the error
growth on the new machine is less than the per-
turbation error growth then it is considered a valid
port. This comparison can at-best be done for
short integrations. For long climate-mode integra-
tions, the comparison is generally qualitative. In
parallel computing, the results could change when
number of processors are changed. This being
due to change in order of summation (in Legen-
dre transform) leading to differing results. These
are related to the roundoff errors in the compu-
tations. Janakiraman, Ratnam, and Kaginalkar
(2000) showed that rounding off towards posi-
tive infinity or negative infinity even when using
the IEEE 754 standard introduces greater differ-
ences in results than changes in compiler options
or different computing platforms. Therefore these
method of perturbations provide more reasonable
estimate of errors.

Recently Venkatesh and Sinha (2007) have also
looked at this issue. They also note that even
for sequential runs with different types of proces-
sors the results can change and these changes be-
come noticeable beyond twelve days (in rainfall
patterns). To overcome this problem they suggest
the use of multi-precision i.e. the number of dig-
its to which the variables are stored be increased.
Storing 64 digits (not bits) or more during com-
putations, they show that the threshold of repeata-
bility for both sequential and parallel simulations
(with different number of processors) increases to
30 days. To further determine whether the chaotic
behaviour of the Lorenzian system is sensitive to
precision, they have conducted simulations for the
Lorenzian model with variables stored upto 2048
digits. They found that the time at which two so-
lutions with same initial perturbation diverge by
an order of magnitude does not depend on preci-
sion.
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6 Conclusions

In this paper we have surveyed the application
of HPC to climate/climate system modelling with
specific reference to atmospheric modelling. We
have looked at the Indian and international sce-
narios. The survey is by no means complete or
exhaustive. Only those studies which we con-
sidered pioneering or novel have been considered
(and thus could be subjective).

Examining the Indian scenario we notice that the
implementations have been in the moderately par-
allel range. However this does not decrease the
novelty of these studies. Some of the earliest par-
allel implementations were done in India. The
development of a customized switch tailored to
the needs of meteorological computing is unique.
These efforts show that Indian climate modellers
and computational scientists can ‘think-out-of-
the-box’ to solve their problems.

The international scenario is particularly relevant
as India is witnessing a massive expansion of
computational capacities. However it should also
be noted that the problem related to forecast of
monsoons on various scales is a very tough one
and needs to be solved in a synergistic fashion
involving computational scientists, climate mod-
ellers and weather forecasters. One also needs
to look at emerging trends in computing such as
possible use of Gaming Processor Units (GPUs)
and cell-processors, improvements in numerical
techniques and developments in data assimilation
techniques to solve problems related to monsoon
forecasting in an innovative fashion.
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