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Atomic Modeling of Carbon-Based Nanostructures as a Tool for Developing New
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Abstract: The derivation of a bond-order potential en-
ergy function and a self-consistent tight-binding scheme
is presented, followed by a survey of the application of
these methods to calculating properties of carbon nanos-
tructures. The modeling studies discussed include prop-
erties of functionalized and kinked carbon nanotubes,
Raman shifts for hydrogen stored in nanotubes, nan-
otubes in a composite, properties of nanotubes in applied
potential (electrical) fields, and structures and properties
of nanocones, nanodiamond clusters and rods, and hybrid
diamond-nanotube structures.
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1 Introduction to Carbon Nanostructures

Carbon-based structures display an amazingly diverse
collection of properties. At the macroscopic level, dia-
mond is the most atomically dense and hardest known
material. It has an extremely high thermal conductivity
(five times that of copper), has a high Debye tempera-
ture and melting point, and is relatively chemically in-
ert.[Field (1992)] Progress has also been made in doping
diamond for microelectronics applications, and polycrys-
talline diamond has desirable properties as an electron
field emitting material.[Zhirnov (1998)] Bulk graphite
has an exceedingly large in-plane elastic modulus, a
property that has lead to advanced fiber-reinforced com-
posites with large strength-to-weight ratios. At the same
time the weak inter-planar bonding in graphite makes it
soft, produces desirable lubrication properties (under ap-
propriate conditions of temperature and humidity), and
allows significant ion intercalation, a property useful for
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battery applications. The properties and applications of
carbon-based polymeric materials, not to mention bio-
logical structures, are too numerous to list.

At the nanometer scale, carbon-based structures display
a no less incredible diversity of properties and poten-
tial applications. Fullerene nanotubes, for example, have
extremely large moduli that rival (and potentially ex-
ceed) that of diamond. [Yacobson (1997)] Fullerene nan-
otubes can be metallic or semiconducting depending on
their radius and helical structure,[Mintmire (1996)] lead-
ing to novel mono-elemental metal-semiconductor junc-
tions.[Chico (1996)] Carbon nanotubes are ballistic elec-
tron transport media with scattering lengths on the order
of microns or more,[White (1998)] and with their large
aspect ratio and electronic properties they are proving
to be efficient electron emitters.[Zhu (1999)] Fullerene
nanotubes may also be doped, and they allow relatively
high densities of ion and hydrogen intercalation, proper-
ties that potentially impact energy storage applications.
Nanodiamond clusters also display desirable electron
field-emission properties, [Givargizov (1995)] and they
may find applications as novel quantum dots for opto-
electronic applications. Compounds based on the C 60

fullerene structure are also being explored for unique bio-
logical activity, and they currently show promise as new
treatments for a wide range of diseases, including Ac-
quired Immune Deficiency Syndrome (AIDS) and neu-
rodegenerative disorders such as Amyotrophic Lateral
Sclerosis.[Jenson (1996)]

Theory and modeling have played a central role in the
development of our understanding of the properties of
carbon nanostructures. For example, theory first pre-
dicted that fullerene nanotubes can be either semicon-
ducting or metallic depending on their structure, [Mint-
mire (1992)] a prediction that has been confirmed by ex-
periment. Their high modulus and the formation of kinks
due to bending are two more examples of properties that
were predicted by theory either before or simultaneous
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with experimental measurements. [Iijima (1996)]

Presented in this paper is a survey of our recent atomic-
scale modeling studies of carbon-based nanostructures.
The intent of each of the studies discussed below is to de-
velop the fundamental knowledge needed to effectively
use specific carbon nano-structures in technology appli-
cations. Presented in the following section is a brief in-
troduction to the computational tools used in the mod-
eling studies, specifically a many-body analytic poten-
tial for predicting structures, energies, stresses, and elas-
tic properties of carbon structures, as well as a self-
consistent tight-binding method for predicting electronic
properties. Specific modeling studies are discussed in
Section III. Some of these studies are on structures that
have been realized and are at various stages of being in-
corporated into new technologies, while others involve
structures with potentially unique properties that may
have not yet been created. The studies are broken down
into three classes of systems, fullerene nanotubes, nan-
odiamond structures, and hybrid fullerene-diamond sys-
tems. The final section contains a short discussion of
some of the remaining questions to be answered regard-
ing applications of carbon nanostructures.

2 Modeling Techniques

The studies surveyed below employed primarily two
types of atomic-scale modeling. The first is struc-
tural and molecular dynamics modeling using an ana-
lytic many-body bond-order potential energy function
that can be derived from fundamental quantum bond-
ing theory.[Brenner (1990 (2000 (2002)] An outline of
how this expression can be obtained from the Harris
functional form of density functional theory is given
in the following section.[Brenner (1998)] In the sec-
ond atomic modeling approach, the electronic structure
of nanoscale carbon structures is obtained from both
traditional tight-binding models and a self-consistent
tight-binding formalism. The latter formalism, which
is a modification to an environment dependent tight-
binding model,[Tang (1996)] allows for charge transfer
and the efficient incorporation of applied electric fields
into density-functional-based, semi-empirical electronic
structure calculations.[Areshkin, (2002)] As discussed
in more detail in Section 2.2, the incorporation of self-
consistent terms represents a computationally efficient
compromise between tight-binding and first-principles
approaches to calculating electronic structure. [Demkov

(1995); Frauenheim, (2000); Horsfield, (2000)]

2.1 Bond-Order Potential Energy Function: Form
and Derivation

The analytic bond-order potential energy function used
in the studies discussed below was originally introduced
by Abell[Abell (985)] and first applied as a practical po-
tential energy formalism for modeling covalent materials
by Tersoff.[Tersoff (1986)] This expression uses an inter-
atomic bond-order function that modulates a two-center
interaction to model the local attractive contribution to
the binding energy Eel

i of an atom i from the valence elec-
trons:

Eel
i = − ∑

( j �=i)
bi jVA(ri j) (1)

Here the sum is over nearest neighbors j of atom i, b i j

and ri j are the bond-order function and scalar distance
between atoms i and j, respectively, and the two-center
function VA(r) represents interactions from valence elec-
trons. This function is assumed to be transferable be-
tween different atomic hybridizations, and all many-body
effects are included in the bond-order function. The at-
tractive interactions are balanced with a sum of pair-wise
additive repulsive terms VR(r). This leads to the expres-
sion

Ecoh = ∑
i

∑
( j �=i)

[VR(ri j) − bi j VA(ri j)] (2)

for the cohesive energy Ecoh of a collection of carbon and
hydrogen atoms. A screened Coulomb potential and a
sum of three exponential functions are used for VR(r) and
VA(r), respectively.

The many-body bond-order function has the form

bi j =
[bσπ

i j + bσπ
ji ]

2
+ bπ

i j (3)

where values for bσπ
i j and bσπ

ji depend on the local bond-
ing environments of atoms i and j, respectively.[Brenner
(1990; 2000; 2002)] The primary influence of local bond-
ing environment on the bond-order is through the coordi-
nation number such that the value of the bond-order de-
creases with increasing local coordination. As shown be-
low, tight-binding theory yields the result that the bond-
order should decrease as the inverse of the square root
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Table 1 : Selected properties for diamond, graphite and hydrocarbon molecules given by the bond-order potential.
Sources for the experiment/first principles data values are given in [Brenner (2002)].

Property Potential
Function

Experiment/First
Principles Value

Property Potential
Function

Experiment/First
Principles Value

Bulk Diamond Properties
Lattice constant
(Å)

5.43 5.43 C11(Mbar) 10.7 10.8

Bulk Modulus
(dynes/cm2)

4.4x1012 4.4x1012 C12(Mbar) 1.0 1.3

Atomization
Energy
(eV/atom)

7.36 7.36 C44(Mbar) 6.8 5.8

(111) 1x1 sur-
face energy
(eV/atom)

-0.20 -0.37 (111) 2x1
pi-chain sur-
face energy
(eV/atom)

-0.77 -0.68

Vacancy Forma-
tion (eV)

7.2 7.2 Interstitial (T)
(eV)

19.4 23.6

Interstitial (S)
(eV)

12.3 16.7 Interstitial (B)
(eV)

11.6 15.8

Heats of formation for selected hydrocarbon molecules (in kcal/mole)
CH3 35.48 35.8 CH4 -16.70 -15.99
C2H2 53.96 54.33 C2H4 13.66 14.52
C2H6 -17.31 -16.52 c-C6H12 -21.29 -20
C2H 133.42 135 H3C2H2 22.77 28.3
1-butyne 48.95 42.8 2-butyne 48.97 38
i-C4H9 17.78 19.4 t-C4H9 10.11 15.2
n-butane -22.34 -23.5 i-butane -22.30 -25.4
Benzene 21.75 24 Naphthalene 37.51 31.04
CH2 89.86 93.2

of the coordination. This bond-order model effectively
mimics the limited valence electron density that an atom
can contribute to the formation of chemical bonds. A
secondary factor entering the value of the bond-order are
bond angles, where an angular contribution to the coor-
dination is used that favors bond angles to be as close
to 180o as possible. This mimics repulsion between
electron pairs in different covalent bonds, and results in
structures that agree with electron pair repulsion theory
for non-radical species. The function bπ

i j in Eq.(3) ac-
counts for contributions from pi interactions and the rad-
ical character of bonds, and includes whether a bond is
part of a conjugated system as well as the value of dihe-
dral angles for carbon-carbon double bonds.

Details of the specific functional forms and param-

eters used in the analytic potential are given else-
where.[Brenner (2002)] Selected physical properties de-
scribed by the potential function are listed in Tab. 1.
Within a single expression, the function provides a rea-
sonably accurate description of a rather broad set of prop-
erties, including bond lengths, energies and elastic prop-
erties of solid state and molecular structures, radical en-
ergies and conjugated pi bonding properties, and dia-
mond surface properties. This is a critical set of proper-
ties if a reasonable description of diamond, graphitic and
hybrid diamond-graphitic structures like those described
below are to be modeled.

The form of the analytic bonding expression described
above can be derived from density functional the-
ory.[Brenner (1998)] The variational principle of density
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functional theory leads to a system of one-electron equa-
tions of the form

[T +VH(r)+VN(r)+VXC(r)] φK−S
i = εi φK−S

i (4)

where φK−S
i are the one-electron Kohn-Sham orbitals, εi

are the eigenenergies of these orbitals, T is the kinetic en-
ergy operator, VH(r) is the Hartree potential, VN(r) is the
potential energy due to the nuclei and V xc(r), called the
exchange-correlation potential, is the functional deriva-
tive of the exchange-correlation energy. The matrix ele-
ments that determine the Kohn-Sham orbitals are given
by

Ĥ = − ∇ 2

2
+ Vext +

∫ ρ(R)
|r−R| +Vxc [ρ(R)] (5)

where Vext is the external potential, which includes the
potential energy from the nuclei and any applied fields,
and the other terms are as above. These equations can be
solved self-consistently to obtain the ground state Kohn-
Sham orbitals, and the total electronic energy can be ob-
tained from the expression

E[ρin(r)] = ∑
k

εk −
∫

ρSC
[

VH(r)
2

+VXC(r)] dr + EXC[ρSC(r)] (6)

where ρSC is the self-consistent electron density, ε k are
the eigenvalues of the occupied Kohn-Sham orbitals, and
EXC is the exchange-correlation energy.

Harris [Harris (1985)] as well as Foulkes and Haydock
[Foulkes (1989)] demonstrated that the electronic energy
calculated from a single iteration of the energy functional

EH[ρin(r)] = ∑
k

εout
k

−
∫

ρin[VH/2+VXC(r)]dr+EXC[ρin(r)] (7)

is second-order in the error in charge density. In this
expression the superscript ”in” refers to an input charge

density, and the superscript ”out” refers to the occupied
orbital energies of the Kohn-Sham orbitals created from
this input charge density via Eq.(5). This expression
Eq.(7) is generally referred to as the Harris (or sometimes
Harris-Foulkes) functional. While the correct input elec-
tron density yields the correct ground-state energy, the
Harris functional is not variational; it can give energy ei-
ther higher or lower than the true ground-state energy.

Foulkes and Haydock pointed out that the expression
Eq.(7) provides a fundamental basis for understanding
why non-self-consistent tight-binding theory can capture
much of the electronic properties and even total ener-
gies produced by more sophisticated electronic struc-
ture methods.[Foulkes (1989)] Tight-binding expressions
generally give the total energy E tot for a system of atoms
as a sum of eigenvalues of a set of occupied non-self-
consistent one-electron molecular orbitals plus some ad-
ditional analytic function of relative atomic distances. A
pair additive sum over atomic distances is often assumed
for the analytic function, leading to the total energy ex-
pression

Etot = ∑
i

∑
( j �=i)

θ(ri j) + ∑
k

εk (8)

where ri j is the scalar distance between atoms i and j, θ(r)
is a pair-additive analytic interatomic interaction, and ε k

are the energies of a set of occupied electronic orbitals.
The simplest and most widespread tight-binding expres-
sions use eigenenergies obtained from parameterized on-
site and two-center hopping matrix elements assumed to
be from a wavefunction expanded in an orthonormal min-
imal basis of short-range atom-centered orbitals.

The use of non-self-consistent one-electron molecular
orbitals in tight-binding expressions is justified if the
orbitals correspond to Kohn-Sham orbitals constructed
from the input charge density in the Harris functional.
Similarly, the analytic function in tight-binding total en-
ergy expressions can be justified if they correspond to the
double counting terms constructed from the input charge
density. [Foulkes (1989)]

The analytic bonding expression Eq.(2) can be derived
from the tight-binding expression Eq.(8) through the
moments theorem that relates the moments of the dis-
tribution of the electronic local density of states from
the tight-binding molecular orbitals to the local bond-
ing topology of a given atom. [Sutton (1993)] Specifi-
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cally, the theorem states that ”the nth moment of the local
density of states on an atom i is determined by the sum
of all paths between n neighboring atoms that start and
end at atom i”. In the second moment approximation it
is assumed that the electronic bonding energy from the
valence electrons of a given atom is proportional to the
square root of the second moment of the local density of
states of that atom. Through the moments theorem this is
simply the square root of the number of neighbors of the
atom. This relationship can be expressed analytically as

Eel
i = −A

[
∑

( j �=i)
e−βri j

] 1
2

(9)

where A and β are parameters that determine the con-
tribution of surrounding atoms to the local bonding en-
vironment of atom i, and ri j is the scalar distance be-
tween atoms i and j. With some straight forward alge-
bra,[Brenner (1989)] Eq.(9) can be rearranged to an ex-
pression similar to Eq.(2) in which the bond-order func-
tion from atom i to atom j is

bi j =

[
1+ ∑

k �=i

e−β(rik−ri j)

]− 1
2

(10)

and the two-center term is

VA(r) = B e−(β/2)r (11)

For regular structures (i.e. rik= ri j) and considering only
nearest neighbors the bond-order is proportional to the
inverse square root of the local coordination as men-
tioned above. Substituting an angular function into the
bond-order expression, and adding terms that account for
radical energies and conjugation produces the empirical
bond-order expression discussed above.

2.2 Self-consistent Environment Dependent Tight-
Binding Method

The self-consistent tight-binding expression used below
is essentially a modification to Eqs.(5) and (7). As dis-
cussed above, the Foulkes and Haydock interpretation
of tight-binding theory is that the parameterized matrix
elements used to obtain the non-self-consistent orbital

eigenenergies correspond to Eq.(6) calculated from some
assumed input charge density. In the self-consistent ver-
sion of tight-binding theory, a perturbation to the input
electron density is included, leading to matrix elements
of the form

Ĥ = − ∇ 2

2
+ Vext

+
∫ [

ρref(R)
|r−R| +

∆ρ(R)
|r−R|

]
dr +Vxc

[
ρref(R)

]
+∆Vx (12)

Here ∆ρ is the difference between the actual electron
density and some reference electron density ρref to which
the tight-binding parameters correspond

∆ρ = ρ−ρref (13)

∆Vxis the exchange potential associated with the elec-
tron density perturbation, and remaining terms are as de-
scribed above. The term Vext includes a Coulomb poten-
tial from both the atomic nuclei and any external fields,
and is the term through which applied fields are included
in the method.

Details regarding the form of Eq.(12), including the pa-
rameterization and fitting procedure, used in the calcu-
lations described below are given elsewhere.[Areshkin
(2002)] The discussion is therefore limited to a general
description of the approach. To make the calculations
computationally tractable, a number of approximations
are made. First, an orthogonal minimal Gaussian basis
for the valence electrons is assumed, only the exchange
portion of the exchange-correlation energy is included,
and ∆Vx is approximated by its linear expansion with re-
spect to ∆ρ at ρ = ρref. These approximations lead to
analytic integrals that can be rapidly evaluated. Second,
environment dependent on-site and hopping matrix ele-
ments introduced by Wang, Ho and co-workers for car-
bon are used to describe the terms involving the reference
electron density in Eq.(12).[Tang (1996)] These are two-
center terms with values that depend on the local bond-
ing environments of the pair of atoms between which in-
dividual matrix elements correspond. This tight-binding
approach is a computationally efficient scheme that elim-
inates some of the drawbacks associated with neglecting
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orbital overlap terms without having to introduce a non-
orthogonal basis. Finally, the diamond structure is used
as the reference electron density. With this choice, the
band structure of diamond, which was fit in the Tang
parameterization, is maintained exactly, and changes to
other band structures that entered the fitting procedure
for the tight-binding parameters are not significantly al-
tered by the electron density perturbation.

The Gaussian basis, together with carbon-hydrogen ma-
trix elements arising from the reference electron density,
was adjusted to fit electronic energy levels (with appro-
priate energy shifts) and Mulliken populations for sev-
eral small hydrocarbon molecules and hydrogenated dia-
mond nanoclusters as predicted from full density func-
tional calculations. The resulting method describes a
number of properties of hydrocarbon systems reasonably
well. There are several shortcomings to the predictions
of the method, however. Most notably, the polarizability
of small molecules and the electron affinity of diamond
are both underestimated. The former is due primarily to
the orthogonal basis set, leading to a generally decreas-
ing error as system size increases

As a final step to make the calculations computationally
tractable, a modification to the Newton-Raphson method
was developed that assures convergence even for start-
ing configurations far from the final solution, and that
produces solutions for metallic systems with reasonable
scaling with the number of atoms.[Areshkin (2002)] This
scheme, together with the approximations in basis set and
energy functional, allows a self-consistent solution of the
electronic states of hydrocarbon systems containing up
to about a thousand atoms with very modest computing
resources (e.g. a PC).

The two modeling methods described above, while hav-
ing a common fundamental basis in density functional
theory, are used for different situations. For cases where
electronic structure is not needed, the bond order po-
tential gives reasonably accurate energies and structures,
and can model chemical reactivity in the form of bond
breaking and forming for relatively large systems. For
example, 100,000 atom systems can be routinely mod-
eled on Intel-based PCs. The tight binding scheme is use-
ful for situations where an estimate of electronic structure
or electro-static properties of carbon-based systems are
needed. The computational demands of the method cur-
rently place a practical limit of about two orders of mag-
nitude fewer atoms than can be modeled with the bond

order potential.

3 Survey of Systems and Results

Presented in this section is a survey of some recent appli-
cations of the modeling methods described in the previ-
ous section to carbon nanostructures. Some of the work
discussed below was carried out with collaborators who
are not listed as co-authors of the current paper. These
collaborators are listed in the acknowledgements at the
end of this paper. Much of the detail of the studies dis-
cussed below has been left out. More in-depth informa-
tion is available in the original references.

3.1 New Materials and Devices from Nanotubes

The current interest in fullerene nanotubes was created
when Iijima first reported observing these structures at
the negative electrode of a carbon arc in a reactor de-
signed to create fullerenes.[Iijima (1991)] The produc-
tion and processing of these structures has advanced to
the stage where fullerene nanotubes can now be created
as both single and multi-walled structures by a number of
different processes in relatively large quantities. This has
created a great deal of interest in using them for a number
of applications, including in structural and thermal man-
agement materials, as energy storage media, cold cath-
odes for flat-panel displays, and components of nanoelec-
tronic devices.

Nanotubes can be envisioned as rolled-up graphite planes
(although they are not created that way), and are found
both as single and multi-walled structures, with either
open or capped ends.[Dresselhaus (1996)] The structure
of a nanotube of infinite length can be conveniently de-
noted by (n,m), where n and m refer to the contribution
of the two primitive in-plane lattice vectors of graphite
to the vector defining the circumference of the nanotube.
The highest symmetry structures, for which the vector
describing the circumference of the nanotube is perpen-
dicular to the nanotube axis, are the (n,n), or armchair
structure, and the (n,0), or zigzag structure. Taking the
boundary conditions associated with the circumference
of nanotubes into account, simple tight-binding theory
predicts that if

2n+m = 3q (14)

is satisfied where q is an integer, the nanotube will not
have a band gap. If Eq.(14) is not satisfied, tight-binding



Atomic modeling of carbon-based nanostructures as a tool for developing new materials and technologies. 649

theory predicts that a nanotube will be semiconducting.
For all nanotubes except the armchair structure, however,
the occupied and unoccupied energy states are degener-
ate at the Fermi level at the gamma point, and more so-
phisticated calculations predict a loss of this degeneracy
and a small band gap. The (n,n) nanotubes, on the other
hand, have a curve crossing at the Fermi level, and are all
therefore predicted to be metallic. The magnitude of the
band gap of semiconducting nanotubes is also predicted
to depend on the nanotube radius.[White (1993)]

3.1.1 Properties of Functionalized Nanotubes

Many of the mechanical and electrical properties of pris-
tine nanotubes have been reasonably well characterized
by theory and modeling. The relationship between band
gap and structure, for example, has been established, and
significant progress has been made in understanding the
transport properties of nanotubes.[Bernholc (2002)] The
elastic modulus of nanotubes, the formation of kinks due
to severe mechanical distortion, and plastic deformation
mechanisms have been modeled both from an atomic and
continuum viewpoint. In contrast, the properties of nan-
otubes whose sidewalls have been functionalized have
not been as well studied as pristine nanotubes. Excep-
tions are the work of Sinnott and co-workers, who ex-
amined the changes in the compressive force needed to
create kinks in nanotubes functionalized with H 2C=C
species[Garg (1998)], and Frauenheim and co-workers,
who studied changes in electronic properties with sidwall
fluorination.[Seifert (2000)] The primary reason that the
properties of sidewall functionalized nanotubes have not
yet been well characterized is that the experimental abil-
ity to chemically add species to sites other than the caps
of nanotubes is a recent development. Functionalization,
however, may lead to optimized and new technology ap-
plications of nanotubes, including increasing load trans-
fer in polymer-nanotube composites, and tuning the band
gap of nanotubes for nanometer-scale electronic device
applications as discussed below.

Using the bond-order potential above, the tensile mod-
ulus of several nanotubes whose sidewalls have been
functionalized with different densities of methyl radi-
cals was theoretically explored. The chief motivation for
this work comes from the nanocomposites, where cross-
linking a nanotube into a polymer matrix may be a viable
method to enhance load transfer between a nanotube fiber
and matrix.[Frankland (2002)] This is discussed in more

detail below. However, functionalization will rehybridize
any carbon atom in a nanotube to which a sigma bond is
formed. This has the potential to reduce the tensile mod-
ulus of a nanotube, although the fraction of sites that need
to be rehybridized to induce a significant reduction is not
clear.

Illustrated in Fig. 1 is a section of a (17,0) nan-
otube to which a methyl radical has been chemically
attached. The atomic positions were obtained by mini-
mizing the energy given by the bond-order potential dis-
cussed above. As expected, formation of the sigma bond
causes the bond angles of the carbon atom in the nan-
otube to which the methyl is attached to approach the
tetrahedral angle. To help determine the extent to which
chemical functionalization could reduce the tensile mod-
ulus of a nanotube, systems were generated in which
methyl radicals were added to (10,10) and (17,0) nan-
otubes at different chemisorption densities up to 15% of
all carbon sites. The sites for chemisorption were cho-
sen randomly, and the energies of the systems were min-
imized using the bond-order potential. Illustrated in Fig.
2 is the configuration for 15% chemisorption to a (17,0)
nanotube. Plotted in Fig. 3 is the energy as a function of
strain for both pristine and 15% functionalized (10,10)
and (17,0) nanotubes. These were generated for infinite
systems under one-dimensional periodic boundary con-
ditions by straining the periodic boundary in small in-
crements, and then minimizing the energy given by the
bond-order potential. Interestingly, there is little dif-
ference between the functionalized and pristine curves
for the (10,10) nanotube, while functionalization has re-
duced the modulus of the (17,0) nanotube to that of the
pristine (10,10) nanotube. In both cases, however, even
this relatively large functionalization density does not ap-
pear to significantly decrease the tensile modulus.

Plotted in Fig.4 is the minimum energy strain of a func-
tionalized (10,10) nanotube relative to the pristine system
as a function of the fraction of sites to which methyl rad-
icals are added. To obtain these curves, the energies of
the nanotubes were minimized both with respect to the
atomic configurations and the length of the periodic cell
in which the nanotube is embedded using the bond-order
potential. These simulations predict that the entire nan-
otube contracts slightly with increasing degree of func-
tionalization.

Tight-binding calculations have also suggested that the
band gap of a nanotube can be altered via functional-
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Figure 1 : Section of a (17,0) nanotube to which a methyl
radical has been chemically attached.

Figure 2 : Illustration of a (17,0) nanotube on which
methyl radicals have been chemisorbed to 15% of the
nanotube carbon atoms.

ization. [Brenner (1998b)] This result suggests that the
electronic properties of a nanotube could be altered along
its length by functionalizing finite regions of a nanotube,
leading to, for example, metal-semiconductor junctions
and quantum dots along the length of a single nanotube.
Two levels of tight-binding calculation were performed.
In the first, only the pi system was considered, and matrix
elements between nearest neighbors were used to repre-
senting overlap of p orbitals contributing to the pi system.
The model assumes that the formation of a sigma bond
to an atom removes the atom from the pi system and cre-
ates a node in the pi wave functions. This can alter the
allowed energy states, and if the states are near the Fermi
level a band gap can be introduced to a metallic system
or removed from a semiconducting system. To model
the node, the hopping matrix elements between that atom
and its neighbors are set to zero.
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Figure 3 : Potential energy as a function of strain for both
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Figure 4 : Minimum energy strain of a functionalized
(10,10) nanotube relative to the pristine system as a func-
tion of the fraction of sites to which methly radicals are
added.

For certain high-symmetry chemisorption sites, the sim-
ple tight-binding model leads to qualitative predictions
for the presence or absence of a band gap. For exam-
ple, chemisorbing species with two bonds across a six-
membered ring on an (m,0) nanotube such that a set of
binding sites are created perpendicular to the nanotube
axis in each translational unit cell effectively breaks the
pi system into independent regions. This is illustrated in
the middle and bottom panels of Fig.5 for a (6,0) nan-
otube. In this case, the nodes in the pi wavefunctions re-
tain the same symmetry as the azimuthal boundary con-
ditions of the pristine nanotube; however, wavefunctions
must have one-half wavelengths (rather than whole wave-
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lengths) that fit within these regions. From this relation
it can be shown that regions with widths of L lattice units
will not have a band gap when

2L/3 = q (15)

is satisfied, where q is an integer. The middle of Fig.(5)
illustrates the case in which chemisorption produces two
regions of width L=3. According to Eq.(15), these re-
gions will be metallic. In contrast, the bottom of Fig.5
illustrates the case in which regions of L=4 and L=2
are produced. The model predicts that both regions will
have a band gap, and therefore chemisorption at these
sites are predicted to alter the electronic properties of a
(6,0) nanotube from metallic to semiconducting. Simi-
larly, (n,0) nanotubes, where n is not a factor of three,
can be made metallic by producing one or more regions
via chemisorption with widths that satisfy Eq.(15).

The second tight-binding model uses a minimum basis
of one s and three p atomic orbitals for each valence
electron. Hopping and overlap matrix elements were
used that were fit by White and coworkers to polymer
properties and fullerene band gaps.[Elert (1985)] Sys-
tems were generated that correspond to those illustrated
in Fig. 5 at the minimum energy configurations predicted
by the bond-order potential. Periodic boundaries were
used along the length of the nanotube, and a sufficient
number of k points were used to obtain a converged den-
sity of states. Plotted in Fig. 6 are the density of states
in the vicinity of the Fermi level calculated for a pris-
tine (6,0) nanotube and one on which ethene molecules
are chemisorbed at the sites indicated at the bottom of
Fig. 5. The model predicts that chemical addition of the
ethene molecules at these positions opens a band gap of
1.3 eV in this nanotube, in agreement with the qualitative
predictions of the simpler tight-binding model.

Illustrated in Fig.(7) is a region of a (6,0) nanotube on
which ethene molecules have been chemisorbed along
one-half of a nanotube length at the sites illustrated
at the bottom of Fig.(5). The structure of the sys-
tem was again obtained by minimizing the energy given
by the bond-order potential energy function. Accord-
ing to the tight-binding calculations on the pristine and
fully chemisorbed systems, this structure is essentially
a metal-semiconductor junction with a Schottky barrier
of 0.44eV. For comparison, silicon has a band gap of
1.1 eV and a Si-Al interface has a Schottky barrier of
0.6eV.[Louie (1977)] Plotted in Fig. (8) are local den-

Figure 5 : Illustration of regions of pi bonding created
by chemisorption to a (6,0) nanotube. Top: Pristine nan-
otubes. Middle: Chemisorption creating two regions
three lattice units wide. Bottom: Chemisorption creat-
ing regions two and four lattice units wide.

Figure 6 : Density of states in the vicinity of the Fermi
level for a pristine (6,0) nanotube and one on which
ethene molecules are chemisorbed at the sites indicated
at the bottom of Fig. 5.

sities of states averaged over the first and second trans-
lational unit cells, respectively, away from the junction
into the chemisorbed region of the nanotube. There
are metal-induced gap states that decay in magnitude
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away from the junction. Similar states have been char-
acterized with first-principles methods for more conven-
tional metal-semiconductor junctions, including Si-Al
and GaAs-Al interfaces.[Louie (1977)] To characterize
the decay length, the local density of states for each unit
cell near the junction was integrated over the states in the
band gap of the functionalized structure. The value of
the integral as a function of unit cell position is plotted
in Fig.(9). Fitting the decay of these states into the semi-
conducting region to an exponential function yields an
attenuation length of 4.5A, a value that is comparable to
that of a Si-Al interface. [Louie (1977)]

3.1.2 Chemical Reactivity at Kinks

The modeling methods described above were used to
explore whether kinks and other regions of high curva-
ture induced by mechanically deforming nanotubes can
act as sites of enhanced chemical reactivity.[Srivastava
(1999)] In these calculations, single-walled (17,0) and
(10,10) nanotubes were bent or twisted, and the resulting
structures obtained by minimizing the energy as given
by the bond-order function. The binding energies for
chemisorbing single hydrogen atoms to the distorted nan-
otubes were used as a measure of the relative chemical re-
activity at different nanotube sites. Illustrated in Fig.(10),
for example, is the predicted atomic structure near two
kinks formed in a bent (17,0) nanotube as viewed from
the back of the kinks. The nanotube flattens along the
front and back of the kink where the system is under
compressive and tensile hydrostatic stress, respectively.
Between these two regions there is a ”ridge” of atoms
along the kink top and bottom. This is essentially the
same structure that would be obtained if a typical garden
hose were bent enough to kink. This ridge is raised at
the center of the kink, and the angles of the three bonds
associated with the atom of the ridge apex are close to
tetrahedral.

The bond-order potential predicts that a hydrogen atom
is more strongly bound to the apex carbon atom along
the ridge by about 1.6 eV relative to chemisorption at an
undistorted region of the nanotube. The binding energy
enhancement drops off smoothly for the carbon atoms
along the top of the ridge, dropping to an enhancement of
0.25eV for the sites five atoms from the apex (Fig.(11)).
This increase in binding energy at the kink correlates
with a decrease in atomic cohesive energy as predicted
both from the analytic force expression and from non-

Figure 7 : Illustration of a (6,0) nanotube on which
ethene molecules have been chemisorbed along one-half
of the nanotube length at the sites illustrated at the bot-
tom of Fig. 5.

Figure 8 : Local density of states averaged over the first
(left) and second (right) translational unit cells, respec-
tively, away from the junction into the chemisorbed re-
gion of the nanotube.

Figure 9 : Value of the local density of states integrated
for each translational unit cell over the energies corre-
sponding to the band gap of the functionalized region of
the nanotube as a function of the position of the unit cell.

self-consistent tight-binding calculations.

Hydrogen atom binding was found to be weaker relative
to an undistorted nanotube for sites along the back and
front of the kink. At the back of the kink, the nanotube
is under tensile hydrostatic stress, and subsequently the
tetrahedral bond angles required for strong chemisorp-
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Figure 10 : Illustration of kinks formed in a bent (10,10)
nanotube.

Figure 11 : Hydrogen binding energy relative to a single
hydrogen atom and a pristine nanotube for sites along the
top of the ridge of atoms formed at the kink.

tion are more difficult to form compared to an unde-
formed nanotube. At the inside of the kink, the nanotube
structure is deformed such that carbon atoms are dis-
torted toward the interior of the nanotube, leading to an
improper geometry for strongly binding hydrogen atoms
to the outside of the nanotube.

A similar enhancement in hydrogen binding energy was
predicted for chemisorption along ridges formed from
twisting a nanotube.[Srivastava (1999)] In addition to
the energy calculations, classical trajectories were car-
ried out in which atomic hydrogen was allowed to react
with the twisted nanotube. Consistent with an increase in
binding energy, the trajectories predicted enhanced stick-
ing of the hydrogen to the ridges.

Enhanced chemical reactivity at regions of large nonlin-
ear distortion on nanotubes as inferred from the simula-
tions has been supported by experimental observations
by Ruoff and co-workers.[Srivastava (1999)] In these ex-
periments, multi-walled nanotubes were placed along a

polymer substrate containing V-shaped ridges, and di-
lute nitric acid was introduced into the system. Scan-
ning electron microscopy showed significant nanotube
etching where the nanotubes were draped along the sub-
strate ridges where presumably the high curvature in-
duced kinks in the nanotubes. While indirect proof, the
observation of enhanced etch rates supports the connec-
tion between enhanced chemical reactivity and large dis-
tortions of nanotubes predicted by the calculations.

3.1.3 Nanocones

Using the atomic simulation methods discussed above,
the structure and electronic properties of nanocones as
well as the possibility of assembly these species to more
extended structures were studied.[Shenderova (2001)]
Pentagonal or heptagonal defects can be introduced into
graphene networks to form nonplanar structures. An ex-
ample are nanocones, structures with five-fold symme-
try that cap nanotubes and that have been found as free
standing structures formed in a carbon arc. The observed
structures normally have opening angles of ∼19 o due
to the introduction of one pentagon into the hexagonal
network, and can be as long as ∼240 Å.[Dresselhaus
(1999)]

Carbon nanocones are geometrically similar to diamond
pentaparticles, structures that have been observed exper-
imentally as free-standing structures and as fivefold mi-
crocrystals embedded in chemical vapor deposited di-
amond films. In the simulations, pentagonal diamond
crystals were used to generate graphite cones by ”lifting
off” atomic layers, and allowing the resulting structures
to relax to their minimum energy configuration as given
by the bond-order potential. When pentagonal crystals
with radii less then 14 Å were used to generate carbon
cones, the systems relaxed to a conventional cone shape
such as that illustrated in Fig 12. However, for larger
radii particles alternate metastable structures formed dur-
ing system relaxation. These structures, which posses
low symmetry ‘wave’-like shapes (Fig.13) are formed
because of an increase in excess strain energy due to the
larger radius that creates a larger initial system instability.
Annealing beyond 300K via molecular dynamics simula-
tions results in the conversion of the cones to the lower
energy structure.

The simulations predicted that it is also possible to
change the shape of a conventional cone by ’pushing’
the cone from the top with an indenter. Furthermore,
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Figure 12 : Illustration of a fullerene nanocone.

‘waved’ structures were observed that have several rings
of compressive and tensile hydrostatic stresses that al-
ternate along the cone radius. Therefore modeling indi-
cates that depending on radius, nanocones may exhibit
several metastable structures, with transformations be-
tween these structures depending on external conditions.
This environment-dependent reversible-shape transfor-
mation result suggests shape could potentially be used
as a means of information storage.

Figure 13 : Illustration of distorted nanocones.

Structures and stresses associated with assemblies of
nanocones were also modeled. Nanocones can be con-
nected to form extended structures by forming chemi-
cal bonds between cones along their edges. For exam-
ple, self-similar structures with five-fold symmetry can
be generated that can contain a high density of nanocones
(Fig. 14). The assembly of such structures can result
in wide variety of patterns whose buckling depends on
the number of cones, the hydrogenation of any dangling
bonds, and in the convex or concave structures of the
nanocones.[Shenderova (2001)]

3.1.4 Polymer-Nanotube Composites

Their high thermal conductivity and large tensile mod-
ulus, together with the ability to bridge and heal
cracks,[Ajayan (2000)] have made nanotubes target com-
ponents of light-weight, nanoscale fiber-reinforced com-
posites for mechanical and thermal management applica-

Figure 14 : Illustration of a self-similar structures with
five-fold symmetry generated from a high density of
nanocones.

tions. Reports of measured enhancements in the elastic
modulus of polymers with the addition of a few percent
nanotubes[Andrews (1999); Qian (2000)] together with
apparent Raman frequency shifts for nanotubes in loaded
polymer matrices [Wood (2000); Ajayan (2000); Had-
jiev (2001); Zhao (2001)] suggest that load transfer from
the matrix to the nanofibers can be strong enough to use
these systems for structural applications.

Specific mechanism(s) by which load is transferred be-
tween polymer matrices and nanotubes is not clear. De-
termining this mechanism (and ways to enhance it) has
been a central focus of recent molecular modeling stud-
ies. Lordi and Yao used force-field-based molecular
mechanics to model the interactions between nanotubes
and several polymers.[Lordi (2000)] The authors sug-
gest that helical polymer conformations in which chains
wrap around nanotubes might produce strong nanotube-
polymer interactions.

In related studies, molecular simulations were used to es-
timate shear strengths and critical fiber lengths for effi-
cient load transfer for several models of a polyethylene-
nanotube composite, including a composite with a low-
density of cross-links between the nanotube and the
matrix.[Frankland (2002)] This matrix-fiber system was
chosen because of its simplicity, and not because it would
make a composite with particularly strong interfacial in-
teractions, or is experimentally accessible. It is a con-
venient system for which the nanotubes, matrix, and
any chemical bonding between these can be consistently
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modeled with a hydrocarbon potential.

The nanotubes and their chemical cross-links to the poly-
mer were modeled by the bond-order potential described
above. To study the influence of the details of the ma-
trix structure as well as that of the matrix-nanotube in-
terface on possible load transfer, several matrix struc-
tural and bonding models were used. These included
crystalline and amorphous matrix structures, as well as
both a model that explicitly includes hydrogen atoms
and an ”united atom” approximation in which hydrogen
atoms and the carbon atoms to which they are bonded
are treated as a single unit. In each case the nonbonded
polymer-nanotube and the polymer-polymer interactions
were modeled with pair additive Lennard-Jones poten-
tials. Intramolecular interactions within the polymer
chains were either modeled with appropriate combina-
tions of valence force bond stretch and bend terms, or
the bond-order potential used to model the nanotubes.

In initial studies, molecular dynamics simulations were
used to model loading strain for composites containing
(10,10) nanotubes in which only weak nonbonded in-
teractions between the nanotubes and matrix were in-
cluded. In the case of nanotubes of infinite length cre-
ated via periodic boundary conditions, an enhancement
in modulus consistent with a simple rule of mixtures was
obtained. Similar simulations were also carried out in
which capped nanotubes of finite lengths embedded in
the various matrix models were simulated. The largest
system contained a 100 nm long nanotube in a united-
atom/amorphous polyethylene matrix. In each of these
loading simulations the nanotubes released from the ma-
trix starting at their ends and regained their initial length,
indicating negligible load transfer for these systems.

To further quantify critical fiber lengths needed for good
load transfer, a series of virtual fiber ”pull-through”
simulations were carried out. In these studies, infi-
nite nanotube-polymer systems were created via periodic
boundaries, and a one-body force of increasing magni-
tude was applied to the nanotube until the nanotube be-
gan to move relative to the matrix. This force divided by
the estimated contact area between the nanotube and ma-
trix was then taken as the shear strength τ c. This value
can be combined with the nanotube diameter d and ten-
sile strength σ f go estimate the minimum length lc need
for efficient load transfer through the expression

lc = σ f d/τc (16)

Given in Tab. 2 are shear strengths and critical fiber
lengths for several matrix models estimated from these
simulations. For strictly nonbonded interactions, the
fiber-matrix shear strengths ranged from 2.7 MPa for
the amorphous matrix/united atom potentials to 2.8 MPa
for the crystalline matrix/explicit hydrogen model. As-
suming a fiber strength of 50 GPa for the nanotubes,[Yu
(2000)] these shear strength values imply that lengths
exceeding about 25 microns would be needed for sig-
nificant load transfer between the matrix and nanotube.
These lengths and shear strengths are consistent with the
lack of load transfer observed in the molecular dynamics
simulations of loaded systems mentioned above. Wor-
thy of note from this data is that the chemical details of
the polymer model (i.e. explicit vs. united atom mod-
els) apparently govern the estimated shear strengths and
the critical fiber lengths much more than does the matrix
structure model (i.e. crystalline vs. amorphous). This re-
sult is despite the difference in density between the amor-
phous (0.71 g/cm3) and crystalline (0.94 g/cm3) matrices
used in the simulations.

Table 2 : Shear yield strengths for nanotube-matrix in-
terfaces and corresponding minimum nanotube lengths
needed for efficient load transfer.

System Fiber-Matrix
Shear Strength
(MPa)

Minimum
nanotube
length
(microns)

Non-bonded/no cross-links
Amorphous 2.7 30
Crystalline 2.8 29

Cross-linked Systems
Amorphous 2.0/30.0 40/2.6
Crystalline 6.8/110 11.7/0.72

The influence of chemical cross-links between a single-
walled fullerene nanotube and a polymer matrix on the
matrix-nanotube shear strength and critical length for
load transfer was also studied using molecular dynamics
simulations. The motivation for these studies came from
two sources. First, it is desirable to establish in a gen-
eral sense whether a sufficiently small density of cross-
links can be created that enhance load transfer while not
compromising the tensile moduli of single-walled nan-
otubes. Second, it has been suggested that chemical in-
teractions between nanotubes and a matrix created dur-
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ing processing may be responsible for the stress trans-
fer value of 500 MPa estimated in epoxy/nanotube com-
posites.[Wagner (1998)] The modeling studies discussed
here begin to establish whether such a large stress trans-
fer is possible in these types of nanocomposite systems
via chemical bonding between the nanotubes and matrix.

A (10,10) nanotube 53A in length containing 880 atoms
was embedded into the crystalline matrix, and a total
of 6 ethylene oligomer cross-link chains containing 12
monomers were created between the nanotube and ma-
trix (Fig. 15). This system therefore has a grafting den-
sity relative to the nanotube atoms of less than 1%. To
treat the nanotube, ethylene matrix and cross links on
an equal footing, the bond-order potential was used for
all intramolecular interactions, while the intermolecular
interactions were modeled with the same Lennard-Jones
potentials as was used in the other explicit-hydrogen
matrix models. A similar system was created for the
amorphous matrix, although at a lower grafting density
(0.3%).

Figure 15 : Illustration of a (10,10) nanotube cross-
linked into a polyethylene matrix.

Two distinct processes were observed in the virtual pull-
through studies with the cross-linked systems, and there-
fore two sets of τc values are reported in Tab. 2. The
lower values of τc correspond to the applied stress at
which the nanotube alone first begins to shear with re-
spect to the matrix. The higher value of τ c denotes the
force at which the nanotube initially pulls one or more
polyethylene chains with it through the matrix. The crys-
talline composite has an initial τ c that is larger by about
a factor of two over the corresponding system with only
nonbonded interactions, while for the amorphous com-
posite the lower value of τ c is comparable to the non-
bonded systems. This result indicates that the initial
yielding in the crystalline system may be reinforced, al-
beit by a relatively small amount. In both the crystalline

and amorphous matrix models the shear strength required
to begin pulling the chains through the matrix is about 15
times that needed to start the initial motion of the nan-
otube, resulting in a significant shortening of the crit-
ical fiber needed for good load transfer. This result,
together with the prediction of the mechanical proper-
ties of functionalized nanotubes mentioned above, sug-
gests that chemical functionalization leading to matrix-
nanotube cross-linking may be an effective mode for en-
hancing load transfer in these systems without sacrificing
the elastic moduli of nanotubes.

3.1.5 Raman Shifts of H2 in Nanotubes

Fullerene nanotubes have been targeted as hydrogen stor-
age media for a number of applications, including rocket
propellants and vehicular fuel cells, where they may pro-
vide a safe alternative to compressed or liquefied fuels.
The amount of hydrogen that can be stored in nanotubes,
however, has been somewhat controversial. For ”pure
samples”, reported experimental values for weight per-
cent hydrogen uptake range from 0.4% to as high as 10%
(∼50 kg/m3) depending on the temperature and pres-
sure.[Dillon (1997); Nutzenadel (1999); Ye (1999)] The
higher range of uptake measurements are close to tar-
get values of 6.5 wt% and 62 kg/m3recommended by
the Department of Energy Hydrogen Plan, suggesting
that nanotubes can make effective hydrogen storage me-
dia if the higher range of experimental values are accu-
rate.[Hynek (1997)] One of the highest reported hydro-
gen uptakes is 14 wt% and 112 kg/m 3observed at 313 K
for the catalytic storage of hydrogen in potassium-doped
nanotubes.[Chen (1999)]

The authors of one of the experimental studies have noted
that their values of ∼5-10 wt% hydrogen uptake in pure
nanotube samples exceeds the amount predicted by a
simple analysis of packing molecular hydrogen inside a
nanotube, and they have therefore proposed both external
and interstitial adsorption. Computational studies have
supported this conclusion, where amounts for hydrogen
storage within nanotubes that are lower than the exper-
imental values are typically reported for ambient condi-
tions. [Wang (1999); Simonyan (1999); Darkrim (1998)]

Based on experimental and computational studies, a key
issue related to hydrogen storage by nanotubes is the lo-
cation of the hydrogen, i.e. is hydrogen primarily stored
inside nanotubes, between nanotubes, or both? One tech-
nique that could potentially shed light on this issue is
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Raman spectroscopy. In this method infrared adsorp-
tion associated with the excitation of Raman active vi-
brational modes is measured. Due to anharmonicities in
intramolecular potentials, the average size of a diatomic
molecule (like hydrogen) is generally larger in an ex-
cited vibrational state relative to the ground vibrational
state (for the same electronic state). In confined environ-
ments, the energy of a molecule will depend on its size
and shape relative to that of its environment. This im-
plies that the energies of different vibrational states of a
molecule will depend on the relative ”sizes” of the vi-
brational states and on the confining environment. Be-
cause in Raman spectroscopy energy differences between
vibrational states are measured, the Raman adsorption
frequency will depend on the local environment of the
adsorbing molecule. This value is usually reported as
a frequency shift relative to an isolated molecule. It is
expected that a Raman shift measured for a hydrogen
molecule intercalated into nanotubes will depend on the
environment, i.e. on whether a hydrogen molecule is ad-
sorbed inside of or between nanotubes. However, the
relationship between the magnitude and sign (i.e. blue
or red) of a Raman shift and the hydrogen environment
in nanotubes is not a priori known, and therefore some
guidance from theory is needed to interpret any such
shifts.

To help determine the dependence of Raman shift on
intercalation environment for hydrogen in nanotubes,
a semiclassical model was used to predict qualitative
trends in Raman shifts relative to the gas-phase vi-
brational frequency for a single hydrogen molecule
within and between bundled nanotubes of various
radii.[Frankland (2002)] The model uses classical trajec-
tories to sample the surroundings of a hydrogen molecule
in the different environments. Relative Raman shifts are
estimated from the energy difference averaged over a tra-
jectory in each environment between the ground and first
excited vibrational state of the hydrogen molecule. The
bond-order potential discussed above was used to model
intramolecular forces within the nanotubes, and appro-
priate Lennard-Jones interactions were used to model
inter-nanotube forces. The hydrogen molecule was
treated as a rigid rotor, and the motion of the molecule
was calculated by integrating classical equations of mo-
tion using Lennard-Jones forces between the hydrogen
and carbon atoms that are appropriate for the ground vi-
brational state of hydrogen. During the trajectories on

the ground-state potential, energies were calculated from
a second set of Lennard-Jones carbon-hydrogen inter-
actions with parameters that reflect changes in average
hydrogen-hydrogen bond length and molecular polariz-
ability for a molecule in the first excited vibrational state.
The energy difference between the two sets of Lennard-
Jones parameters for trajectories during which hydrogen
samples either inside or in the region between nanotubes
in a bundle provides a qualitative estimate for the Raman
shift due to the different environments.

Three different hydrogen environments were simulated,
each of which involved single-walled nanotubes of var-
ious radii and chiralities. These environments were
a hydrogen molecule inside an individual nanotube, a
molecule inside the center nanotube of a rope of 19 nan-
otubes, and a hydrogen molecule intercalated between
nanotubes. In each of these systems, periodic boundaries
were used along the nanotube axis, yielding nanotubes
of infinite length. Plotted in Fig. 16 are predicted Ra-
man shifts for a single hydrogen molecule inside various
nanotubes as a function of nanotube radius. Results for
both single nanotubes and nanotube bundles are plotted.
Several trends are apparent from this data. First, the pre-
dicted shift does not depend strongly on the chirality of
the nanotube in which the hydrogen molecule is placed or
whether the nanotube is isolated or part of a bundle. Sec-
ond, all of the Raman shifts are red indicating that the
hydrogen is relatively free to vibrate without compres-
sion. Finally, there is an increase in Raman frequency
with increasing nanotube radius up to a limiting value at
a radius of about 20 Å. In the systems corresponding to
the limiting Raman shift, the hydrogen molecule senses
only one side of the nanotube during a trajectory. At the
smallest nanotube radii simulated, the hydrogen interacts
with both sides of the nanotube simultaneously, resulting
in a Raman shift of roughly double that of the limiting
value. The Raman shift changes continuously between
these two limits.

Plotted in Fig. 17 are predicted average Raman shifts for
hydrogen intercalated between nanotubes within a bun-
dle as a function of nanotube radius. Each point rep-
resents an average over several starting configurations.
Several trends are evident from this data. First, the mag-
nitude of the shifts for intercalated hydrogen is gener-
ally larger than that for hydrogen inside of a nanotube.
Second, the smaller ropes (r<8 Å) do not intercalate hy-
drogen well. Neither a (10,10) rope nor a (17,0) rope was
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Figure 16 : Predicted Raman shifts for a single hydro-
gen molecule inside various single-walled nanotubes as
a function of nanotube radius. Closed symbols - single
nanotubes; Open symbols - nanotube ropes.

able to accommodate intercalated hydrogen. Third, when
hydrogen can be intercalated, there is significant scatter
in the average shift for trajectories in the same system
but initiated with different starting conditions. Appar-
ently there are different nanotube deformations that ac-
commodate the intercalated hydrogen that persist longer
than the 40 picoseconds over which the trajectories are
run. Finally, for the (n,n) ropes there is no significant
trend in shift with nanotube size. For the (n,0) ropes the
data indicates that there may be a slight increase in peak
frequency with nanotube size, although this increase is
small compared to the internal hydrogen shift and would
likely be obscured in an experiment by the broadening
of the peak from several intercalation environments. It is
therefore unlikely that shifts arising from intercalated hy-
drogen molecules will show a consistent trend with nan-
otube size.

The relationships between the location of a hydrogen
molecule and its Raman shift predicted from these cal-
culations can be summarized as follows. First, Raman
shifts for individual hydrogen molecules are expected to
be red-shifted independent of the site at which the hy-
drogen resides. Second, if the hydrogen is internal to
the nanotubes, the Raman peak frequency is expected to
show an increase with nanotube radius. If the hydrogen is
intercalated, broader bands will be observed with no fre-
quency dependence on the nanotube size. These frequen-
cies will be lower on average than those from internal
hydrogen. Third, it is energetically unlikely for ropes of
very small nanotubes (r<8Å) to intercalate hydrogen. Fi-

nally, for very large nanotubes (r>20 Å), the Raman fre-
quency is expected to be independent of nanotube size for
either type of hydrogen. The cases examined here indi-
cate that if both intercalated and internal hydrogen were
present, the frequencies of the bands would be resolv-
able. To date, these predictions have not yet been verified
(or refuted) by experiment, and the location of hydrogen
adsorbed into samples containing nanotubes remains of
interest both experimentally and theoretically.

Figure 17 : Predicted average Raman shifts for hydro-
gen intercalated between nanotubes within a bundle as a
function of nanotube radius.

3.1.6 Nanotribology on Graphite

Superfine and coworkers have experimentally observed
interesting behavior for nanotubes manipulated on a
graphite substrate. Using a nanomanipulator, it was
observed that nanotubes initially slide about a pivot
point relatively easily before locking into a position
in which the nanotube and graphite lattices apparently
line up.[Falvo (2000)] After ‘locking-in’, it was inferred
from surface images of asymmetric nanotubes that nan-
otubes prefer to roll rather than slide while being pushed
with an atomic-force microscope tip. The rolling mo-
tion itself, however, could not be imaged. In a related
study, it was observed that current-voltage relations for
electron transport between the graphite and a scanning-
probe microscope tip through a nanotube depended on
whether the nanotube was in or out of registry with the
graphite.[Paulson (2000)] These electronic properties to-
gether with the sliding and rolling behavior suggested
the potential construction of novel actuating devices from
nanotube-graphite systems.

This interpretation of the experimental data that nan-
otubes that are out of registry with a graphite lat-
tice slide while in-registry nanotubes prefer to roll was
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tested using molecular dynamics and quasi-static sim-
ulations.[Buldum (1999); Schall (2000); Falvo (2002)]
In the molecular dynamics simulations,[Schall (2000)] a
single-shell (10,10) nanotube was placed on a graphite
substrate (Fig. 18), while in the quasi-static calcula-
tions, a larger nanotube with a radius closer to that of
the outer shell of the nested structures studied experi-
mentally was modeled.[Buldum (1999)] In both simula-
tions the nanotube-graphite interactions were modeled by
a pair-additive Lennard-Jones potential. The chief differ-
ence between the two set of simulations was that in the
molecular dynamics studies the nanotube and the first
graphite layer was allowed to deform according to the
bond-order potential described above. In the quasi-static
simulations the relative atomic positions of the nested
nanotubes were held fixed as the structure was moved
across the substrate. Both sets of simulations confirmed
an energetically preferred configuration in which the lat-
tices of nanotubes and graphite are aligned. To study dy-
namic behavior in the molecular dynamics studies, nan-
otubes were placed either in or out of registry with re-
spect to the graphite substrate. An impulse was applied
to the nanotubes in turn, and the subsequent dynamics
were followed as each nanotube moved. For the out of
registry case, the nanotube slid along the surface, with
frictional forces slowing the structure. When in registry,
however, it was observed in the simulations that the nan-
otube initially slid, and then underwent an alternating
rolling-sliding motion as it slowed down (Fig. 19). The
net result is a rolling of the nanotube as it moves along the
substrate, but with a complicated mechanism that could
not be discerned from the experiments alone. An iden-
tical mechanism was independently identified from the
quasi-static calculations. [Buldum (1999)]

Figure 18 : Illustration of a single-shelled nanotube on
graphite.

3.1.7 Nanotubes in Electric Fields: Dipole Moment
and Polarization Energy

The properties of nanotubes in applied electric fields are
of interest for a number of applications, including using
nanotubes as electromechanical switches, field-emission
sources, and nanoelectronic device elements. To help
support the development of these technologies, calcula-
tions of some static properties of nanotubes in applied
fields are being carried out using the self-consistent tight-
binding scheme outlined above. Worthy of note is that
this computational method can also be used to calculate
electron transport properties in nanosystems, although
calculations of this type are not discussed here.

Figure 19 : Snapshots illustrating the sliding-rolling mo-
tion observed in a simulation of nanotube moving in reg-
istry with the lattice of a graphite substrate.

With their extensive pi bonding and large aspect ra-
tio, nanotubes are expected to have a large and highly
anisotropic polarizability, leading to, for example, effi-
cient alignment in applied electric fields. This property
suggests the use of nanotubes as switches in nanometer-
scale electro-mechanical devices. Alignment in an ap-
plied field may also contribute to the field emission mea-
sured from nanotube mats, where the alignment of the
ends of inter-twined nanotubes with an applied field may
enhance field strength and hence help facilitate electron
emission from the nanotube ends.

To qualitatively identify trends in dipole moment and po-
larization energy of nanotubes in applied fields, calcu-
lations were carried out of (6,0) nanotubes of various
lengths in applied fields of various magnitudes and ori-
entations with respect to the nanotube axis. Plotted in
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Fig.20 are the calculated dipole energy Ed =F·d and to-
tal energy change per atom, respectively, as a function
of field strength for the field aligned with the axis of the
nanotube for three nanotubes with different aspect ratios.
The longest nanotube simulated contains 288 atoms and
is 49.7Å long. Plotted in Fig. 21 are the dipole moment
and total energy change per atom as a function of tube
length at several field strengths. Plotted in Fig.22 is the
dipole energy and total energy change per atom as a func-
tion of orientation of the nanotube axis with respect to the
direction of the applied field for the highest field strength
plotted in Fig.20 (1V/A). The dipole energy and the en-
ergy change per atom have roughly a cosine and approx-
imately cosine squared dependence, respectively, on the
angle with respect to the applied field direction. The lat-
ter results because the polarization energy is dependent
on the cosine of the angle of orientation of the dipole mo-
ment with respect to the field, and the dipole moment is
in turn dependent on the cosine of the orientation angle.

Figure 20 : Calculated dipole energy (calculated as the
field times the dipole moment divided by the number
of atoms) (top) and total energy change per atom ac-
quired in an applied electric field (bottom) as a function
of field strength for the field aligned with the axis of the
nanotube for three nanotubes of different lengths.

In principle it is possible that in nanotube mats uncon-
strained ends of nanotubes could become aligned with
an applied field, enhancing the field concentration at the
ends and thereby contributing to electron emission. Us-
ing the data above, an estimate can be made for the length
of nanotube that must be aligned with an applied field
such that the polarization energy gained is sufficient to
form a kink along the nanotube. Molecular modeling
using the bond-order potential described above predicts
that kink formation in a single-walled nanotube requires
about 30eV. For a field strength of 0.01V/A the mini-
mum length of a (6,0) nanotube that must be aligned with
the field to make the polarization energy larger than the
energy needed for kink formation is about 20nm. This
length is inversely proportional to the field strength, and
proportional to the square root of the kink energy.

Figure 21 : Dipole moment (top) and total energy change
per atom acquired in an applied electric field (bottom) as
a function of aspect ratio for several field strengths.

3.1.8 Electrostatic Potentials and Field Emission

Fullerene nanotubes are proving to be robust field emit-
ters for display applications both in highly aligned con-
figurations and as nanotube mats.[Zhu (1999)] From a
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theory viewpoint, there is interest in whether these struc-
tures can be characterized as ”classical” field emitters or
whether they posses unique properties that could poten-
tially be exploited for field-emission applications. For
example, in the case of a bulk conductor mobile charge
carriers will screen an electric field beyond some thin
characteristic skin depth, and therefore all field lines
must be perpendicular to the surface. This leads to the
field enhancement at protruding surfaces and for high as-
pect ratio structures. In the case of nanotubes, it is not
a priori clear that a single layer of carbon atoms is nec-
essarily sufficient to completely screen an applied field.
If not, then the assumption of field lines perpendicular to
the surface of a nanotube may not be valid, and electron
emission from the inner shells of multi-walled nanotubes
could be contributing to measured currents. Both would
complicate the interpretation of field emission in terms
of traditional Fowler-Nordheim behavior. Similarly, it is
not clear how well nanotubes in nanotube bundles and
mats might screen an applied field from one another, pos-
sibly negating some of the advantages associated with
using such large aspect ratio structures. Effects such
as the alignment of nanotube tips (see above) and mu-
tual screening may contribute to ”flicker” sometimes ob-
served when field-emitting pixels are created from nan-
otube mats.

Represented by the arrows in Fig. 23 is the potential
field surrounding a capped (5,5) nanotube in a field of
0.1 V/A applied parallel to the nanotube axis as pre-
dicted by a self-consistent tight-binding calculation. The
magnitude and direction of the arrows represent the field
strength and orientation, and the solid line represents the
outline of the nanotube. The applied field is completely
screened in the interior of the nanotube (the residual ar-
rows inside the nanotube are due to the field generated by
the nuclei and nanotube electrons, not the applied field),
and the field lines are all perpendicular to the nanotube
shell. Hence the tight-binding calculation suggests that
this structure does indeed act as a classical conductor,
a result that is consistent with prior first principles pre-
dictions.[Lou (1995)] We note that semiconducting nan-
otubes should behave as metallic nanotubules when the
voltage sweep along the nanotube is larger than the tube
band gap. Therefore if a semiconducting nanotube is suf-
ficiently long it should screen the field almost as well as
a metallic nanotube. If EBandGap is the bandgap for semi-
conducting tube and L is the nanotube length, the residual

Figure 22 : Dipole energy (top) and total energy change
acquired in an applied electric field per atom (bottom) as
a function of orientation of the nanotube axis with respect
to the direction of the applied field for the highest field
strength plotted in Fig.20 (1V/A).

field inside the tube should not exceed E BandGap/L.

Figure 23 : Representation of the electric field calcu-
lated by a self-consistent tight binding method surround-
ing a capped (5,5) nanotube in an external field of 0.1
V/A applied parallel to the nanotube. The magnitude and
direction of the arrows represent the field strength and
orientation, respectively, and the solid line represents the
outline of the nanotube.

Experimental evidence suggests that the emission thresh-
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old voltage for metallic capped single wall nanotubes is
about two times lower than that for open ended single-
walled nanotubes. [Bonard (1999)] This appears counter
intuitive, as the field enhancement should be stronger at
the sharper edge of an open-ended nanotube compared
to a capped structure. Plotted at the top and bottom of
Fig. 24 are grey-scale images that represent the mag-
nitude of the field strength given by the self-consistent
tight-binding scheme for the Coulomb potential at the
end of a capped and open-ended (5,5) nanotube, respec-
tively, in an applied field of 0.1V/A oriented along the
nanotube axis. Plotted at the top and bottom of Fig. 25
is the potential along the edge of the same two structures
denoted in Fig.24 under the same conditions of applied
field. These results suggest two contributing reasons for
the experimental observations regarding emission cur-
rent. First, although the field enhancement is larger at the
open-ended nanotube, the potential barrier for field emis-
sion from the nanotube is larger than the capped structure
because of the radical states associated with the under-
coordinated end carbon atoms. Second, for significant
electron emission the states in the vacuum at the end of
the nanotube have to be well coupled to the ”bulk” states
through which electrons are transported in the nanotube.
In the case of the capped structure the Fermi levels of the
cap and nanotube are almost the same, and the surface
states extend into the tube efficiently coupling with the
“bulk” states. In the case of the open-ended structure,
the surface radical states are highly localized. They are
poorly coupled to both vacuum and conducting nanotube
states and therefore the nanotube rim serves as an insula-
tor between the vacuum and the nanotube ”bulk” states.
While there may be high field enhancement at the edge
states, the calculations suggest that getting electrons to
these states from the tube for emission into the vacuum
is not very efficient.

4 Diamond Nanoclusters and Nanorods

While not as well studied or perhaps as versatile as
fullerene nanotubes, nanodiamond clusters nonetheless
have the potential to become important building blocks
for nanoscale devices. Nanodiamond clusters are avail-
able as detonation products, where they can be found
in large amounts with exceptional uniformity and repro-
ducibility. After processing to remove an external disor-
dered carbon shell, nanodiamond cluster sizes created by
detonation range in size from two to ten nanometers, with

Figure 24 : Grey-scale images representing the Coulomb
potential given by the self-consistent tight binding
scheme for the potential field at the end of a capped (top)
and open-ended (bottom) (5,5) nanotube, respectively, in
an applied field of 0.1V/A oriented along the nanotube
axis.

a narrow peak in size distribution at about five nanome-
ters.[Kuznetsov (1998)] While information on the shape
of nanodiamond clusters is scarce, diamond particles of
micron dimensions are regularly shaped and may exhibit
a variety of morphologies including cubo-octahedron,
icosahedron and a decahedral-Wulff-polyhedron.

Based on scaling the enthalpies of hydrocarbon
molecules to larger scales, it has been suggested that
diamond-like clusters containing up to about 3000 car-
bon atoms are more stable than aromatic structures with
comparable hydrogen to carbon ratios (the transitions is
predicted to occur at about H/C=0.24).[Badziag (1990)]
The stability of diamond over graphitic structures at
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Figure 25 : Coulomb potential along the edge of the
same two structures denoted in Fig.24 under the same
conditions of applied field. Top: Capped structure. Bot-
tom: Open-ended structure.

small scales is a result of the higher number of surface
bonds available in diamond structures on which strong
C-H bonds can be formed. This result helps explain
why nanodiamond clusters are so readily available as a
byproduct of detonation, and suggests that they would be
intrinsically stable for nanotechnology applications. An-
nealing of nanodiamond clusters to temperatures above
about 800oC apparently leads to graphitization.[Chen
(1999)] Because the carbon to hydrogen ratio is differ-
ent for graphitic and diamond-like structures with com-
parable sizes, high-temperature annealing likely leads to
hydrogen desorption that drives the structural transition.
For diamond (111) surfaces, thermal programmed des-
orption measurements indicate loss of hydrogen starting
at about 930oC, followed by reconstruction to a (2x1) pi
bond chain structure containing sp 2-bonded surface car-
bon atoms.[Kubiak (1991)]

Field emission properties of nanodiamond clusters have
been studied experimentally, and their low threshold volt-
ages, and relatively high and stable emission currents
have made them potential targets for display materi-
als.[Zhirnov (2000)] Directed transport of nanodiamond
clusters to the ends of silicon tips and onto graphite
surfaces via electrophoresis/dielectrophoresis has been
demonstrated. [Alimova (1999)] With their large sur-
face to volume ratio, there has been speculation that
the electronic properties of nanodiamond clusters could
be tuned by chemisorbing various species to their sur-
face or by subsurface doping with n- and p-type dop-
ing elements.[Zhirnov (2000)] The ability to potentially
tune their electronic properties together with the directed
transport results supports the promise of these structures
in technology applications.

The structure and stability of nanodiamond clusters con-
taining 34, 161, 434, 913, 945 and 1602 carbon atoms
with shapes that represent those observed for micron-
scale structures have been characterized with the bond-
order potential. Illustrated in Fig.26 are the structures of
each of these clusters. All but the 945 carbon atom clus-
ters have shapes represented by an octahedron containing
(111) facets with the top and the bottom vertices cut off
to produce (100) surfaces. Plotted in Fig.27 as the open
squares are the binding energies for these clusters rela-
tive to systems with the same number of carbon atoms
in graphite and hydrogen atoms as H2 molecules given
by the bond-order potential as a function of the hydro-
gen to carbon ratio. These energies were calculated us-
ing a dimer reconstruction for all (100) cluster surfaces.
Also plotted are comparable data for small hydrocarbon
molecules with all sp3-bonded carbon atoms (open di-
amonds), benzene and naphthalene (solid squares), and
(17,0) nanotubes of different lengths whose ends are hy-
drogen terminated (solid circles). The energies plotted in
Fig. 27 suggest a crossover in stability between graphitic
and diamond-like structures for C/H ratios of about three,
similar to the value of four predicted by Badziag as dis-
cussed above.[Badziag (1990)]

Relationships between various electronic properties and
cluster size were explored with the environment de-
pendent tight-binding model discussed above, with C-H
terms fit to first principles electronic structure results for
ethane, methane, benzene, and hydrogenated < 111 >

and < 100> diamond surfaces. Plotted in Fig. 28 are
the density of states for four of the clusters illustrated in
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Figure 26 : Illustrations of the nanodiamond clusters
studied.

Fig. 26 and for bulk diamond. The bulk density of states
is shifted by the averaged Coulomb potential due to the
surface dipole layer (cf. Fig. 29) experienced by car-
bon atoms in the cluster. All four clusters demonstrate
size dependence of the band gap. Dimensional effects
are most apparent with respect to the states in the va-
lence band; the highest-occupied molecular orbitals for
the 34 and 161 atom clusters lie approximately 2.5 eV
and 1.25 eV, respectively, below the bulk valence band
edge. At the same time even for the smallest cluster the
energy of lowest-unoccupied molecular orbitals coincide
with the bulk conduction band edge. This result can be
intuitively expected because the states with higher ener-
gies and smaller wavelengths are less sensitive to the di-
mension of the system. Dimensional band gap widening
is less than 0.4 eV for the largest cluster examined (913
carbon atom; ∼2 nm diameter), which leads to the con-
clusion that any band gap size effect is insignificant for
cluster sizes larger than about 2-2.5 nm. Minor devia-
tions from the bulk spectrum for the largest cluster are
mainly due to the presence of hydrogen states, and not to
the finite dimensions of the cluster. This result apparently
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Figure 27 : Binding energies relative to systems with
the same number of carbon atoms in graphite and hy-
drogen atoms as H2 molecules given by the bond-order
potential as a function of the hydrogen to carbon ratio.
Open symbols refer to structures in which all carbon
atoms are sp3-bonded; solid symbols refer to sp2-bonded
structures. Energies were calculated using a dimer recon-
struction for all surfaces with structures corresponding to
the (100) diamond surface. Open diamonds: hydrocar-
bon molecules (methane, ethane, propane, n-butane, n-
pentane, cyclohexane). Open squares: diamond clusters.
Open trangles: diamond nanorods. Solid squares: ben-
zene and naphthalene. Solid circles: (17,0) nanotubes of
different lengths whose ends are hydrogen terminated.

disagrees with indirect X-ray measurements that indicate
that in a 3.6 nm cluster the conduction band edge posi-
tion is 1.2 eV above the conduction band edge for bulk
diamond.(Chang (1998) The origin of this apparent dis-
crepancy is not understood.

Coulomb potential distributions for the clusters are plot-
ted in Fig.29. The main feature of the potential distri-
bution is a sharp rise at the cluster surface produced by
the hydrogen termination. Cluster size effects are appar-
ently only significant for the smallest cluster. For the
larger clusters the potential inside the cluster does not
change appreciably with increasing cluster size. In con-
junction with the spectra plots the potential rise at the
boundary gives a -1.45eV electron affinity of the hydro-
genated < 111 > surface(cf. Fig. 28). That value co-
incides with the experimentally measured electron affin-
ity [Ristein (2000)], while density functional theory usu-
ally overestimates the experimental value by ∼0.6-0.8
eV.[Rutter (1998)]
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Another class of diamond-based structure that is being
explored is diamond nanorods. Four examples with var-
ious crystal orientations along their long axis and differ-
ent surface structures are illustrated in Fig. 30. Indicated
in Fig.27 by the open triangles are relative binding ener-
gies for these structures as given by the bond-order po-
tential as a function of carbon-to-hydrogen ratio. These
energy estimates suggest that diamond nanorods are en-
ergetically comparable to finite-sized single-walled nan-
otubes.

If made, diamond nanorods could potentially find several
technologically useful applications, including as fibers in
nanocomposites and as resonators. To further explore
these possibilities, estimates have been carried out for
several of the mechanical properties of these systems.
The direction-dependent Young’s moduli of bulk dia-
mond, which are given in Tab. 3, should provide rea-
sonable estimates for the corresponding tensile modu-
lus of these systems. The values are comparable to es-
timates for nanotubes that range from about 0.8 to 1.2
TPa depending on how the cross-sectional area is de-
fined.[Yakobson (1997)]

Because diamond displays brittle fracture behavior, the
ideal tensile strength for brittle failure (i.e. failure by
which two planes separate uniformly) can be estimated as
the maximum in the derivative of the energy with respect
to interplanar spacing of the universal binding energy re-
lation of Smith and co-workers.[Rose (1983)] This max-
imum critical stress σmis given by

σm = (21/2e)−1[γcE/do]1/2 (17)

where γc and d0 are the surface energy and inter-planar
spacing for planes along which failure occurs, respec-
tively, and E is the tensile modulus in the direction of
failure. The predicted critical stress for the diamond
nanorods using the data in Tab. 3 as given by Eq.(17)
are listed in Tab. 3. These estimates exceed the experi-
mental fracture stress for nanotubes of about 50GPa.[Yu.
(2000)] For comparison, recent density functional calcu-
lations yield tensile and shear strengths of about 100GPa
for bulk diamond. [Roundy (2001)] The prediction
from first principles calculations that the shear and ten-
sile yield strengths of diamond are the same suggests
that resolved forces that would induce shear modes of
failure will not exceed forces needed for separation of
planes perpendicular to an applied force for the diamond
nanorods.

Estimates have also been made for the fundamental os-
cillation frequency ω of diamond nanorods and multi-
walled carbon nanotubes using the Euler-Bernouilli con-
tinuum beam equation for an undamped fixed-end can-
tilever beam:

ω=

√
EI
ρA

(nπ
L

)4
(18)

The quantities E and ρ are the modulus and density, re-
spectively, A is the cross sectional area of the beam, n
is the mode of oscillation (n= 1 for the fundamental fre-
quency), L is the beam length, and I is the moment of
inertia. The moment of inertia for a regular polygonal
cross section of n sides is

I =
nb4

192

(
cot

β
2

)(
3cot2

β
2

+1

)
(19)

where b is the length of a side and β is the central angle
for a side. The length of the side b can be described in
terms of the circumscribed radius R of the beam.

Table 3 : Predicted properties of diamond nanorods
based on diamond bulk properties.

Direction
of Nan-
odiamond
Rod Axis

Tensile
Modulus
(TPa)

Cleavage
energy of
the corre-
sponding
surface
(J/m2)

Predicted
Tensile
Fracture
Strength
(GPa)

(001) 1.080 18.8 182
(011) 1.195 11.1 138
(111) 1.239 13.3 131

Plotted in Fig. 31 are calculated oscillation frequencies
for diamond nanorods 100 nm in length as a function of
radius for several cross-sectional areas. For these cal-
culations, the bulk diamond density (3.52 g/cm 3) and
modulus (1 TPa) was assumed. Plotted in Fig.32 is fre-
quency versus circumscribed radius for hexagonal cross
section beams of lengths of 50, 100, 150, and 200nm.
For comparison, calculated frequencies for nested nan-
otubes of equivalent lengths are also plotted in Fig.31.
In this case, the in-plane modulus (1.1TPa) and bulk
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Figure 28 : Electronic density of states for the four smallest clusters illustrated in Fig. 26 (histogram) and for bulk
diamond (solid line). The histogram at the bottom of pane (a) is a spectrum generated from density functional theory.

Figure 29 : Coulomb potential distributions for the nanodiamond clusters plotted along the <100> and <111>

directions passing through the centers of mass of the clusters.
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density of graphite(2.2 g/cm3) is assumed. According
to Eqs. (18) and (19), diamond nanorods will have a
slightly lower oscillation frequency than nanotubes due
mainly to the higher density of diamond compared to
graphite. Nanotubes buckle relatively easily when bent
(see above), which could compromise their properties as
oscillators for device applications. The response of dia-
mond nanorods to similar distortions is currently being
investigated, but it is expected that the diamond struc-
tures would not buckle as easily due to their higher
density compared to graphite. Depending on their po-
larizability, diamond nanorods may be superior nano-
oscillators for certain technology applications.

Figure 30 : Illustrations of some example diamond
nanorods. Top: Principle axis of the nanorod corresponds
to the diamond < 001 > direction, (001) facets. Upper
Middle: Principle axis of the nanorod corresponds to the
diamond <011> direction, (001) facets. Lower Middle:
Principle axis corresponds to diamond < 011 >, (001)
and (111) facets. Bottom: Principle axis corresponds to
diamond <001>, (011) and (001) facets.

Figure 31 : Calculated oscillation frequencies for a
nested nanotube and diamond nanorods with several
cross-sectional areas as a function of radius. A length
of 50nm is assumed for each system.

Figure 32 : Frequency versus circumscribed radius for
hexagonal cross section diamond nanorods for lengths of
50, 100, 150, and 200nm.

4.1 Hybrid Diamond-Nanotube Structures

There is a geometrical similarity between the {111}
planes of diamond and individual graphene sheets in
which pairs of diamond planes resemble ”puckered”
graphite. This relationship, together with the lengthen-
ing of carbon-carbon bonds from 1.42 Å in graphite to
1.54 Å in diamond, results in the near epitaxial relations

Graphite (0001) || diamond (111)

Graphite [1120] || diamond [101]
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between graphite and diamond planes. These relations
have been utilized in several models for understanding
important structures and processes in carbon materials,
including diamond nucleation on graphite[Lambrecht
(1993)] and graphitization of diamond surfaces and clus-
ters.[Davidson (1994); Kuznetsov (1998)]

There are also similar but less obvious relations between
fullerene nanotubes and diamond that lead to a number
of mechanically and chemically stable structures with
potential structural materials and nanoelectronic device
applications. Guidelines for creating a range of robust
nanotube-diamond structures have recently been devel-
oped and tested with the bond-order potential. These ge-
ometrical guidelines are surveyed below. The analysis
is restricted to (n,0) and (n,n) nanotubes perpendicularly
attached to diamond (001) and (111) facets.

Particular classes of (n,0) nanotubes can be chemically
attached to diamond (111) facets with strong bonds and
low residual stresses. The distance between sites avail-
able for bonding aT at the edge of a (n,0) nanotube de-
pends on the nanotube parameter n as

aT =
√

3aGrn
π

sin
π
n

(20)

where aGr=2.46 Å is the second neighbor distance of
graphene. Due to the hexagonal arrangement of atoms
available for bonding on the (111) diamond surface, it is
possible to connect bonding sites in the shape of a poly-
gon with any number of segments N (starting with N=3)
of equal lengths aD=2.52 Å. Depending on N, angles at
the vertices of the corresponding polygons can vary. To
create a strong chemical interface between a (n,0) nan-
otube and the corresponding N-sided polygon formed
by dangling bonds on a diamond surface, the shape of
the polygon should be as close to circular as possible to
match that of a nanotube edge. Using Eq.(19), the total
mismatch between a nanotube of perimeter LT and the
perimeter of a polygon on the diamond surface LD can
be evaluated as

δtot =
LD −LT

LD
=

aD −aT

aD (21)

In addition to total mismatch, a local mismatch can be
defined as the distance between a single vertex of a poly-
gon on a diamond surface and the point of the projection

of a corresponding atom from a nanotube edge. Atomic
level simulations have suggested that local lateral mis-
matches as large as about 1 Å do not necessarily inhibit
strong bond formation.

Based on criteria related to the total and local mis-
matches, six distinct groups of (n,0) nanotubes with dif-
ferent degrees of bond formation with a diamond (111)
facet can be identified depending on the parameter n. The
first two distinct groups correspond to nanotubes with
six-fold (6xM,0) and three-f old (6xM+3,0) symmetry
where M is an integer. The bonding mismatches for these
two groups are relatively small for small radii structures.
At larger radii, the (6xM,0) structures may have relatively
large local bonding mismatches, but these can be easily
accommodate by deformations of the nanotubes. There-
fore both of these geometrical groups can form particu-
larly strong interfaces.

The second two groups of nanotubes are denoted by
(6xM+2,0) and (6xM+4,0). The polygons correspond-
ing to bonding of these groups on a diamond (111) facet
posses two-fold symmetry, and because the shape of the
diamond polygons is elongated along one of their diam-
eters, the tube shape near the interface becomes elliptic.
The degree of distortion away from circular is larger for
small radii nanotubes, and therefore the stability of the
interface for these groups of nanotubes increases with
increasing radius. The two final groups of nanotubes,
the geometry for which can be described as (6xM+1,0)
and (6xM-1,0), will have dangling bonds. The shapes
of the corresponding polygons are irregular and signifi-
cantly deviate from circular along one of their sides. Not
being completely flexible, nanotubes cannot accommo-
date such distortions, and the interface energies are rela-
tively high.

The symmetry of (n,n) nanotubes do not match well with
that of a defect-free diamond (111) facet, and therefore
interfaces of this type will not in general show strong
bonding. However, there is a strong similarity between
the five-fold symmetric (111) facets of the diamond pen-
taparticle discussed above and ends of (5xM, 5xM) nan-
otubes that can result in strong bonding. A model in-
terface of this type for a (5,5) nanotube is illustrated in
Fig. 33. Due to the defected structure of a pentaparticle,
the outer region of the structure is under tension. This
stress results in an increasing distance between surface
atoms the further they are from the center of the struc-
ture. The result is an increase in mismatch for this struc-
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ture as the nanotube radius increases. The simulations
predict that the local mismatch can be accommodated at
least for nanotubes up to M=3.

Because of the four-fold symmetry of (100) diamond
facets, a general scheme like that outlined above for the
attachment of nanotubes to (111) facets could not be de-
veloped. Analysis of bonding geometries together with
molecular modeling studies, however, has been able to
identify specific cases of strong bonding. One such ex-
ample, a (8,0) nanotube attached to the (100) facet of a
diamond cluster, is illustrated in Fig. 34. The total mis-
match between the surface sites and the nanotube is only
4.9%, and the simulations predict that the local mismatch
of 0.49 Å can be easily accommodated by the nanotube.

Figure 33 : Illustration of an interface between a (5,5)
nanotube and a diamond pentaparticle.

5 Some Unanswered Questions and New Directions

The intent of this paper is to survey recent modeling
and theory studies that were aimed at addressing issues
related to applications of carbon-based nanostructures
in new technologies. Issues related to those addressed
above but that have yet to be fully addressed include the
following:

Thermal energy transfer in nanotubes/polymer com-
posites: The issue of load transfer between a polymer
matrix and nanotube via chemical cross-links was ad-
dressed above. Similarly, for thermal management ap-
plications, there must be strong thermal (i.e. phonon)

Figure 34 : Illustration of a (8,0) nanotube attached to
the (100) facet of a diamond cluster.

coupling between the matrix and nanofibers. However,
weak bonding between the two systems will likely inhibit
strong thermal coupling, which together with the possi-
bility of localized vibrational modes associated with de-
fects in nanotubes would likely compromise the thermal
energy transfer in the composite. Studies involving clas-
sical motion of atomic species such as molecular dynam-
ics simulations can start to address some of these issues,
for example how cross-links could help matrix-nanofiber
thermal coupling, and whether scattering from cross-link
sites would lower the phonon mean free path in nan-
otubes and therefore reduce their thermal conductivity.
For quantitative studies of phonon coupling, however,
quantum mechanical phonon descriptions will probably
be needed. In this area vibrational energy transfer meth-
ods developed primarily for molecular systems could be
useful.

Mutual screening and field-induced desorption from
nanotubes: There are issues related to field emission
from fullerene nanotubes that were not discussed above
but that nonetheless play a potentially important role in
the technological development of these systems. For ex-
ample, in the case of nanotube mats and bundles of well-
aligned nanotubes, screening of the applied field by two
or more adjacent nanotubes may reduce field enhance-
ment expected for a single nanotube in the same applied
field. The results above suggest that nanotubes act like
ideal conductors, and therefore in principle the magni-
tude of a field inside of a collection of nanotubes as a
function of applied external field could be approximated
using classical electrostatics. Field evaporation of car-
bon from the ends of nanotubes likely contributes to the
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lifetime of a nanotube field emitter. The environment de-
pendent tight-binding model in which the self-consistent
terms are included yields a total potential energy that can
be used in molecular simulations. Although mainly elec-
tronic structure predicted by our tight-binding model has
been discussed, the model can also be adapted to predict
total energies in an applied field, and therefore could be
used to predict rates for field evaporation as a function of
structure and field strength.

Surface doping of nanodiamond clusters: The large
surface-to-volume ratio together with the prediction that
surface electronic states in nanodiamond clusters are near
the Fermi level suggests that these structures could be
doped by surface chemisorption. Calculations of the
states introduced by particular adsorbing species, to-
gether with predictions of their thermodynamic and ki-
netic stability appears to be a ripe area for theory, espe-
cially first principles calculations.

Biological activity: As mentioned in the introduction,
the biological activity of the C60 molecule is being ag-
gressively studied, and progress in developing drugs
based on C60 for treating AIDS and neurodegenerative
diseases has been reported. Could nanotubes, or even
nanodiamond clusters, especially those that are function-
alized, have similar biological activity? Molecular mod-
eling studies pointed toward the biological activity of
C60 as an anti-viral drug for the treatment of AIDS.[Mi
(1999)] Similar studies using finite nanotubes and nan-
odiamond clusters could prove effective in identifying
similar biological activity of these unique nanostructures.
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