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Computational Modeling of Shock and Impact Response of Alumina

A. M. Rajendran1, D. J. Grove2

Abstract: This paper presents detailed computational
analyses investigating the ability of constitutive relation-
ships to describe the response of a 99.5% pure alumina
(AD995) subjected to a wide range of stress/strain load-
ing states. Using a shock-wave-propagation-based finite
element code, one and two-dimensional simulations were
performed for the following shock and impact configura-
tions: plate-on-plate impact; rod-on-rod impact; single-
density plate-on-rod impact; graded-density plate-on-rod
impact; and rod penetration into a thick plate. The de-
tailed analyses presented in this paper include a model
constant sensitivity study through comparisons of com-
puted wave profiles with experimental measurements.

keyword: microcracking, ceramic damage model,
constitutive equations, shock, impact, alumina.

1 Introduction

Due to the advent of high performance computing capa-
bilities in recent years, armor/anti-armor designers often
rely on computational codes to evaluate the feasibility
of novel concepts. One of the most important aspects
of a computational mechanics approach involves imple-
mentation, verification, and validation of numerical al-
gorithms to describe the mechanical response of materi-
als. Since ceramic materials are often employed in ve-
hicular and personnel armor systems, accurate constitu-
tive relations are required to facilitate reliable computa-
tional and engineering analyses involving ceramic defor-
mation and fracture. Recently, several constitutive dam-
age models for ceramic materials [Rajendran and Kroupa
(1989), Addessio and Johnson (1990), Steinberg (1991),
Johnson and Holmquist (1994), Rajendran (1994) / Ra-
jendran and Grove (1996), Espinosa (1995), and Simha
(1998)] have been implemented in various finite ele-
ment/difference codes. This paper addresses the issues
involved in evaluating the generality of the present con-
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stitutive model’s constants for 99.5% pure aluminum ox-
ide (AD995) through computer simulations of a variety
of shock and penetration experiments. Well-controlled
impact techniques and high-resolution diagnostics are
generally used to both calibrate and validate ceramic con-
stitutive models. Validation of ceramic material mod-
els under multi-axial loading conditions requires reli-
able diagnostic measurements from shock and impact ex-
periments wherein the ceramic targets experience three-
dimensional stress/strain loading conditions.

This paper further investigates the ability of the present
constitutive model to capture the various salient fea-
tures of experimentally measured shock wave profiles.
The following experimental configurations were simu-
lated using the EPIC code (Johnson, Stryk, Holmquist,
and Beissel (1997)): 1) low and high velocity plate im-
pact experiments; 2) a short ceramic rod impacting a long
ceramic rod; 3) an aluminum plate impacting a long slen-
der AD995 ceramic rod; 4) a graded density flyer plate
impacting a ceramic rod with and without a steel sleeve;
and 5) a long tungsten rod penetrating a target consisting
of a laterally confined AD995 ceramic tile backed by a
thick steel block.

2 Constitutive Model for Ceramics

The ceramic model employed in this study (Rajendran
(1994), Rajendran and Grove (1996)) assumes the fol-
lowing: 1) preexisting randomly distributed flaws, 2)
plastic flow and pore collapse when shocked above the
Hugoniot elastic limit (HEL), 3) no plastic flow in ten-
sion, 4) degradation of elastic moduli under both com-
pression and tension due to microcracking, and 5) pul-
verization at a critical crack density. Due to low frac-
ture toughness, microcracking occurs in the ceramic at
relatively low tensile stress amplitudes. The model em-
ploys a strain-rate-dependent strength relationship to de-
scribe the response of the ceramic material due to inelas-
tic (plastic) deformation under high-compression pres-
sure. The deviatoric stresses are calculated using a con-
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ventional radial return approach that is often used in vis-
coplasticity models. The plastic strains are subtracted
from the total strains to obtain the elastic strains. The
elastic stress-strain relationship for the microcracked ag-
gregate material is given by the following rate equation:

σ̇i j = Mi jkl ( ε̇kl� ε̇p
kl ) (1)

where σ̇i j is the total stress rate, ε̇kl is the total strain
rate, ε̇p

kl is the plastic strain rate due to viscoplastic flow
and pore collapse, the strain rate difference (ε̇kl� ε̇p

kl) is
the elastic strain rate, and the components of the stiff-
ness tensor M are given by Rajendran (1994). After
damage initiates, the unloading and reloading paths fol-
low the degraded elastic modulus (secant modulus), thus
allowing full recovery of strains due to microcracking.
The elements of the stiffness matrix are functions of the
model’s dimensionless microcrack density parameter γ,
where γ=N�

o a3. N�

o is the average number of microflaws
per unit volume, and a, the maximum microcrack size,
is treated as an internal state variable. The model as-
sumes that pore collapse is due to local microscopic plas-
tic flow in the matrix material surrounding the pores. The
pore collapse strain components were derived from the
pressure dependent yield surface of Gurson (1977). The
compressive strength of the intact ceramic material is de-
scribed by a strain rate dependent relationship:

Y = A ( 1 + C ln ε̇ ) (2)

where A is the quasi-static maximum strength, C is the
strain rate sensitivity parameter, and ε̇ is a normalized
(dimensionless) equivalent plastic strain rate. It is possi-
ble to account for the development of anisotropy due to
changes in the shape and orientation of the voids during
deformation as recently suggested by Kailasam, Aravas,
and Castañeda (2000).

The microcracks extend when the stress state satisfies a
generalized criterion proposed by Margolin (1984). The
microcrack extension causes the microcrack density γ to
increase, which results in stress relaxation in the cracked
ceramic material. Since N�

o is assumed to be a constant,
the increase in γ is entirely due to the increase in the crack
size a. The damage evolution law is described by,

ȧ = n1 CR

�
1 �

�
Gcr

G�

I

�n2
�

(3)

where CR is the Rayleigh wave speed, Gcr is the critical
strain energy release rate for microcracking, and G�

I are
the applied strain energy release rates (G+

I for mode I,
and G�

I for modes II/III). The parameters n1 and n2 (used
to control the crack growth rate) are always assumed to
be equal to 1.0, except for mode II/III crack extension,
when n1 is generally assumed to be equal to 0.1. Gcr is
calculated from the fracture toughness KIC, and the G�

I
are calculated as,
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where E is Young’s modulus, ν is Poisson’s ratio, and µ
is the dynamic friction coefficient. Microcrack opening
occurs when G+I exceeds Gcr, or microcrack extension
occurs when G�

I exceeds Gcr.

To describe the pressure variation with respect to volu-
metric compressive strain, the following modified Mie-
Gruneisen relationship for the equation of state (EOS)
was employed:

P = Kγ(b1 η+b2 η2+b3 η3 )(1� 0:5Γη ) (6)

where η is the elastic volumetric compressive strain, Γ is
the Mie-Gruneisen parameter, b1, b2, and b3 are empir-
ical parameters used to fit the Hugoniot curve, and Kγ is
the ratio of the degraded bulk modulus to the intact bulk
modulus.

The ceramic model considers the material to be in a com-
minuted (pulverized) state when the crack density pa-
rameter γ exceeds a critical value (0.75) during compres-
sive loading. Once pulverization has occurred, the com-
pressive strength of the comminuted material (Yp) is de-
scribed by the Mohr-Columb law,

Yp = βpP (7)

where P is the pressure, and the model parameter βp rep-
resents the dynamic friction coefficient for granular mo-
tion. Another model parameter, Y max

p , was introduced to
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impose an upper limit on the compressive strength of the
pulverized ceramic material.

To describe the dynamic response of the AD995 ceramic,
we employed a value of 3.89 g/cm 3 for the density, a
value of 156 GPa for the shear modulus, and the follow-
ing EOS parameters: Γ = 2.3, b1 = 231 GPa, b2 = -160
GPa, and b3 = 2774 GPa. The calibrated constants for the
present ceramic constitutive damage model were: A = 2.3
GPa, C = 0.2, KIC = 3MPa

p
m, ao = 20µm, N�

o = 2x1011

m�3, n�1 = 0.1 (for mode II crack extension), µ = 0.45,
βp= 1, and Y max

p = 4.5 GPa.

3 Modeling and Simulations

Determination of the dynamic response of ceramics of-
ten involves various types of shock and projectile pen-
etration experiments. We considered the following five
impact configurations: 1) plate impact � a thin flyer
plate impacting a thick target plate, 2) rod-on-rod im-
pact � a short slender ceramic rod impacting a long
slender ceramic rod, 3) single-density plate-on-rod im-
pact � a thin flyer plate impacting a long ceramic rod, 4)
graded-density plate-on-rod impact � a graded-density
flyer plate impacting a slender ceramic rod with and
without a confining steel sleeve, and 5) projectile pene-
tration� a tungsten long rod penetrating a laterally con-
fined ceramic tile backed by a steel block.

Numerical simulations can often be used to help in-
terpret the diagnostic measurements from complex im-
pact experiments. Most models are unable to accurately
predict the fracture evolution in brittle materials due to
the very complex crack nucleation and propagation pro-
cesses. However, sensitivity studies of the model param-
eters often yield insights that can guide armor designers
to develop advanced concepts.

To simulate the various experimental configurations, we
used the 1999 version of the EPIC finite element code.
EPIC is a well-established three-dimensional production
code that was initially developed in the early 1970’s
to describe the response of solid materials to dynamic
impact loading. Johnson, Stryk, Holmquist, and Beis-
sel (1997) have described the details of this explicit
Lagrangian finite element code. We implemented the
present constitutive model in the 1999 version of EPIC.
To maintain the stability of the explicit finite element so-
lution, an iterative scheme (described by Cook, Rajen-
dran, and Grove (1992)) based on a second-order diago-

nally implicit Runge-Kutta method was employed in the
model solution algorithm.

In the EPIC simulations, we assumed no friction between
the contacting surfaces. The code employs a traditional
contact algorithm to adjust the positions and velocities
of slave nodes and master surface nodes. Multiple itera-
tions are required to achieve good velocity and position
matches of the slave nodes with the master segments.

When simulating the plate impact experiments (see Sec-
tion 3.1), EPIC’s one-dimensional (1-D) uniaxial strain
option was invoked; the element size (nodal spacing)
used for these 1-D computations was 0.01 cm. The re-
maining test configurations were simulated using EPIC’s
two-dimensional (2-D) axisymmetric option. In these
simulations, a cross-triangular element arrangement was
employed, and the grid sensitivity of the model solution
was evaluated by comparing the results from “regular”
and “fine” finite element grids; the spacing between the
primary nodes was 0.1 cm for the “regular” grids and
0.05 cm for the “fine” grids.

3.1 Plate Impact Simulations

In plate impact experiments, a flat thin disk (plate) is
made to impact against a target plate. In the present
study, experimental data for high-pure AD995 alumina
from two different sources were considered: a low veloc-
ity experiment (flyer thickness: 4 mm, target thickness:
8 mm, impact velocity: 83 m/s) performed by Dandekar
and Bartkowski (1994), and a high velocity experiment
(flyer thickness: 5 mm, target thickness: 10 mm, im-
pact velocity: 1943 m/s) reported by Grady and Moody
(1996).

Dandekar and Bartkowski glued a PMMA window to
the back of the ceramic target plate and used an em-
bedded stress gauge to record the stress history at the
target/window interface. Grady and Moody glued a
lithium fluoride window to the back of the ceramic tar-
get plate and employed a velocity interferometry system
(VISAR) to record the particle velocity history at the tar-
get/window interface. Using the EPIC code’s 1-D strain
option, simulations of these experiments were performed
to calibrate the model constants. As previously men-
tioned, an element size (nodal spacing) of 0.01 cm was
employed in the computations.

Figure 1 compares the model calibration with the exper-
imental data for both the low and high velocity AD995
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(a) Low velocity plate impact test
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(b) High velocity plate impact test

Figure 1 : Comparison of computed axial stress and ve-
locity histories with data from AD995 plate impact tests
performed under one-dimensional strain conditions

plate impact tests. The spall signals (profiles beyond
point S) closely matched the data. A 20-µm initial crack
size (ao) was required to satisfy the Griffith criterion in
order to match the arrival time of the spall signal in the
low-velocity impact test (point S in Fig. 1). In the high-

velocity impact test, the computed spall signal was rela-
tively insensitive to the value of a o (down to about 1 µm).

3.2 Rod-on-Rod Impact Simulations

Recently, Simha (1998) considered a short AD995 alu-
mina rod impacting a long AD995 alumina rod. In this
uniaxial stress configuration, shown schematically in Fig.
2(a), a short slender ceramic rod impacts a long ceramic
rod having a length-to-diameter ratio (L/D) of about 8.
A stress gauge is typically embedded in the target rod to
record the stress history.

Striker Rod

Long Rod Target

VISAR
Stress Gauge Package
(about 50 to 100 microns thick)

 

(a) Test configuration schematic

Ceramic

Projectile Rod

Ceramic

Target Rod

Axis of

Symmetry

Impact Surface

 

(b) Finite element grid (2D axisymmetric)

Figure 2 : Rod-on-rod impact (uniaxial stress state)

In these experiments, fracture initiates at the impact
end, with several splitting type macrocracks forming and
propagating toward the gauge location. The measured
peak stress from this experiment can be used in a qualita-
tive sense to validate the model constants under a uniaxial
stress state. Attempting to model this macrocrack prop-
agation using a continuum-mechanics-based finite ele-
ment code will not be accurate; codes based on a mesh-
less method such as that proposed by Kim and Atluri
(2000) would be more suitable.

Using the 2D axisymmetric geometry option in EPIC,
the rod-on-rod impact configuration described above was
simulated for two different impact velocities (0.175 km/s
and 0.278 km/s). The striker rod was 5 cm long and 1.25
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Figure 3 : Comparison of computed (ao = 20 µm) stress
histories with data from rod-on-rod impact tests

cm in diameter (L/D = 4), while the target rod was 10
cm long and 1.25 cm in diameter (L/D = 8). The base-
line model constants for AD995 (see Section 2) were em-
ployed in the simulations.

In the “regular” finite element grid (0.1 cm spacing), 657
nodes and 1200 elements were used to describe the pro-
jectile rod, while 1307 nodes and 2400 elements were
used to describe the target rod. Figure 2(b) depicts a por-
tion of the “regular” grid in the vicinity of the impact
region. The “fine” (0.05 cm spacing) grid required 2513
nodes / 4800 elements for the projectile rod, and 5013
nodes / 9600 elements for the target rod.

Figure 3 compares the model-predicted stress histories
with the experimental data. The measured peak stress
levels (3 - 3.5 GPa) are significantly higher than those
predicted by the model (< 1 GPa). In the model, crack
damage initiates when the applied strain energy release
rate exceeds a critical value, according to a generalized
Griffith criterion. For a 20-µm initial crack size, the
applied strain energy release rate exceeded the critical
strain energy release rate, causing almost instantaneous
fracture initiation upon impact. As a result, release waves
from the impact end followed and overtook the initial
shock front; this significantly reduced its amplitude.

To investigate the effects of delaying the onset of
fracture, the rod-on-rod impact experiments were re-
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Figure 4 : Comparison of computed (ao = 1.3 µm) stress
histories with data from rod-on-rod impact tests

simulated with several smaller initial crack sizes. As Fig.
4 indicates, the model-generated peak stress levels (with
ao = 1.3 µm) now match the experimental values. How-
ever, for this 1.3-µm initial crack size, the Griffith crite-
rion was not met in the case of low-velocity plate impact,
so the model was unable to reproduce the measured spall
signal (see Fig. 1(a)). The large initial crack size (20
µm) required to satisfy the Griffith criterion in the low
velocity plate impact test simulation results in premature
and excessive damage evolution in the rod-on-rod impact
simulations.

Figure 5 further illustrates the effect of the initial flaw
size on the model-predicted damage evolution. In this
figure, cross-sectional damage contour plots from two
simulations of the lower velocity (0.175 km/s) rod-on-
rod impact test are compared at 1, 2, and 10 microsec-
onds (µs); the darkest gray regions represent totally failed
(comminuted) ceramic material, while the lighter shades
of gray indicate lower levels of damage. The only differ-
ence between the simulations was the initial flaw size a o

(1.3 µm vs. 20 µm). As the figure indicates, the larger
ao results in rapid and extensive damage accumulation
at the impact surfaces of both the projectile and target
rods, while the smaller ao delays the initiation of microc-
racking and significantly reduces the overall extent of the
damaged regions.
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Figure 5 : Effect of initial flaw size on model-predicted damage (shaded regions), from rod-on-rod impact simula-
tions (impact velocity = 0.175 km/s)
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Figure 6 : Single-density plate-on-rod impact

The model solutions for the rod-on-rod impact simula-
tions were relatively insensitive to the finite element grid.
The velocity profiles from the “regular” and “fine” grids
were very similar, with nearly identical peak velocity lev-
els (for both impact velocities). The damaged regions
were a little more extensive in the “fine”-grid calcula-
tions, but the damage patterns were the same as those
predicted by the “regular” grids. Numerical results from
continuum damage mechanics based constitutive rela-
tionships usually exhibit some degree of mesh sensitivity
which can be minimized or eliminated using a damage

diffusive equation as suggested by Chen, Hu, and Chen
(2000).

3.3 Single-Density Plate-on-Rod Impact Simulations

Grady and Wise (1993) reported an impact configuration
in which a flat 6061-T6 aluminum plate (diameter = 8.9
cm, thickness = 1.27 cm) with a long trailing rod (diam-
eter = 2 cm, length = 12.2 cm) was made to impact a
stationary long ceramic rod (diameter = 1 cm, length = 8
cm) at a velocity of 1.035 km/s.

The rod section of the flyer plate prevents strong release
waves from entering the ceramic rod, thus keeping the
ceramic under compression for a longer period of time.
Shown in Fig. 6(a), this configuration permits a time-
resolved investigation of the dynamic response of mate-
rials under a multi-axial strain state. The stress state in
the ceramic rod well away from the impact face is uniax-
ial. During the experiment, time-resolved particle veloc-
ity data were obtained at the free end of the target rod.

Using the 2D axisymmetric option, we simulated the
plate-on-rod impact configuration shown in Fig. 6. In
the “regular” finite element grid (0.1 cm spacing), 3528
nodes and 6712 elements were used to describe the alu-
minum flyer plate (with attached rod), while 886 nodes
and 1600 elements were used to describe the ceramic rod.
Figure 6(b) depicts a portion of the “regular” grid in the
vicinity of the impact region. The “fine” (0.05 cm spac-
ing) grid required 13816 nodes / 26944 elements for the
aluminum plate/rod, and 3371 nodes / 6400 elements for
the ceramic rod.

Figure 7 compares the model-predicted (ao = 20 µm) ve-
locity history with the experimental data. We have also
shown the elastic (no crack damage) solution in this fig-
ure. The measured peak velocity (� 0.180 km/s) is sub-
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Figure 8 : Effect of initial flaw size on model-predicted damage (shaded regions), from plate-on-rod impact simula-
tions
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Figure 7 : Comparison of computed velocity histories
(elastic, ao = 20 µm, and ao = 0.75 µm) with data from
single-density plate-on-rod impact test

stantially lower than that of the elastic solution (� 0.568
km/s) due to fracturing of the ceramic rod. The extremely
low peak velocity level predicted by the model (� 0.020
km/s) was caused by premature fracture resulting from
the large initial crack size (20 µm). To investigate the
effects of delaying the onset of damage in this config-
uration, the experiment was re-simulated using smaller
values for the initial crack size.

As Fig. 7 indicates, the calculated velocity history (with
ao = 0.75 µm) shows reasonable agreement with the mea-
sured velocity profile. Since it is not possible to recover
the ceramic rod after the experiments, the VISAR signal
interpretation often requires additional detailed simula-
tions of the experiment. In Fig. 7, the measured velocity
reaches a peak at point B and then becomes fairly con-
stant when the free end of the rod “spalls off”. Our com-
putational analysis revealed that the amount of reduction
in the maximum velocity (as compared to the elastic so-
lution) was about 0.400 km/s; this was due to elastic re-
lease waves from the damaged portion of the ceramic rod
near the impact end. The release waves from the impact
end of the rod continue to unload until spall occurs in
the rod. With the larger initial flaw size (ao = 20 µm),
the model prematurely predicted the formation of a spall
plane by 8.4 µs. This is the time at which the stresses
at the spall location became tensile due to complex wave
interactions. However, with ao = 0.75 µm, the spall plane
formation was delayed until about 9.1 µs, resulting in an
excellent match with the measured peak velocity level.
This 0.7-µs delay was sufficient to allow the particle ve-
locity to reach the measured peak. Figure 8 shows the
damage contours for the two simulations (20 µm and 0.75
µm) at 10 µs. The darkest regions (mode II microcrack-
ing) in the figure represent totally failed (comminuted)
ceramic material, while the lighter shades of gray indi-
cate lower levels of damage. The larger value of ao (20
µm) results in more rapid and extensive damage accumu-
lation at the impact surface of the ceramic rod, while the
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smaller value (0.75 µm) delays the initiation of microc-
racking and significantly reduces the overall extent of the
damaged regions. Both simulations predicted spallation
near the free end of the rod (at location S in Fig. 8).

The model solution for the plate-on-rod impact simula-
tion was fairly insensitive to the finite element grid. For
ao = 0.75 µm, the initial portion of the velocity history
from the “fine”-grid calculation was nearly identical to
that of the “regular” grid. Beyond 10 µs, the “fine”-
grid velocity history exhibited significantly more “noise”
(oscillations), with an average velocity level of around
0.150 km/s (about 6% lower than that of the “regular”
grid). The predicted damage patterns were similar for
both grids, with damage forming only at the impact end
and near the free end (spall plane) of the ceramic rod.

3.4 Graded-Density Plate-on-Rod Impact Simula-
tions

Recently, Chhabildas, Furnish, Reinhart, and Grady
(1998) reported an experimental configuration in which
an AD995 ceramic rod (L/D � 4, sleeved or unsleeved)
was impacted by a graded-density flyer plate consisting
of extremely thin (0.1-cm thick) layers of titanium, alu-
minum, and TPX bonded to a 1.9-cm thick steel plate. A
VISAR was used to record the axial particle velocity of
the free end of the target rod. A schematic of this config-
uration is shown in Fig. 9(a).

To investigate the ability of the model constants to cap-
ture the salient features of the measured wave profiles,
we used the 2D axisymmetric option in EPIC to simu-
late the graded-density plate-on-rod impact configuration
for both bare and sleeved AD995 ceramic target rods.
For diagnostic purposes, Chhabildas, Furnish, Reinhart,
and Grady (1998) employed a VISAR to record the ax-
ial velocity history of the ceramic rod’s free surface. The
experimental impact velocities were 0.300 km/s for the
bare-rod case, and 0.321 km/s for the sleeved-rod case.

The graded-density flyer plate was modeled as a cir-
cular disk with a diameter of 5 cm and a thickness of
2.2 cm, consisting of layers of steel (1.9 cm thick), ti-
tanium (0.1 cm thick), aluminum (0.1 cm thick), and
TPX (0.1 cm thick). The lowest density material (TPX)
was on the flyer plate’s impact surface, and the den-
sity increased with each successive material layer: TPX
(0.820 g/cm3) ! aluminum (2.704 g/cm3) ! tita-
nium (4.424 g/cm3) ! steel (7.823 g/cm3). A contin-
uous finite element grid was employed in the flyer plate

Graded 
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Impactor

Ceramic Rod

Steel or Foam

Sleeve

4340 Steel 
Backing Ti/Al/TPX

Layered Materials

to

VISAR

(a) Test configuration schematic

Graded Density

Flyer Plate Ceramic Target Rod

Axis of

Symmetry

Impact Surface

Steel Sleeve

(b) Finite element grid (2D axisymmetric)

Figure 9 : Graded-density plate-on-rod impact

to simulate a “perfect” bond between adjacent layers of
material. The ceramic target was modeled as a solid rod
with a diameter of 1.9 cm and a length of about 7.4 cm,
while the steel sleeve was modeled as a hollow rod with
an inner diameter of 1.9 cm, an outer diameter of 3.8 cm,
and the same length as the ceramic rod. Frictionless slid-
ing was permitted between the inner surface of the sleeve
and the outer surface of the ceramic rod. In the “regu-
lar” finite element grid (0.1 cm spacing), 1148 nodes and
2200 elements were used to describe the graded-density
flyer plate, while 1340 nodes and 2520 elements were
used to describe the ceramic rod, and 1340 nodes and
2520 elements were used to describe the steel sleeve.
Though only one row of elements was defined for each
of the thin (0.1-cm thick) graded-density layers (TPX,
aluminum, and titanium), the overall “regular” grid reso-
lution for the entire configuration was adequate. Figure
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(a) Bare rod, impact velocity = 0.300 km/s
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(b) Sleeved rod, impact velocity = 0.321 km/s

Figure 10 : Comparison of computed (elastic and ao = 20
µm) velocity histories with data for graded-density plate
impacting bare and sleeved AD995 ceramic rods

9(b) depicts a portion of the “regular” grid in the vicin-
ity of the impact region. The “fine” (0.05 cm spacing)
grid required 4495 nodes / 8800 elements for the graded-
density flyer plate, 5753 nodes / 11172 elements for the
ceramic rod, and 5753 nodes / 11172 elements for the
steel sleeve.

We now present results from the simulations of the two
experiments, with and without a steel sleeve, using the
baseline model constants. Figures 10(a) and 10(b) com-
pare the predicted axial velocities in the bare and sleeved
rod tests, respectively. For comparison, we also included
the elastic solutions with no crack damage. The elastic
response results from the Lagrangian EPIC code matched
very well with the Eulerian CTH code as presented by
Chhabildas, Furnish, Reinhart, and Grady (1998). The
average slopes of the computed velocity profiles (be-
tween points A and B in Fig. 10) agreed well with the
data. However, the fine details of the ramping (stair-
casing) of the initial shock wave are absent in the mod-
eling due to the relatively coarse mesh (0.1-cm size ele-
ments) used for the layers of TPX, aluminum, and tita-
nium in the simulations. After reaching a peak velocity
slightly higher than in the experiment, the rod rapidly de-
celerates in the elastic case. However, the experimentally
measured velocity profiles indicate no deceleration of the
rod, and the peak velocities remained relatively constant.
The ceramic rod impacted by a single-density flyer plate
also exhibited this constant-velocity behavior (shown in
Section 3.3). We showed that the constant velocity was
due to spalling of the ceramic rod near the free end.

The predicted peak velocity levels in both cases (with and
without sleeve) were significantly lower than the mea-
sured values. As we mentioned earlier, this was due to
the release waves from the damaged region (near the im-
pact end) reaching the free end of the rod. There was
no time for the initial shock wave to reach the experi-
mental peak. Comparing the computed damage contour
plots at 2 µs for the two cases, Fig. 11 reveals that the
impact end of the bare rod has already fractured, while
the sleeved rod is still intact and undamaged. The re-
lease waves from the damaged end propagate and over-
take the initial shock wave and thus significantly reduce
the velocity level at the free end. The delay in damage
initiation in the sleeved rod prevents the unloading of
the initial shock wave until a later time; this allows the
velocity to increase to a higher value compared to that
of the bare rod. Our detailed analysis of the simulation
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 2 µs

(a) Bare rod, impact velocity = 0.300 km/s (b) Sleeved rod, impact velocity = 0.321 km/s 

Figure 11 : Effect of sleeve on model-predicted damage (shaded regions), from graded-density plate-on-rod impact
simulations

results showed that the impact end of the rod remained
under compression for a longer duration than the bare
rod due to the confinement provided by the steel sleeve.
The bare rod fractures due to tension created by the re-
lease waves from the edges of the impacted end of the
rod. In the sleeved rod, the release waves do not emanate
from the edges of the rod due to the steel sleeve. Since
ceramics are significantly stronger in compression than
tension, the fracture in the sleeved rod is postponed to
a later time. The experimental data clearly showed that
the peak velocities in the sleeved rods are higher than in
the bare rods. The present ceramic constitutive model
reproduced this trend very well; however, the calculated
peak velocity levels were significantly lower than those
measured experimentally. This was again due to the rel-
atively large initial flaw size (20 µm) calibrated from the
plate impact data (see Section 3.1).

We performed additional simulations using reduced val-
ues for the flaw size (ao) and larger values for the dy-
namic friction coefficient (µ) to delay and limit the crack
damage at the impact end. Figure 12 shows a reasonable
match between the data and the model results for both the
bare and sleeved rod cases, when ao = 3 µm and µ = 0.90.
In both cases, no significant damage occurs prior to the
formation of a spall plane near the rod’s free end. Con-
sequently, the computed peak velocity levels are much
higher, since there is no premature unloading of the ini-
tial shock wave.

For the sleeved-rod case, the “regular” and “fine” grids
produced nearly identical velocity profiles. Both grids
predicted the formation of a spall plane by 12 µs at about
2.3 cm from the rod’s free end. However, for the bare-
rod case, the “regular” grid produced a well- defined
spall plane about 0.8 cm from the rod’s free end (at 10.8
µs), while the “fine” grid produced a spall region about
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Figure 12 : Comparison of computed (ao = 3 µm, µ =
0.90) velocity histories with data for graded-density plate
impacting bare and sleeved AD995 ceramic rods

2 cm from the rod’s free end (at 12 µs). Consequently,
the bare-rod velocity histories exhibited grid-dependent
behavior. The “fine”-grid solution’s peak velocity was
about 10% lower than that of the “regular” grid; after the
initial peak, the “fine” grid’s velocity profile remained
below that of the “regular” grid (sometimes by as much
as 30%), fluctuating between 0.120 and 0.165 km/s.

3.5 Projectile Penetration Simulations

Woolsey (1991) performed depth of penetration (DOP)
experiments in which a tungsten long rod projectile is
launched at a nominal velocity of 1.5 km/s onto a 15.24-
cm-square ceramic tile that is laterally confined by a steel
frame; the target assembly (tile and frame) is mechani-
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cally clamped to a thick steel backup block. A schematic
of this test configuration is shown in Fig. 13(a). The
AD995 ceramic tiles that Woolsey tested were between
1.0 and 4.1 cm thick.
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(b) Finite element grid (2D axisymmetric

Figure 13 : Depth-of-penetration (DOP) test

Since we used the 2D axisymmetric geometry option in
EPIC to simulate the above DOP configuration, the tar-
get was assumed to be an AD995 ceramic disk (15.24 cm
in diameter) backed by a thick steel cylinder (20.32 cm
in diameter, 12.7 cm thick); the ceramic disk was also
radially confined by a steel ring (2.54 cm wide, 5.08 cm
thick) that was “clamped” to the steel cylinder. Since the
lateral edges of the target are sufficiently far away from

the impact region, the use of the 2D axisymmetric option
does not significantly influence the computed DOP val-
ues for comparison with experiments. The projectile rod
was 7.87 cm long and 0.787 cm in diameter.

In the “regular” finite element grid (0.1 cm spacing), 716
nodes and 1264 elements were used to describe the tung-
sten rod projectile, while 10168 nodes and 19904 ele-
ments were used to describe the steel holder. For the ce-
ramic plates, the number of nodes ranged from 746 to
3586, while the number of elements ranged from 1400
to 7000, depending on the plate thickness (1.02 to 5.08
cm). To reduce the problem size, fixed nodal spacing
in the radial direction (0.1 cm) was employed only in-
side the penetration zone (within 1.9 cm of the center of
impact); the radial nodal spacing was increased geomet-
rically beyond that point. The nodal spacing in the axial
direction was constant through the entire thickness of the
target. Figure 13(b) depicts a portion of the “regular”
grid in the vicinity of the impact region. The “fine” (0.05
cm spacing) grid required 2729 nodes / 5120 elements
for the tungsten rod, and 39627 nodes / 78400 elements
for the steel holder; for the ceramic plates, the number of
nodes ranged from 2891 to 14171, while the number of
elements ranged from 5600 to 28000, depending on the
plate thickness (1.02 to 5.08 cm).

We used the Johnson-Cook (JC) constitutive model
(Johnson and Cook (1985)) to describe the strengths of
the tungsten projectile and the steel frame/backup block.
Elements on the contact surfaces were assumed to fail
when their effective plastic strains reached 150%. For the
tungsten material, we assumed density = 16.98 g/cm 3,
melting temperature = 1723 ˚ K, and shear modulus =
124.1 GPa; for the tungsten EOS, we assumed Γ = 1.43,
b1 = 302.1 GPa, b2 = 469.8 GPa, and b3 = 334.9 GPa;
and for the tungsten strength (JC model), we assumed A
= 1.506 GPa, B = 0.1765 GPa, n = 0.12, C = 0.016, and m
= 0. For the steel material, we assumed density = 7.823
g/cm3, melting temperature = 1793 ˚ K, and shear modu-
lus = 77.5 GPa; for the steel EOS, we assumed Γ = 1.16,
b1 = 163.9 GPa, b2 = 294.4 GPa, and b3 = 500.0 GPa;
and for the steel strength (JC model), we assumed A =
0.7922 GPa, B = 0.5095 GPa, n = 0.26, C = 0.014, and m
= 1.03.

Using the baseline ceramic model constants (see Section
2) to describe the response of the ceramic tile prior to pul-
verization, we arbitrarily assumed a “reasonable” value
of 1.0 for βp (the dynamic friction coefficient for granu-



378 Copyright c
 2002 Tech Science Press CMES, vol.3, no.3, pp.367-380, 2002

lar motion), while Y max
p (the pulverized strength cap) was

assumed to be 4.5 GPa, as reported by Anderson, John-
son, and Holmquist (1995). The values of β p and Y max

p

were not adjusted to match the data.

We simulated Woolsey’s DOP test configuration for var-
ious AD995 ceramic tile thicknesses ranging from 1.02
to 5.08 cm. Figure 14 compares the measured and com-
puted depths of penetration versus the areal density of the
ceramic tiles. Since areal density is defined as mass per
unit area, the areal density of a ceramic tile can be de-
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Figure 14 : Comparison of computed residual DOP with
experimental data for AD995 ceramic

termined by multiplying its density by its thickness. The
straight line in this figure is a linear least-squares fit to
the experimental data. With ao = 20 µm, the model con-
sistently predicted too much residual penetration into the
steel backup block. To investigate the effects of delay-
ing the onset of damage in this configuration, the DOP
experiments were re-simulated using smaller values for
the initial crack size (ao). As Fig. 14 indicates, the com-
puted residual depths of penetration are very sensitive to
ao, especially for the thicker ceramic plates (higher areal
densities). Overall, an initial microcrack size of 1.5 µm
results in much better agreement with the experimental
DOP measurements.

Figure 15 shows the final deformed finite element grid
for the 2.54-cm thick ceramic plate (with ao = 1.5 µm).

The eroded projectile is stopped at the bottom of the
cavity in the target. For ao = 1.5 µm, the computed
cavity depths matched the experimental posttest mea-
surements (see Fig. 14) for different thicknesses of ce-
ramic plates. The cavity shown in this figure was created
through EPIC’s erosion algorithm, which removes highly
strained (distorted) elements from the calculation based
on a critical effective plastic strain criterion. When a fi-
nite element’s aspect ratio (smallest height over largest
width) becomes extremely small due to severe deforma-
tion (e.g., effective plastic strain of 150%) the solution

 

Figure 15 : Final deformed finite element grid for the
2.54-cm thick ceramic plate (with ao = 1.5 µm)

time step size may drop to an unacceptable level. This
is because the time step in an explicit shock-wave-based
finite element code is determined from the characteristic
time that a sound wave takes to travel through an element.
To maintain a stable solution and to capture the shock
wave effects, the time step must be a fraction of this char-
acteristic time. Erosion of elements in both the projectile
and target allows the EPIC code to model the penetra-
tion process. Incremental strain theories have been tradi-
tionally employed in most of the general purpose explicit
finite element codes that are used in penetration applica-
tion problems. Since these explicit codes use extremely
small time steps, the strain rates are incrementally cor-
rected for rotations at each time step; this provides a rea-
sonable approach for modeling large deformations.
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The ceramic model’s DOP predictions were fairly insen-
sitive to the finite element grid resolution. For each areal
density (with ao = 1.5 µm), the computed DOP’s from
the “regular” and “fine” grids were within 5% of each
other, relative to the total penetration depth (ceramic tile
thickness + residual DOP).

4 Summary

One of the most difficult tasks is to develop a well-
defined computational methodology to determine accu-
rate values for the constitutive model parameters. Ideally,
direct experimental measurements of the material model
constants would avoid any ambiguities. In reality, the
model constants are, for the most part, extremely difficult
to obtain directly from experiments; this is true for any
ceramic model describing impact damage. For example,
the present ceramic model’s microcracking constants (ao,
N�

o , µ, and n�1 ) are indirectly determined through a series
of trial-and-error simulations until the computational re-
sults reasonably match the measured velocity/stress pro-
files.

At present, it is not possible to describe the shock and
impact behavior of AD995 (or any other ceramic), using
just one set of model parameters. We strongly believe
that this is true for all the other ceramic models reported
earlier in Section 1. Since the fracture initiation mech-
anisms vary widely with the applied loading conditions
(stress/strain state, strain rate, and pressure), we need to
model other damage mechanisms in addition to microc-
racking. For instance, under high triaxial tensile stresses,
the pores and hard particles at triple-point grain junctions
may instantaneously“burst” open to create isotropic spall
failure as opposed to single-crack propagation.

Posttest examination of many of the targets (rods and
plates) showed the presence of ring cracks, radial cracks,
and fracture conoids. Accurate modeling of these macro-
cracks requires computationally intense algorithms such
as contact, cohesive element, and adaptive mesh, as well
as accurate nonlinear error estimates (Ortiz and Pandolfi
(1999)). The use of SPH algorithms or meshless meth-
ods to describe ceramic fracture may eventually help us
to model complex crack patterns (Atluri, Kim, and Cho
(1999)). Recently, Abraham (2000) illustrated and val-
idated a methodology (using a spanned length scale ap-
proach) to describe macrocrack propagation in a finite
element simulation. Until these methods mature and be-
come available in advanced general-purpose numerical

codes, the use of conventional Lagrangian codes with
some special features and reasonable constitutive models
will continue to help impact design analyses involving
ceramic materials.

This paper shows that using a microcrack-based scalar
damage model in a conventional Lagrangian finite ele-
ment code, numerical simulations can be performed to
predict the overall response of ceramic materials sub-
jected to a wide range of impact loading conditions. At
present, it is very encouraging that the depths of pene-
tration in ballistic tests can be predicted using a conven-
tional Lagrangian code with a suitably calibrated consti-
tutive description for the ceramic.
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