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Abstract: Development of micro-electro-mechanical sys-
tems (MEMS) products is currently hampered by the need for
design aids, which can assist in integration of all domains of
the design. The cross-disciplinary character of microsystems
requires a top-down approach to system design which, in turn,
requires designers from many areas to work together in order
to understand the effects of one sub-system on another. This
paper describes current research on a methodology and tool-
set which directly support such an integrated design process.
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1 Introduction

Considerable progress in technologies for microsystems fab-
rication has made over the past two decades, resulting in a
large variety of commercially successful devices. These prod-
ucts have benefited from the high performance and low manu-
facturing costs characteristic of MEMS batch fabrication tech-
nologies. Though the manufacturing technologies are derived
from microelectronic fabrication techniques, most devices re-
quire application specific fabrication steps, which must be de-
veloped, and characterized. This often results in costly and
time consuming prototyping. It is recognized that standardiza-
tion of processes will help reduce the entry cost of microsys-
tems.

MEMS sensors and actuators can be viewed as the electronic
interface to the physical world. Some physical quantity of
interest is transformed into an electrical quantity that can be
measured, or some electrical signal is converted into some ac-
tion on the environment. As a result of the small dimensions of
these transducers, and the semiconductor materials often used,
strong field coupling is present, and needs to be taken into ac-
count in the modeling of these devices, to accurately capture
their behavior. Historically, most of the modeling and sim-
ulation effort has gone into developing tools that capture the
intricate physics present in MEMS devices.

All MEMS systems have some common layers to their design.
These include device design (design a manufacturable compo-
nent), package design (design a practical package), and system
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design (design and improve the system the device fits into).
The requirement for design aids is best illustrated by consider-
ing the MEMS products that have been commercially success-
ful to date. Examples include inkjet printer nozzles, pressure
sensors, and a variety of inertial sensors used primarily in the
automotive field. In all of these products, the design criteria
for each of the individual domains were met successfully in an
economic and manufacturable manner.

Development of MEMS products is currently hampered by the
need for design aids, which can assist in integration of all do-
mains of the design, see Senturia (1998), Wachutka (1999).
The cross-disciplinary character requires a top-down approach
to system design which, in turn, requires designers from many
areas to work together in order to understand the effects of one
sub-system on another. What is required is a design methodol-
ogy based on concurrent design in all required domains. These
design domains include the MEMS/MOEMS device, the ana-
log sensing circuitry, the high-level system electronics, the ap-
plication specific package, and manufacturing sensitivity anal-
ysis.

The ability of MEMS devices to be integrated with signal
conditioning circuitry and batch fabrication offers an impor-
tant advantage over their macroscopic counterparts. To ensure
proper functioning of such an integrated system, one must per-
form system-level simulation. Such system-level modeling is
extremely useful in determining operation characteristics and
verifying performance before the device is actually manufac-
tured. This can reduce the need for prototype fabrication and
test iterations and significantly reduce cost and time-to-market.

Performing full 3-D physical simulation within each time step
of a typical system simulator (such as SABER, MATLAB, or
SPICE) is prohibitively time-consuming and numerically im-
practical. Hence, in order to simulate the appropriate system
level dynamic behavior efficiently, a reduced-ordered model or
“macro-model” of the MEMS subsystem must be obtained and
employed in the system-level simulator. Thus, macro-model
construction is a key part of a design methodology, see Ro-
manowicz (1998).

As micro-systems become more complex and the need for
models with large numbers of coupled degrees-of-freedom
(DOFs) increases, the use of automated tools for generat-
ing macro-models becomes increasingly important. Although
macro-modeling techniques have been reported by some re-
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Figure 1 : Design groups involved in MEMS design

searchers, (see Fedder and Howe (1996), Swart, Bart, Zaman,
Mariappan, Gilbert and Murphy (1998), Bart (1996), Lorenz
and Neul (1998), Bart, Swart, Mariappan, Zaman and Gilbert
(1998)), currently there is no systematic method for generating
macro-models for MEMS devices in an automatic way.

Design tools to support this methodology must allow passing
of models from one group to another to foster communication
between them. These tools must also be usable by engineers
who are not high level scientists with years of MEMS simula-
tion experience.

In this paper we summarize some of the past three years work
on developing methods and tools to enable the concurrent de-
sign of MEMS and MST systems. First we describe the con-
current design methodology itself, with particular attention to
who does the designing and how different designers interact.
We follow that with discussions of three research projects,
which provide tools to enable the key arrows of Fig. 1. These
are tools for automatic extraction of dynamic macro-models,
tools for coupled package and device modeling in MEMS, and
tools for the prediction of gas damping and spring effects on
MEMS devices.

2 Concurrent design of MEMS

MEMS design involves several layers of design work, and po-
tentially concurrent engineering among several groups. An
“Actor” based view of such concurrent engineering is sketched
in Fig. 1. A System Architect coordinates the design of a prod-
uct, drawing on the knowledge and experience of design spe-
cialists in the digital and analog circuit, MEMS device, and
packaging fields. Successful design of systems containing
MEMS components requires a top-down approach to system
design. This involves supporting the actors (design groups)
in Fig. 1 with behavioral modeling and simulation at the level
of the System Architect, and enabling the System Architect to
specify subsystem functions in each area, by specifying behav-
ioral models.

The use of electronic design automation (EDA) tools for the

Figure 2 : Use of HDLs for specification and validation by
system architect

system level simulation of MEMS is attractive, as complete
systems may be simulated together with the physical transduc-
ers, analog and digital signal processing, compensation and
control modules, and external environmental influences. The
System Architect can investigate the effects of various design
partitions, and trade off the complexity of the various subsys-
tems, and verify if these options are compatible with the re-
quired system performance and functions.

2.1 Use of HDLs for design intent communication

Modern analog and mixed signal hardware description lan-
guages (HDLs) can advantageously be used to facilitate this
communication between the design specialists. In our case,
this corresponds to enabling the thick arrows in Fig. 1. The
use of HDLs, as opposed to SPICE models, for system level
simulation supports the use of energy-based physical mod-
els. This prevents the introduction of spurious energy sources,
which can occur, for example, by using SPICE polynomial
sources to model nonlinear elements. HDLs also provide a
rich set of syntax, constructs, and modeling methods, see Sen-
turia (1998). These are needed to describe the complex cou-
pled physics present in transducers in an accurate and effi-
cient manner. Signal flow modeling, a technique is often used
for the analysis of systems containing feedback loops, is sup-
ported by HDLs. This is the approach used by tools such as
the SimulinkTM(in MatlabTM). The advantage of using a cir-
cuit simulator is the ability to seamlessly introduce models of
electronics in the feedback loop.

HDLs also support various levels of abstraction, which may
be introduced by the System architect as he refines the system
from an initial set of components with simplified behavior, to
more sophisticated models which contain detailed information
about the performance of subsystems, as provided by the vari-
ous actors.

The System Architect specifies the targeted functionality of
each subsystem, as needed to fulfill the required system per-
formance, using VHDL-AMS or a proprietary HDL such as
MastTM, VerilogATM, SpectreHDLTM, HDL-ATM, etc. He can
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Figure 3 : MEMS device design inside the system design loop

perform a system level simulation with these behavioral mod-
els to validate the system performance, and validate design
partitioning that he has made. For example, it is possible to
trade off complexity in the design of a physical transducer
against the complexity in the signal processing subsystem. The
System Architect then passes each of these behavioral models
to the design specialists in each field. These behavioral mod-
els are in effect design specifications, which the subsystem de-
signer must now meet. This design process is illustrated in
Fig. 2.

Each of the design specialists may now work independently
on his subsystem to insure that it meets the targeted function-
ality that is required of it. An example of such a design pro-
cess, and the CAD tools that support it, is presented in Fig. 3.
A MEMS inertial sensor subsystem designer receives a spec-
ification from the System Architect. After drafting a set of
layouts corresponding to the process he wishes to use in man-
ufacturing the device, he then performs an accurate 3D simu-
lation to capture the physics, which are of importance in his
design. He then automatically extracts parameters of impor-
tance in this design, to create a reduced order model in a HDL
of his choice. This behavioral macro-model can now be sim-
ulated and compared to the abstract specification provided by
the system architect, to verify if the device design provides the
required functionality.

The above process is interactive. If any of the actors are un-
able to meet a targeted specification, they provide the System
Architect with a behavioral model of their best design. The
System Architect may then change the specification of another
subsystem, in order to compensate for the actual performance
of a subsystem. This design process is iterated upon until an
optimal design is obtained. These decision criteria may in-
clude technical specifications such as performance, accuracy,

speed, size, power consumption, functionality, but can also in-
clude economic and marketing considerations such as cost, re-
liability, time to market, dimensions. Costly and time consum-
ing prototyping steps are thus avoided.

This top-down approach to MEMS design does place consider-
able constraints on the CAD tools, as well as on the foundries
and plants where the devices are to be manufactured. Without
accurate knowledge of parameters such as material properties,
residual stresses, manufacturing repeatability, operating con-
ditions, packaging stress, etc. a CAD system can not operate
in a predictable manner. In an analogous manner to electronic
design automation (EDA), MEMS CAD requires the existence
of foundry, process, and even run specific data to predict prod-
uct performance with an acceptable accuracy. This implies the
existence of systematic process characterization through test
structures, and the calibration of the CAD tools using consti-
tutive properties extracted from these test structures.

2.2 System design partitioning issues

As indicated in Fig. 1, MEMS devices are composed of mul-
tiple sub-systems, which are designed separately and must be
integrated. This requires not only communication between the
sub-system designers as previously discussed, but also an in-
tegrated view of how to partition the sub-systems for optimal
cost and performance. Integrated or single chip MEMS are
usually manufactured using a set of pre and post CMOS mi-
cromachining steps using fab compatible materials. An exam-
ple of an integrated system is the Analog Devices automobile
airbag accelerometer, see Spangler and Kemp (1995). Inte-
grated devices are attractive because of their generally low unit
cost in mass production. The integration of electronics close
to sensors also helps noise performance.

Hybrid MST systems offer a greater choice of technologies
and materials for the physical transducer, thus offering possi-
ble advantages in performance. They are however potentially
more costly to package and assemble, and signal conditioning
may be problematic as parasitic impedance’s are introduced
between the sensor and front-end electronics. Ford Micro-
electronics uses a two-chip hybrid system for their airbag ac-
celerometer, see MEMCAD 4 (1999).

Efficient communication between the actors in Fig. 1 is re-
quired for both a single chip approach, and for a hybrid multi-
chip system solution. The interaction between the designers
will be simpler in the second case, as they will not (necessar-
ily) be sharing the same silicon die. The exchange of energy
and information between subsystems on different chips will
take place through the various interconnects (electrical, flu-
idic, optical, etc.) connecting the separate substrates. Here, the
specifications provided by the System Architect will reflect the
structural partitioning provided by the multi-chip approach. In
both cases however, the CAD support tools supporting the de-
sign flow will be similar.

In both integrated or hybrid MEMS, electronics are used to



48 Copyright c 2000 Tech Science Press CMES, vol.1, no.1, pp.45-63, 2000

improve the sensor performance by linearization schemes, ac-
tive feedback, thermal compensation, chopping to reduce 1= f
noise etc. Other system level electronics are often required
such as sensor calibration, self-test, programmability and other
application specific functions. Additionally design trade-offs
are required such as the choice between integrating an on-chip
pre-amp versus a complete A/D converter. The partitioning of
these sub-systems can have a significant effect on the system
performance. System level modeling is critical to optimizing
this partitioning.

In inertial measurement systems it is possible to trade com-
plexity between the mechanical and electronic subsystems.
A cheap and nonlinear sensing element may be improved
through linearization and feedback, but this implies additional
IC real estate. For example, a closed-loop system may be
used to remove all mechanical and geometric non-linearity’s in
an accelerometer by sensing the position of the seismic mass
and applying a correction force equivalent to the acceleration,
thereby immobilizing the mass at it’s point of rest. Care must
be taken here to ensure that mechanical resonance frequencies
are not excited by capacitive sensing means, which requires a
mechanical-electronic co-design. This type of force-feedback
design was used in initial accelerometer designs, see Spangler
and Kemp (1995). When improved system modeling demon-
strated the linearity of the mechanical part, the feedback was
discarded in favor of a smaller, cheaper circuit, see Bart and
Samuels (1996).

Another example occurs in resonant sensors such as MEMS
gyroscopes. Here it is possible to trade off mechanical com-
plexity in the form of the resonator Q versus the phase accu-
racy of the sensing electronics. The trade-off point can be very
dependent on the specifics of the design (including the fabri-
cation process constraints) and requires modeling to optimize.

All of these design tradeoffs can be taken into account through
efficient top-down behavioral model generation and bottom-up
validation procedures. Examples of products whose design is
supported in MEMCAD today include:

� Inertial Sensors

� Pressure Sensors

� Mirrors, Gratings, Optical Switches
� Electrical/RF Switches

� Thermal Actuators/Sensors

� Packaging Analysis
� Ink Jets

� uTAS and Lab-On-Chip Applications

� Flow Sensors
� Data Storage

In the following sections, we present research and simulation
results of CAD tools we have developed to enable and sup-
port this design methodology. These sections correspond to

the thick arrows in Fig. 1. Sec. 3 describes a tool for au-
tomatic extraction of macro-models of electromechanical de-
vices. A method for extracting compact models of MEMS
packages, and linking them with device simulations is pre-
sented in Sec. 4. Finally, in Sec. 5, we present some results
of characterization of squeezed file damping, often present in
miniature structures, which can be applied to reduced order
modeling of MEMS devices.

3 Extraction of macro-models

In this section, we describe a systematic method for modeling
the class of electro-mechanical micro-systems that can be rep-
resented as multi-component, lumped, mass-spring-dashpot
structures. Examples include accelerometers, gyros, and other
structures that have rigid masses and compliant springs. In
this lumped modeling assumption, the lumped spring effect
originates from mechanical reaction forces and moments of
the suspensions (or tethers) holding the proof-mass. Damp-
ing forces result from multiple energy loss mechanisms, but
are dominated by gas viscosity. In addition, there are electro-
static forces and torques exerted on the dielectrically separated
conductors in the system when voltages are applied. The ac-
curacy of the developed method is verified by comparison of
two plate-tether MEMS structures to results obtained from the
developed models with those from full 3-D physics simula-
tions. Good accuracy is demonstrated in both spatial-domain
and frequency-domain dynamic behavior of the models.

3.1 Overview

A semi-automatic and complete modeling procedure that au-
tomates the generation of component-level macro-‘models of
MEMS devices has been developed, see Zaman, Bart, Ra-
binovich, Ghaddar, Tchertkov and Gilbert (1999). The user
assembles the system-level model by connecting individual
component-level macro-models together. For simplicity, the
developed method assumes that while the tethers provide me-
chanical compliance, they are electrostatically inert and mass-
less. It also assumed that the proof mass is electrostatically
driven and moves as a rigid body. Devices that do not move as
a rigid body, such as membrane devices cannot be accurately
modeled with this technique.

The procedure begins by dividing the whole device into sub-
components such as mechanical springs, electrostatic ele-
ments, dashpots, and proof-masses. These subcomponents are
separately meshed and simulated over the desired ranges of op-
eration. These full 3-D physics simulations are done in MEM-
CAD, see MEMCAD 4 (1999), using hybrid finite element and
accelerated boundary element physics. The results of these
simulations are fitted to multi-variable polynomials as func-
tions of the desired degrees of freedom (DOFs). The macro-
models for each subcomponent are then automatically gener-
ated in the behavioral modeling language of a system level
simulator (SABER, SPICE, etc.). Finally, the component-
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level macro-models are assembled into a system-level design
to model the behavior of the whole system.

3.2 Theory

The modeling approach assumes coupling between three trans-
lational degrees of freedom (DOFs) and three rotational DOFs.
While the translational DOFs are aligned with the axes of a
general three-dimensional coordinate system, a rather complex
notation is used to denote the rotational degrees. According to
Euler, any rigid body rotation can be described as one effective
rotation around an arbitrarily oriented rotational axis.

The effective rotation is defined by its three components θx,
θy, and θz as follows:

jθj=
q

θ2
x +θ2

y +θ2
z

The unit rotation vector is defined as

aî+b ĵ+ ck̂ =
�
θxî+θy ĵ+θzk̂

�
= jθj

Hence, the position vector is comprised of three translations
and three rotations:

x = [xyzθxθyθz]
T

The complete system model is expressed as a set of equations
for each of these degrees of freedom. The complete system as-
sumes equilibrium in total system energy. Equilibrium in the
DOFs is achieved by balancing the total force and torque act-
ing on the system. For a typical mass-spring-dashpot structure,
the force-balance takes the following form:

fext = fs + fe + fd + fm (1)

where fext is the force applied by external acceleration or other
force sources (if any), fs is the mechanical spring reaction
force, fe is the electrostatic force, fd is the damping force,
and fm is the inertial force experienced by the proof mass. The
torque-balance equation takes a form similar to Eq. 1. In the
general case, Eq. 1 is a vector equation in six degrees of free-
dom, x, and all fs are matrices. Each matrix element of f can
be expanded in a Taylor series where we can choose the num-
ber of terms we care to retain. For example, a constant term in
fs represents a simple linear spring constant in a system where
the degrees of freedom are uncoupled, fs = ksx. In a six DOF
system, ks can be represented by a polynomial hyper-surface
coupled in six degrees of freedom. In the work described here
we keep terms up to fourth order. The coefficients of these
polynomial expressions are found from full 6-D simulations
of different physical effects, described below.

3.3 Component level equations of motion

The equations of motion for the total structure are found by
combining the mathematical model for each individual com-
ponent. Following is a brief description of the system equa-
tions of a few representative MEMS components:

3.3.1 Proof mass

A proof mass in a MEMS system is described by its mass,
constant moments of inertia in its body-centered fixed coor-
dinate system, and its center of mass. In a multi-DOF sys-
tem, the coupling and interaction between the translational and
rotational DOFs results in complex equations of motion for
the proof-mass dynamics. A well-known part of this complex
cross-coupling is the Coriolis effect. In order to be able to ac-
curately predict the coupling between different DOFs and the
dynamic motion of the proof-mass, one must retain the rota-
tional coupling terms.

Force Equations: The forces along the linear DOFs are given
by, see Shames (1997):

F = m (v̇+ω� v) (2)

where F is the force vector and m and v are respectively mass
and linear velocities.

Hence, the force components are given by

m

2
4 ẍ

ÿ
z̈

3
5+m

2
4 0 �ωz ωy

ωz 0 �ωx

�ωy ωx 0

3
5
2
4 ẋ

ẏ
ż

3
5 (3)

Moment Equations: The moments around the center-of-mass
coordinate axes are given by:

M = Ḣ +ω�H (4)

where M is the moment vector and m, v, H, and ω are respec-
tively mass, velocity vector, angular momentum vector, and
angular velocity vector. The angular momentum H is com-
puted from the moment of inertia matrix and the angular ve-
locity vector:

2
4 Hx

Hy

Hz

3
5=

2
4 Ixx �Ixy �Ixz

�Iyx Iyy �Iyz

�Izx �Izy Izz

3
5
2
4 ωx

ωy

ωz

3
5 (5)

To avoid computation of varying moments of inertia of the
proof-mass in the global coordinate system, these equations
are computed in a frame of reference firmly attached at the
body center of the proof-mass, thus making it subject to the ro-
tations and translations that the mass experiences. The forces
and moments so computed are then transformed to the global
coordinate system in order to perform system-level simulation.

The moment equations in the global coordinate system are
found by

MXYZ = TMxyz (6)

where T is the transformation matrix between the global
(XYZ) and local (xyz) coordinate systems.
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Figure 4 : Sequence of Operations

3.3.2 Tether

The forces and moments exerted by a mechanical tether are
represented by:

fs = ksx

where ks is a combination of different order matrices with cou-
pling coefficients between different DOFs.

3.3.3 Electrostatic elements

Electrostatic forces are found by computing the spatial deriva-
tive of electrostatic energy:

fe =
1
2

Vt d
��Ci j

��
dx

V (7)

Eq. 7 yields the electrostatic force as a function of one degree
of freedom (x). Generalizing this to n degrees of freedom, the
derivative becomes the spatial derivative of the n-dimensional
capacitance surface.

3.3.4 Damper

The forces and moments exerted by a damper are computed by
the following equation:

fd = kdẋ

where kd is the damping coefficient matrix and ẋ is the spatial
first-derivative of the DOF vector x.

3.4 Reusable components

Most practical inertial MEMS devices contain multiple tethers
and one or more electrostatic structures (e.g., combs), which
are connected to the proof mass at multiple positions and ori-
entations. Since these components are typically identical, one
would like to perform detailed 3-D analysis only once and use
the resulting model at multiple locations in the system model.

In the developed modeling technique, the mechanical springs
and electrostatic force elements are simulated as independent
entities in their local coordinate system. This allows them
to be used in any device model with the help of converters

that transform the degrees of freedom (translational and rota-
tional), forces, and moments between these two systems. An-
other set of transformations are needed to transform the forces
and torques applied by the spring at the location where it is
connected to the center of mass of the proof mass. This allows
the proof mass to be treated as a rigid body with its mass con-
centrated at its center of mass. These transformations include
various types of Euler’s and rotational transformations (and
their inverse transformations) between coordinate systems.

3.5 Implementation

The modeling technique has been implemented in a tool
named AutoMM (Auto Macro Modeler). The basic steps in-
volve exploring the device operation space, modeling the data
through multi-degree polynomial curve-fitting, and using the
polynomial coefficients and other simulation data in dynamic
equations. AutoMM consists of several sub-modules that are
used to simulate the electrostatic, mechanical and inertial be-
havior of MEMS components in their operation space as a
function of the DOFs.

AutoMM is built around the basic functionalities of the MEM-
CAD software tool suite, see MEMCAD 4 (1999). It directly
uses the MEMCAD device creation and visualization methods
and applies wrappers around the solver modules. AutoMM
is constructed as a collection of functional sub-modules. This
allows the flexible addition of components with different phys-
ical behaviors. It also allows the calculation of the behavioral
data to be done in parallel, which reduces the over-all time of
macro-model generation.

3.5.1 Sequence of operations

Fig. 4 shows the sequence of operations that are carried out by
the AutoMM module to generate macro-models. The proce-
dure starts by creating the device solid model using the ’Mem-
Builder’ module of MEMCAD, see MEMCAD 4 (1999) from
the device process information and the device layout. Then a
finite-element mesh is created on the solid model. This meshed
solid model is input to the AutoMM module which first carries
out a global base transformation on the meshed structure ac-
cording to the specifications provided by the designer. Exam-
ples of such transformations include changing separations of
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(a) (b)

Figure 5 : (a) Finite element mesh of example plate-tether
structure, (b) Dominant mode-shape in Rotational-Y degree of
freedom for example torsional mirror. (Dotted line shows ap-
proximate position and size of electrode underneath the plate).

Figure 6 : Schematic of the plate-tether structure model build
from lumped elements (Through Variables: force, torque, cur-
rent; Across Variables: position, angle, voltage).

structures, angular orientations, lengths, thicknesses, density,
Poisson ratio, stress, and other geometrical and material prop-
erties of different subsets of device components. Note that this
step can account for the effects of manufacturing variations in
the final device macro-model.

The transformed models are then passed to the sub-modules
that perform electrostatic, mechanical, and inertial simulations
using multi-DOF boundary conditions. The simulation data
are then fit to multi-degree polynomial equations (up to fourth
order), which are functions of the degrees of freedom over
which the device has been simulated. These polynomial fit
coefficients are finally used in system equations to create the
device macro-model. Although most of these steps are auto-
mated, user interactions and interventions have been allowed
in a few cases to include the capability of monitoring the sim-
ulation process and specification of user-defined macro-model
parameters.

3.6 Verification

In order to verify the accuracy of this modeling technique, we
have examined several MEMS structures. Here we present re-
sults for two of them. The first one is a simple horizontal plate

structure with four parallel tethers at the four corners. Fig. 5(a)
shows the mass-spring meshed structure.

Fig. 6 shows the equivalent system model implemented in the
SABER simulation tool. The results of the lumped model-
ing technique are compared to the resonant frequency results
of full 3-D physics simulation. Fig. 8 shows the frequency
response from the model for all DOFs. Tab. 1 compares the
modal frequencies found from the model and full 3-D physics
simulation, which show good agreement.

Table 1 : Comparison of modal frequencies obtained from Au-
toMM model and full 3-D physics simulation for plate-tether
structure in Fig. 5(a).

Degrees of Freedom AutoMM Full 3D %Error

Translational X 811.91K 825.23K -1.61
Translational Y 4421.7K 4342.8K +1.82
Translational Z 433.39K 431.06K +0.54
Rotational X 920.52K 939.29K -1.99
Rotational Y 716.11K 710.70K +0.76
Rotational Z 3439.8K 3428.8K +0.32

Table 2 : Comparison of displacements and rotations in the
dominant DOFs between full 3-D simulation and AutoMM re-
sults for two voltages (pull-in occurs at 219 volts). F3D, AM,
and %E indicate full 3-D physics simulation results, AutoMM
results, and percentage errors, respectively.

25 Volts 150 Volts
DOF F3D AM %E F3D AM %E

Tz (nm) -1.60 -1.56 2.5 -65 -60 7.7
Rx (µ rad) 2.526 2.46 1 102.5 89.6 12.6
Ry (µ rad) 40.95 39.5 3.5 1700 1550 8.8

Table 3 : Comparison of modal frequencies obtained from Au-
toMM model and full 3-D physics simulation for torsional mir-
ror in Fig. 5(b).

Degrees of Freedom AutoMM Full 3D %Error

Translational X 593.19K 583.53K +1.66
Translational Y 3034.0K 3070.8K -1.20
Translational Z 297.38K 304.82K -2.44
Rotational X 672.54K 664.19K +1.26
Rotational Y 169.02K 165.36K +2.21
Rotational Z 1111.3K 1138.3K -2.37

A torsional mirror with a ground electrode was also investi-
gated. The ground electrode is under one of the corner of the
plate and two tethers suspend the plate. A voltage applied be-
tween the plate and the electrode tilts the mirror asymmetri-
cally towards the fixed electrode. Fig. 5(b) shows a dominant
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Figure 7 : Comparison between full 3D CoSolve simulation,
and 6DOF macro-model of plates structure in Fig. 5(a), for an
electrostatic pull-in simulation.

mode-shape of the structure found from full 3-D physics sim-
ulation. Fig. 9 shows the equivalent system model. Fig. 10
shows the frequency response from the model and Tab. 3
compares the corresponding modal frequencies with those ob-
tained from full 3-D physics simulation. Tab. 2 compares the
changes in the dominant DOFs with applied voltage. The dis-
placements and rotations show reasonable agreement to those
found from the MEMCAD coupled, full 3-D electromechan-
ical solver. The observed results also show that the error in-
creases as the applied voltage gets close to the pull-in voltage.

3.7 Conclusion

A modeling procedure that automates the generation of macro-
models of MEMS devices and shows good agreement to full
3-D physics simulation has been presented in this section.
This tool corresponds to a software realization of the thick ar-
row between the System Architect, and the MEMS designer
in Fig. 1. The implemented modeling technique is currently
limited to the class of devices where the actuating and restor-
ing forces are limited to electrostatic, mechanical (tensile and
torsional), damping, and inertial types. Future developments
will consider electrostatically active mechanical tethers with
nonzero mass and macro-models for other physical forces,
such as fluidic pressure, thermal stress, piezo-electric poten-
tial, etc.

4 Coupled package-device modeling for MEMS

All MEMS devices must be packaged in a manner appropriate
to their applications. This packaging is often more special-
ized and expensive than the device itself. The package is the

Figure 8 : Frequency response in six degrees of freedom for
the plate-tether structure in Fig. 5(a). The thick lines show
the nominal response for the 3 translational and 3 rotational
degrees of freedom. The thin lines are obtained with a 5%
variation of the thickness of one tether, and show the mode
coupling obtained when symmetry in the model is broken.

near environment of the device and hence has a direct effect
on its thermal behavior, on mechanical effects, and on envi-
ronmental compatibility and contamination. Package model-
ing in this context is the attempt to simulate these interacting
effects so that the overall system behavior can be predicted and
optimized.

MEMS/MOEMS packaging challenges are apparent when
considering that there is a strong interaction of sensors and
actuators with the environment. This can be seen in Electro-
Magnetic interference, Optical, Thermal, and or mechanical
transducers. Besides the direct influence of the “device” there
can also be a significant influence of package stress/strain state
on device geometry and functional specifications. The ob-
tained stress/strain state is either due to the packaging pro-
cess or some external influence such as a temperature change.
Throughout this section we will use the word device to refer to
a MEMS or MOEMS component. The word “package” refers
to the housing in which the device is placed.

Besides the packaging challenges there are also modeling chal-
lenges. One problem, which almost always occurs in pack-
age/device modeling, is the tremendous difference in the size
scale between device and package. Any combined Finite El-
ement Method model with appropriate resolution will easily
exceed the computational resources. Even when some solu-
tions can be found the necessity of numerous simulations for
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Figure 9 : Schematic of torsional mirror model.
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Figure 10 : Frequency response in six degrees of freedom for
torsional mirror in Fig. 5(b).

exploration of the design space and various operation scenar-
ios makes this “brute force” approach even less feasible.

To overcome this problem a modeling technique was devel-
oped which we will name the Compact Model Extraction
(CME) technique. This approach allows for a separate analysis
of the package and device. The package response to changes in
the environment is modeled in the form of compact paramet-
ric models. These package-induced effects on a device can be
simulated through appropriate boundary conditions based on
compact model prediction. This methodology opens a possi-
bility of creating the standardized libraries for package models
that can be used in combination with new or existing device
model.

Figure 11 : A 3-D visualization of a thermo-mechanical pack-
age simulation done in the MEMCAD coupled package-device
simulator. The color scale shows the displacement magnitude
at 125 oC. The probe shows the displacement magnitude at the
center of the die.

Figure 12 : A visualization of a thermomechanical stress sim-
ulation of a lateral accelerometer tether showing the tempera-
ture dependent stress caused by the coupling of the package in
Fig. 1 to the device. The color scale and probe correspond to
the stress magnitude at 125 oC.

4.1 Package-device modeling method

Since the MEMS device is small compared to the package, it
is impractical to discretize a full package-device model at the
density required to adequately model the device physics. We
describe here a new capability to perform coupled package-
device analysis based on the extraction of a compact repre-
sentation of the package’s influences from FEA simulations of
the package model only, see McNeil (1998), Bart and Gilbert
(1998). The method begins with the construction and simu-
lation of a 3-D package model. The user then chooses a sur-
face region over which to fit a polynomial representation of the
strain field. This region would normally be the die surface on
which the MEMS device would be fabricated.

This compact model representation is then applied to a sep-
arate 3-D MEMS device model and simulated to predict cou-
pled behavior. Fig. 11 shows the results of such a package sim-
ulation. Fig. 12 shows the stress induced by the package on a
typical MEMS accelerometer device. Allowing the model to
be parameterized over temperature extends the method above.
Thus temperature induced package stress effects are correctly
tracked during the MEMS device modeling.

The Compact Model Extraction approach uses two indepen-
dent FEM models; one model for the package and one model
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Table 4 : Combinations of packages and devices investigated

Package Device
Set 1 Ford (plastic) Analog XL-76
Set 2 Ford (Ceramic) Motorola Accel.
Set 3 Motorola Xerox mirror

Figure 13 : Ford Plastic and Ceramic package. The figure
shows a deformed view of some simulation results.

Figure 14 : Close up of plastic package model

for the device. To start the analysis, the package behavior un-
der external influences is studied by passing the package FEM
model through the solver. In most cases that would be a me-
chanical solver, solving for temperature change induced ef-
fects for example. The applied solver boundary conditions
correspond to loads such as Temperature or heat flux to ac-
celeration or external forces. Secondly the package boundary
conditions are varied within a given range of the design space.
An example with temperature sweeps will be presented later
on. The resulting strain/stress fields of the package model un-
der the different boundary conditions are stored and processed
by the Packaging tool.

The next step is to capture this calculated package behavior
in a compact description of the strained model; the Compact
Model Extraction. To start the CME the Packaging tool calcu-

lates for a user-defined package/device interfacial planar sur-
face (die surface) the displacement fields for all nodes within
these surfaces for all values of changing external parameters.
The next step is to run a curve-fitting program based on a Lin-
ear Least Squares SVD algorithm. A 4th order polynomial fit
of the extracted displacement fields is performed as a func-
tion of spatial parameters since we are trying to describe the
die surface (normalized local coordinates on a die surface).
These polynomials are generated for each simulation point of
the external influence parameter space. This set of polyno-
mials constitutes the package parametric compact model for a
given range of external parameters. A library of such compact
models can also be generated.

Up until this step the FEM model of the sensor or actuator has
not been used yet, which shows that these “package libraries”
can be generated independently. In the following analysis
one could think of the device being placed inside the pack-
age. This “attachment” of a device to a package can also be
seen as applying the package as a boundary condition to the
device. The simulation of the part now ”feels” the package-
induced environmental influences (temperature, etc.) as well
as history dependent effects (such as built-in residual stresses).
Before being able to run the device analysis a translation is
needed from the Compact Model to the device boundary con-
ditions. The Packaging tool projects the package displacement
compact model onto the interfacial nodes of the device model
based on user-defined placement of the device on the die sur-
face and values of the corresponding external parameters. This
means that the user is able to place the device anywhere in the
package, provided that the location is on the surface that was
used in the CME.

The user is also able to place the device anywhere in the ex-
ternal parameter space. This means that placing the device in
the package is independent of the FEM mesh of the package,
which was used to generate the original displacement field. It
also means that if the temperature was varied and the package
was simulated at a finite number of temperature points the de-
vice simulation can be done at any temperature between the
maximum and minimum temperature.

This information on a device location and values of external
parameters are used by the tool for of the displacement fields
evaluation through curve-fitted polynomials for each “point”
in external parameters range with consequent curve-fitting in-
terpolation between the “points” at every node at the pack-
age/device interface. Resulting displacements represent the
package-induced effects on a device and they are applied along
with other appropriate boundary conditions for consecutive
FEM analysis of the device model.

Note that because of interpolation between the “points” in ex-
ternal parameter space device can be simulated for any “point”
within the range not only at the “points” at which actual sim-
ulation with the package model has been performed. In the
CME method several assumptions are made in order to sim-
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plify calculations. It is assumed that only the mechanical cou-
pling from the package onto the device is important. In other
words; the functioning of the device does not contribute to the
stress/strain field of the package. There are however several
techniques available to include the device induced effects in
the analysis of the package. Boundary conditions during the
package analysis can include the device effects such as heat or
temperature sources.

Figure 15 : Strain energy in the pyrex die on the ceramic pack-
age at different temperatures. The two graphs are for packages
that have different zero stress temperatures.

Figure 16 : Curvature in one direction of the pyrex die in the
ceramic package. Same situation as in Graph 1.

4.2 Simulation examples and results

In this section the results of several Package/Device combina-
tions are shown. Several packages were first ramped through
a set of temperatures (from -40 to 125 oC). The combinations
of package and device are shown in Tab. 4.

Figure 17 : Maximum deflection on the pyrex die top surface.
In the “Deflection at 298 [K]” plot there is a sudden change
in deflection. This is because the maximum deflection of the
surface changes position from outer edge to middle point.

Figure 18 : Motorola package, shown in deformed view after
simulation of the package at 200 oC

4.2.1 Ford plastic package and ceramic package

One of the package library components that we simulated us-
ing the Compact Model Extraction technique was a package
developed by Ford. A solid model is shown in Fig. 13.

The same analysis was also run for a ceramic package, which
is used later with a different device.

The Package is of a hybrid type. One die is a model with
silicon material properties, which mimics the ASIC, that is lo-
cated in the package. The second die is a Pyrex die, which
represents the micromachined part. For the plastic package we
removed the cap, the simulated package is shown in Fig. 14.

The package results themselves can be shown in several ways
as well. First of all 3D pictures show the deformed state,
Fig. 13. A better way of viewing quantitative results is by gen-
erating graphs. Fig. 15 for example shows the strain energy
inside the pyrex die when the temperature is changed in the
package. The two plots compare two packages where the only
difference is the temperature at which the package is at zero
stress. The next two figures show the curvature and maximum



56 Copyright c 2000 Tech Science Press CMES, vol.1, no.1, pp.45-63, 2000

deflection of the same pyrex die in the ceramic package. This
is part of the data that is used to obtain the Compact Models.

4.2.2 Motorola plastic package

A third package that was used is a package based on a Mo-
torola design. This is a MEMS specific package, which was
also ramped over a temperature range. The package is shown
in Fig. 18.

4.2.3 Analog devices XL76

A comb finger model of the XL76 accelerometer developed
by analog devices was used in the device simulations. The ac-
celerometer was passed through the Ford plastic package sim-
ulation. (Fig. 14).

Figure 19 : Analog Devices XL76 solid model with stress
color-coding.

Figure 20 : Normalized relative capacitance change (C1-
C2)/(C1+C2) between fixed fingers above (C1) and below (C2)
movable finger

Figure 21 : Accelerometer based on the Motorola design. The
four legs are attached to the package.

Figure 22 : Frequency of the Motorola accelerometer as a
function of package temperature. The plot also shows a mis-
alignment analysis. The “Left” and “Right” plot are exactly at
the same location.

Fig. 20 shows the normalized relative capacitance change (C1-
C2)/(C1+C2)between fixed fingers above (C1) and below (C2)
movable finger. The comb accelerometer was put in the Ford
plastic package and ramped through the same temperatures in
this case.

4.2.4 Motorola accelerometer

With the accelerometer shown in Fig. 21 we did a modal anal-
ysis under the assumption that the device was packaged in the
Ford ceramic package. The actual device also has capacitance
detection electrodes under and over the accelerometer. Here
we were interested in how the package influences the base
modal frequencies.

Fig. 22 shows a result of placing the Motorola accelerometer
from Fig. 21 in the Ford ceramic package. A modal analysis
was done after the mechanical simulations. The results show a
frequency change as a result of the package strains. There are
two extra plots in the graph, which are exactly on top of each
other. These are the result of miss-aligning the device with the
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Figure 23 : A Mirror suspended by two narrow tethers devel-
oped by Xerox.

Figure 24 : Curvature and Tilt of the Xerox mirror placed in
the Motorola package.

package, a feature of the Memcad software.

4.2.5 Xerox mirror

As a last device a mirror developed by Xerox was passed
through the Motorola MEMS device package shown in Fig. 18.
The results are displayed as curvature and tilt in one direction.
The results in Memcad are actually the curvature and tilt in
2D.

4.3 Experimental verification

In order to confirm the usefulness of this approach, we com-
pare the results of experimental measurements to package
stress predictions. The experimental characterization of pack-
ages involves the measurement of strain or displacement fields
from which stress can be inferred, see Sweet (1993). Here we
use off-the-shelf metal-film strain gages to measure the dis-
placement field. To obtain accurate simulation results we wish
to have a full mapping of the package strain onto the strain
gauge. This is accomplished by treating the strain gauge as the

Figure 25 : An optical micrograph of one of the metal foil
strain gauges uses for experimental calibration of the package
model.

“device” in our package modeling method. This requires the
addition of a simulation engine that allows the computation of
the resistance change due to applied stress on the metal foil
material. We report here experimental characterization per-
formed for a Pyrex die (to represent a MEMS substrate) in a
ceramic package. The die strain is measured over tempera-
ture and compared to the simulation results. Fig. 25 shows
an off-the-shelf, metal-film strain gauge used for these mea-
surements. Fig. 26 shows results for a coupled simulation of
this strain gauge as affected by temperature induced package
stresses. The simulation tool can directly calculate the change
in resistance caused by these strains.

4.4 Advanced analysis

The simulation examples described so far are examples of ob-
vious applications of the described software. In summary they
are a direct mechanical analysis of package-induced effects on
MEMS/MOEMS devices. As described in the introduction,
meshing the package and device in one FEM model could
have used any finite element analysis tool. The previous ex-
amples of packages and devices already used to additional op-
tion of pre-calculating the package and placing it in a library;
by just pointing to the specific library in the device simulation
the package is applied as a boundary condition without user
intervention.

We have implemented the package/device analysis tool inside
Memcad, which opens up the possibility of answering design
questions for the package/device combination. Some design
questions can be:

1. Which package is best for this device? If the device can
be implemented in several packages, the device behavior
can be compared if connected to these packages.
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Figure 26 : These figures show 3-D FEM simulation results
of the metal film strain gauge. In the upper figure, the color
scale shows the displacement along the sensitive axis of the
resistor element (vertical direction). The lower figure shows
the potential distribution in the metal foil.

2. Does the device still work within the set tolerances if it is
misaligned with the package or even rotated? In the sim-
ulation manager of this software the device can be placed
anywhere in the package. The default location is always
the center of the attached surfaces.

4.5 Limitations

Current implementation of the tool implicitly assumes that die
surface is planar simply connected region. Moreover it is as-
sumed that deformed surface of the die can be approximated
by 4th order polynomials accurately though this limitation is
not critical for the implementation. Another important under-
lying assumption of the CME method is an assumption that
the device behavior does not influence the package. This as-
sumption is valid for a wide variety of materials and dimen-
sions combinations since devices tend to be much smaller than
a die surface and device materials are not much stiffer than die
materials in general. However for relatively stiff devices with
a ratio of Young’s modulus of device to package more than
10 and a ratio of device height to length more than 0.003 the
difference between the actual strains and strains calculated for
simplified case ignoring the influence of the device on package
can be as high as 10%, see Alexandrov et al. To remove this
limitation in a future a fully coupled package/device modeling
scheme can be implemented. Coupling can be done on a level
of compact models also. In the close coupling loop a com-
pact model of reaction forces extracted from interfacial nodes
in device simulation can be send back to package simulation
in a form of reaction force type boundary conditions on rele-
vant interfacial nodes in a package model. Several relaxation
iterations between package and device simulations with cou-

pling through displacements (package to device) and reaction
forces (device to package) boundary conditions can theoreti-
cally lead to a solution with mutual package/device interaction
effects accounted for. This will be presented after it has been
tested thoroughly.

4.6 Conclusion

The effect of the packaging on a MEMS device’s behavior
cannot be ignored. In this section, we have demonstrated
a methodology that creates a parameterized package macro-
model and then applies this macro-model to the MEMS de-
vice to obtain coupled simulation results. This methodology
is confirmed with package measurements instrumented with
metal-film strain gauges. The CAD and associated method-
ology correspond to the thick arrows between the Packaging
and MEMS designers, and between the System Architect and
Packaging Designer in Fig. 1.

5 Gas damping and sprint effects on MEMS devices with
multiple perforations and multiple gaps

In this section, we describe research on a new method and
tool for gas damping and spring prediction. The tool works
on any arbitrarily shaped plate structure and allows analysis
of such structures with multiple gaps and complex perfora-
tion (etch holes) patterns. It is accurate over a wide frequency
range including both gas damping and spring dominated de-
vices, and includes corrections for high Knudsen number ef-
fects. The section has three subsections: Sec. 5.2 a discussion
of the models and method involved, Sec. 5.3 a discussion of
the results of simulations, and finally Sec. 5.4 validation of the
approach with experimental measurements. The experiments
are from three different applications: a micro-relay (300KHz)
from IMT, an accelerometer (1KHz) from Motorola SP, and
an optical modulator (2MHz) from Lucent Technologies. The
last two are examples of complex perforated structures.

5.1 Motivation

A large class of MEMS devices must operate at significant
gas pressures. To understand the dynamic behavior of these
devices the effects of the gas surrounding the movable com-
ponent can be critical. To accurately model devices such as
accelerometers, switches, micromirrors, and resonant sensors
requires an understanding of gas damping and spring effects.
Most work in damping traces its lineage back to analytic mod-
eling of the Reynolds equation by Blech (1983) for simple rect-
angular and circular plates. In recent years many groups have
extended that work to make damping predictions more accu-
rate or useful for more complex geometries. Approaches that
have been reported are numerical solutions of the Reynolds
equation, see Mehner, Kurth, Billep, Kauffman, Kehr and
Dötzel (1998), or the incompressible Navier-Stokes (NS) equa-
tions, see Veijola, Kuisma and Lahdenperä (1997). Also, much
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work has gone into correcting the Reynolds or incompressible
NS equations for the effects of high Knudsen numbers, see
Veijola, Kuisma and Lahdenperä (1997), Fukui and Kaneko
(1998). Key difficulties with respect to these approaches are
that the Reynolds formulation is not accurate for complex ge-
ometries such as perforated structures and the incompressible
NS approach is unacceptable for realistic problems as it does
not provide gas spring predictions due to its neglect of com-
pressibility.

5.2 Models and methods

We are interested in the broad problem of the influence of the
surrounding gas on a plate, membrane, or beam suspended
next to one or more walls. In general if the plate moves with
a small signal oscillation of frequency f perpendicular to the
plate surface, the gas in the gap will exert a force back on the
plate that has components in phase and out of phase with the
velocity of the plate. The component in phase with the veloc-
ity is the gas damping force and that out of phase to it is the gas
spring force. In order to make a complete model of the small
signal behavior of the plate (such as would be appropriate for a
sensor) one needs to accurately predict the damping and spring
terms. Both terms are frequency dependent, and in principle,
may be deduced from appropriate models of the physics of
fluids in the regions near the plate. Both terms are pressure
dependent and also dependent on the Knudsen number, see
Veijola, Kuisma and Lahdenperä (1997), for each plate-gap
system in the device.

The full NS equations would in general describe the viscous,
pressure and inertial effects of the gas in the gap (will not be
discussed here). In certain cases where the inertial effects are
very small (Re� 1) and the pressure drop across the gap is neg-
ligible (δp=δh� 0), the NS equations simplify to the Isother-
mal Reynolds equations. Fluid film lubrication and squeeze
damping fall into this class of problems where the thickness of
the film or gap is significantly smaller that other relevant di-
mensions in the problems. Further if we make the assumption
that the structure is only subject to small amplitude displace-
ments and pressure changes the Isothermal Reynolds equation
may be linearized to diffusion like PDE, See Yang, Gretillat
and Senturia (1997).

A brief discussion of the validity of the continuum assumption
pertaining to both sets of equations is necessary. The flow ap-
proximation (continuum, no slip) is valid up to Knudsen num-
bers of 10�2. Above this value the flow enters a transition
regime between continuous and free molecular flow and the
equations are still valid with a relaxation of the slip condi-
tion. In most MEMS applications where squeeze effects are
significant, it is seen that the range of Knudsen numbers can
be quite large. Veijola, Kuisma and Lahdenperä (1997) and
Mehner, Kurth, Billep, Kauffman, Kehr and Dötzel (1998),
have demonstrated that in these situations the introduction of
an effective viscosity, see Fukui and Kaneko (1998), and Mit-

sui (1993), dependent on the Knudsen number is valid.

µ
µeff

= 1+9:638

�
poλ
pL

�1:159

(8)

The approach then is to construct a hybrid tool that makes use
of a solution to the Reynolds equation in some regions (at least
one for each gap) and uses a solution to either the compressible
or incompressible Navier-Stokes equation in critical domains
of each structure. This hybrid, integrated approach is called
Navier-Stokes-Reynolds or NSR.

The first step for a given device would be to mesh the moving
parts of the structure and all relevant gaps. An example of such
a mesh is shown in Fig. 27. The critical domains are those near
all edges and perforations in the structure. In these regions
appropriate flow resistance models describe the flow of gas
through the hole or out the edge. These resistance models have
been previously extracted by solving the full NS equations for
a range of hole sizes and gaps. The resulting flow resistance
model can be expressed functionally by f = f (r;h), where r
is the radius of the hole and h is the adjacent gap. A similar
extraction technique would be required for different perfora-
tion geometries (with appropriately different parameters). The
solver then ensures that at the edge of the hole, the appropriate
flow resistance is matched with the Reynolds equation solution
through a Neumann type condition d p=dz = p f (r;h).

We include adjusting all regions automatically for high Knud-
sen number effects (using (8)) and also take into account
mode shape effects for those systems whose displacement is
a modal deformation (as suggested in Yang, Gretillat and Sen-
turia (1997), for beams and membranes). The mode shape ef-
fect is accounted for computationally by adding displacement
source terms at each element face at the interface of the gap
and mass. In the case of a rigid plate motion all these sources
are identically equal. However, when the structure’s flexibility
(modal displacement) is considered, each of these sources is
proportional to the modal displacement at the surface.

The NSR approach thus has near the computational speed of
numerical (Finite Element) Reynolds methods on large prob-
lems with considerably greater accuracy for both gas damping
and gas spring terms.

5.3 Simulation results

The approach has been thoroughly verified on test cases in-
volving simple geometries where analytical models are readily
available, i.e. rectangular and circular plates. The NSR pre-
dictions are seen to be in very good agreement with analytical
solutions for such cases, see Blech (1993).

As described, a 3D model of the plate and all gaps is con-
structed including edge and perforation regions, which are de-
clared on this mesh so that the domains for NSR can be estab-
lished. The general output of the solver is shown in Fig. 28,
which shows both the gas-spring and gas-damping coefficient
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Figure 27 : An example mesh (model), for the damping model
of the Motorola accelerometer. Note, the exposed (infinite
gap) surface.

vs. frequency for the Lucent problem (optical micrograph
Fig. 29) discussed later.

Figure 28 : Typical output of Damping module NSR predic-
tions of gas Damping and Spring vs. frequency for the Lucent
sample 2 at P=0.5atm. (L2-P0.5-Ne).

5.4 Experimental validation

Currently we have three experimental data sets for validation
of the methods and models. The first is the IMT microre-
lay, see Gretillat (1997), Fig. 29 below, which is essentially a
beam like structure. We include it to verify that NSR does not
drift from the best Reynolds based techniques in the cases in
which they are adequate, see Veijola, Kuisma and Lahdenperä
(1997), and Gretillat (1997). The second is a low frequency ac-
celerometer from Motorola SP, see Dao and Hammond (1998),
shown in Fig. 30. The third is a pair of differently perforated
circular membranes from Lucent Technologies, see Greywall,
Busch and Bishop (1998), for an optical modulator application
(one is shown in Fig. 30).

The latter two cases are devices with complex perforation
patterns and structural geometry in which the Reynolds so-
lution does not agree well with experiment and the incom-
pressible NS would be computationally impractical. Tab. 5

Figure 29 : An SEM of microrelay from IMT.

Figure 30 : An SEM of the Motorola Accelerometer Device.

shows the comparison between the Reynolds equation, NSR
and experiment for the damping coefficients for Motorola and
Lucent. The NSR prediction is within experimental bounds
for both data sets and shows significant improvement over the
Reynolds solution.

Fig. 32 is a scatter plot in gas-spring vs. gas-damping showing
all data and simulations for IMT (1 beam, 2 pressures), Mo-
torola (one experiment), and Lucent (2 designs at 2 pressures
each). The entire data set spans almost 5-7 orders of magni-
tude in each variable. In each case the experimental results
have been shown (with appropriate error bars). Over this wide
range, the NSR predictions show very good agreement.

Fig. 33 is a similar plot for the damping coefficient vs. fre-

Table 5 : Comparison of Reynolds, NSR and Experiment for
the Lucent and Motorola Problems (Damping has been nor-
malized for comparison)

L1-P0.5-Ne M-P0.96-A
Expt 1.00 1.00
NSR 0.76 1.02

Reynolds 0.26 0.71
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Figure 31 : An optical micrograph of a high frequency optical
modulator. (diam. of 150 µm) (courtesy Lucent Tech., see
Greywall, Bush and Bishop (1998)).

quency showing that these experiments test the NSR technique
over a wide frequency range from 1KHz to 2MHz.

5.5 Conclusion

In conclusion, we have detailed a new tool to solving the com-
plicated problem of gas damping in MEMS devices.

The approach was then used to predict the behavior of three
different devices over a wide range of operational regimes.
The results are shown to be in good agreement with those ob-
served in experiment. Further the accuracy and computational
economy of using such an approach over a full NS simulation
are of significant benefit to MEMS/MST designers of such de-
vices. The NSR approach has been included in the damping
module now available in MEMCAD 4.5.

6 Summary

Development of micro-electro-mechanical systems (MEMS)
products is currently hampered by the need for design aids,
which can assist in integration of all domains of the design.
The cross-disciplinary character of microsystems requires a
top-down approach to system design which, in turn, requires
designers from many areas to work together in order to under-
stand the effects of one sub-system on another.

In this paper we have summarize some of the past three years
work on developing methods and tools to enable the concur-
rent design of MEMS and MST systems. First we described
the concurrent design methodology itself, with particular at-
tention to who does the designing and how different designers
interact. We followed that with discussions of three research
projects, which now provide tools to enable the key arrows of
Fig. 1. These are tools for automatic extraction of dynamic
macro-models, tools for coupled package and device model-
ing in MEMS, and tools for the prediction of gas damping and
spring effects on MEMS devices.

Figure 32 : Scatter plot of Spring versus Damping coefficients
for the 3 different devices. Note: L1-P0.5-Ne: Lucent Sample
1 at 0.5 Atm. Ne; L1-P1.0-Ne: Lucent Sample 1@ 1.0 Atm.
Ne; L2-P0.5-Ne: Lucent Sample 2@ 0.5 Atm. Ne; L2-P1.0-
Ne: Lucent Sample 2@ 1.0 Atm. Ne.
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